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PREFACE

This Handbook of Pharmaceutical Biotechnology represents a unique attempt to 
overview the full range of approaches to discovering, selecting, and producing 
potentially new therapeutic moieties resulting from biological process. Such moi-
eties are the backbone of both the pharmaceutical industry and the prime axis for 
the advancement of medical science.

The volume is unique in that it seeks to cover possible approaches to the bio-
technology drug process as broadly as possible while not just doing so in a superfi -
cial manner. Thanks to the persistent efforts of Gladys Mok, these 50 chapters 
cover all major approaches to the problem of identifying, producing, and formulat-
ing new biologically derived therapeutics and were written by leading practitioners 
in each of these areas.

I hope that this second course of our banquet is satisfying and useful to all those 
working in or entering the fi eld.

Select fi gures of this title are available in full color at ftp://ftp.wiley.com/
public/sci_tech_med/pharmaceutical_biotech/.

 S.C. Gad
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Handbook of Pharmaceutical Biotechnology, Edited by Shayne Cox Gad.
Copyright © 2007 John Wiley & Sons, Inc.
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FROM GENE TO PRODUCT: 
THE ADVANTAGE OF 
INTEGRATIVE BIOTECHNOLOGY
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1.1.1 INTRODUCTION

Biotechnology and biotechnology-based methods are increasing in importance in 
medical therapies and diagnostics as well as in the discovery, development, and 
manufacture of pharmaceuticals. Biotechnologically manufactured pharmaceuti-
cals will soon reach a market volume of more than $100 billion USD and, thus, 
some 20% of the total pharmaceutical market. The key step in their manufacture 
is the conversion of the genetic information into a product with the desired phar-
macological activities by an appropriate selection, design, and cultivation of cells 
and microorganisms harboring the corresponding biosynthetic pathways and physi-
ological properties.

The intention of this chapter is to give insights into the typical issues and prob-
lems encountered in the manufacture of biopharmaceuticals, to mediate general 
ideas and current strategies on how to proceed in the design and development of 
biotechnological processes, and to deliver the immediate theoretical backgrounds 
necessary for comprehension rather than to give detailed experimental instructions 
like a manual does. In focusing on gene recombinant proteins and peptidic anti-
biotics, the biotechnologically produced pharmaceuticals with the highest market 
share, representative aspects will be discussed (1) for process development and 
optimization approaches to increase product yield and process rentability and to 
ensure a consistent product quality, (2) for experimental approaches to design and 
to modify the molecular structure of compounds to meet specifi c medical needs, 
(3) for the replacement of chemical procedures by economically and ecologically 
advantageous biotechnological processes, (4) for critical issues of product purifi ca-
tion, and (5) for specifi c demands in pharmaceutical production to conform to 
regulatory requirements. Finally, the advantage of an integrative biotechnology is 
emphasized, which designs the biosynthetic steps of the product in accordance with 
the requirements of product purifi cation procedures already during early develop-
ment stages.1

For further reviews comprehensively illustrating issues of biotechnological pro-
duction processes, the reader is referred to further review articles [1–8]. To look 
up basic subjects of molecular and cellular biology, the reader is referred to 
textbooks [9, 10].

1 Parts of this chapter were excerpted and modifi ed from previously published reviews of the author 
[16, 86, 98, 113, 273] by courtesy of Springer-Verlag, Heidelberg.



1.1.2 PRODUCTION ORGANISMS AND EXPRESSION SYSTEMS

Design and development of all microbial production processes start with the selec-
tion of appropriate organisms, strains, and expression systems enabling high yields 
and high quality of a desired product with defi ned pharmacological properties.

1.1.2.1 Industrially Established Recombinant Expression Systems

Industrially established expressions systems for production of the marketed com-
pounds are, besides inclusion, body-forming Escherichia coli strains, the yeast
Saccharomyces cerevisiae and mammalian cells like CHO- and BHK-cells (Table 
1.1-1). These systems were the genetically and physiologically most advanced and 
therefore mostly applied when recombinant production processes were starting to 
be developed in the mid-1980s and are now widely accepted by regulatory bodies. 
E. coli and S. cerevisiae can be grown cheaply and rapidly, are amenable to high 
cell density fermentations with biomasses of up to 130 g/L, possess short generation 
times, have high capacities to accumulate foreign proteins, are easy to handle, and 
are established fermentation organisms.

However, because gene recombinant pharmaceuticals continuously gain an 
increasing importance in medicine and are expected to help curing diseases that 
are not yet treatable today, new expression systems have to be exploited enabling 
the production of such pharmaceuticals with innovative properties that simultane-
ously meet key criteria like consistent product quality and cost effectiveness. Of 
particular interest in this regard are expression systems enabling the secretion of 

TABLE 1.1-1. Industrially Used Recombinant Expression Systems

Product Company System

Blood coagulation factors  Novo-Nordisk/Bayer/ BHK-Cells
 (VII, VIII, IX) Centeon Genetics Baxter/ CHO-Cells
  Centeon/Wyeth
Calcitonin Unigene E. coli/CHO-Cells
DNase (cystic fi brosis) Roche CHO-Cells
Erythropoetin Janssen-Cilag/Amgen/ CHO-Cells
  Boehringer  
Darbepoetin Amgen CHO-Cells
Follicle stimulating hormone  Serono/Organon CHO-Cells
 (follitropin)
Luteinisation hormone Serono CHO-Cells
Gonadotropin Serono CHO-Cells
Glucagon Novo-Nordisk S. cerevisiae
Glucocerebrosidase  Genzyme CHO-Cells
 (Gaucher-disease)
Growth hormones  Pharmacia & Upjohn/Lilly/ E. coli
 (somatotropines) Novo-Nordisk/Ferring/
  Genentech
 Serono Mouse Cell Line
 Serono/Bio-Technology  CHO-Cells
  General Corp

PRODUCTION ORGANISMS AND EXPRESSION SYSTEMS 3
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TABLE 1.1-1. Continued

Product Company System

Eutropin (Human growth LG Chemical S. cerevisiae
 hormone derivative)
Growth factors (GCSF u.  Novartis/Essex/Amgen/ E. coli
 GMCSF)  Roche
 Chugai Pharmaceuticals CHO-Cells
Platelet-derived growth  Janssen-Cilag S. cerevisiae

factor (PDGF)
PDGF-Agonist ZymoGenetics S. cerevisiae
Hepatitis B vaccine GlaxoSmithKline S. cerevisiae
 Rhein Biotech H. polymorpha
Hirudin Sanofi -Aventis/Novartis S. cerevisiae
Insulin and muteins Sanofi -Aventis/Lilly/Berlin- E. coli
  Chemie
Insulin Bio-Technology General  E. coli

Corp
 Novo-Nordisk S. cerevisiae
Interferon alpha and muteins Roche/Essex/Yamanouchi E. coli
Interferon beta Schering E. coli
 Biogen/Serono CHO-Cells
Interferon gamma (mutein) Amgen/Boehringer E. coli
Interleukin 2 Chiron E. coli
Oprelvekin (interleukin Wyeth Human Cell Line
 11-agonist)  ROMI 8866
OP-1 (osteogenic,  Curis/Striker E. coli

neuroprotective factor)
Tissue plasminogen-activator Genentech/Roche/Boehringer CHO-Cells
Recombinant plasminogen- Genentech/Roche/Boehringer E. coli

activator
Stem cell factor Amgen CHO-Cells
Tumor necrosis factor Boehringer E. coli

Note: Overview on the currently worldwide commercialized recombinant pharmaceuticals and the 
expression systems employed for their production. The substances are not listed strictly alphabetically 
but are partially grouped according to therapeutic areas. Antibodies, which are mostly manufactured 
by hybridoma cell line systems, are not considered. Data were extracted from the European patent 
database Esp@cenet (http://de.espacenet.com) and the IDdb3-database (http://www.iddb3.com). 
BHK = baby hamster kidney; CHO = chinese hamster ovary. (Taken from Ref. 16 © Springer-Verlag, 
Heidelberg)

correctly glycosylated and folded proteins into the culture broth. Such secretory 
systems offer advantages in terms of simple and fast product purifi cation proce-
dures and the avoidance of costly cell rupture, denaturation, and refolding pro-
cesses (see Section 1.1.4) and thus conform to the requirements of an integrated 
production process.

Even though animal and plant systems (molecular pharming, [11]) and secretory 
plant cell culture systems have received a great deal of attention, their commercial 
feasibility is still under investigation, particularly with respect to their slightly dif-
ferent posttranslational modifi cation modus leading to an altered pharmacological 
behavior and to allergenic properties [12, 13]. Established in the pharmaceutical 



industry as production organisms are, besides the above-mentioned systems, further 
prokaryotic and yeast species as well as fi lamentous fungi, which are already 
employed for the manufacture of natural products (see Section 1.1.2.2).

The suitability of the most prominent secretory systems among these organisms 
from the viewpoint of an integrative process design for the manufacture of recom-
binant proteins will be evaluated in the next section by discussing their potential 
productivity and their physiological properties.

1.1.2.2 Evaluation of Secretory Expression Systems for 
Pharmaceutical Purposes

Escherichia Coli. As E. coli lacks fundamental prerequisites for effi cient secretion, 
the marketed pharmaceuticals (Table 1.1-1) manufactured by E. coli-systems are 
mostly produced as inclusion bodies. Due to the membrane structure, the low 
chaperone and foldase level and the high periplasmatic protease concentration E. 
coli-secretion systems allow only comparably low product yields, making them 
suitable only for compounds marketed in small quantities like orphan drugs. 
Genentech  (San Francisco, CA), for instance, has patented a secretory E. coli-
system for the preparation of human growth hormone [14]. The secretory potential 
of E. coli is indicated by exceptional high product titers in the range of several grams 
per liter, which were reached in a system developed for secretion of hirudin using the 
alpha-cyclodextringlykosysl-transferase signal sequence as a leader und secretor 
mutants defi cient in their membrane structure [15]. Titers of human-insulin-like-
growth-factor or human-epidermal-growth-factor were reported to be as high as 
900 mg/L and 325 mg/L, respectively [references in 16]. Most of the reached and 
published data, however, refers to processes leading to a periplasmatic product 
concentration (e.g., 2 g/L of a human antibody fragment, 700 mg/L of a monoclonal 
antibody) or stays below 100 mg/L, a value that generally is not considered to be in a 
competitive and economic range. Efforts are thus undertaken to condition E. coli-
strains to effi cient secreters. The main strategies to enhance secretion effi ciency [17–
19] comprise (1) employment of well-characterized secretion pathways like the 
alpha-hemolysin system [20] or components of such pathways like effi cient signal 
sequences from effl ux proteins [21] or outer membrane proteins [22], for instance, 
the maltose binding protein [23] or the TolC-protein [24]; (2) variation of the signal 
peptide; (3) cocloning of and coexpression of chaperones and foldases [25–27]; (4) 
enhancement of gene expression by employment of strong promotors and effi cient 
transcription termination sequences; (5) generation of protease defi cient mutants; 
(6) generation of cell wall lacking or cell wall defi cient mutants [28, 29]; and (7) 
modulation of the protein primary structure that was found to exert a strong infl uence 
on productivity and secretion effi ciency by infl uencing protease resistance, folding 
effi ciency, and the tendency to form inclusion bodies. Details of the strategies for the 
design and development of secretory E. coli strains as well as for the controlled 
soluble cytoplasmatic expression of recombinant proteins may be taken from general 
reviews [17, 30–32].

Alternative Prokaryotic Expression Systems. In addition to conditioning E. coli-
strains to effi cient secreters, alternative species, which are considered to inherently 
possess a superior secretion capacity, are tried to be established as expression 
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systems. Comparably high product yields of 2 g/L and 1 g/L were reported for 
production of human calcitonin by Staphylococcus carnosus [33] and of proinsulin 
by Bacillus subtilis [34], an organism that is continuously characterized and 
improved as a cell factory for pharmaceutical proteins [8]. Bacillus megaterium,
which is thought to be as effi cient as B. subtilis, is currently developed as a secretory 
expression system by a Collaborative Research Center (SFB) of the German 
Research Community (DFG). For Ralstonia eutropha (formerly Alcaligenes 
eutrophus), employed at ICI and Monsanto for polyhydroxyalkanoate production 
at a scale of several 100 m3 and genomically completely sequenced, 1,2 g/L of 
secreted organophosphohydrolase, a model enzyme proned to form inclusion bodies 
in E. coli, were reported [35]. R. eutropha displays a more effi cient carbohydrate 
metabolism than E. coli and is easily amenable to high cell density fermentations 
with biomass concentration of more than 150 g/L dry weight. This permits a lower 
specifi c productivity that in turn reduces the inclinement to form inclusion bodies 
and thus enables a more effi cient secretion. Rhodococcus, Corynebacterium,
Mycobacterium, actinomycetes, and streptomycetes [36] are also considered to be 
potentially suitable for the development of effi cient secretion systems. A comparative 
study with recombinant alpha-amylase demonstrated that fi nal yields as well as 
enzyme activity were considerably higher when produced by Streptomyces lividans,
by which it was completely secreted than by E. coli in which it was concentrated 
periplasmatically [37]. The yields reported so far, however, are still below cost-
effi cient ranges. A system developed by Hoechst/Aventis for insulin production 
yielded around 100 mg/L, and the yields of correctly folded human CD4-receptor 
sites are in the range of 200 mg/L. Attached as signal proteins were the prepeptide 
of the alpha-amylase inhibitor from S. tendae (tendamistat) and the signal sequence 
of a protease inhibitor (LTI) from S. longisporus. In the course of these studies, it 
was found that the choice of the linker and its length strongly infl uences secretion 
effi ciency. The comparably low yields, however, demonstrate that still a lot of 
fundamental research is necessary to render streptomyces systems competitive. 
(Strategies and examples for enhancement of recombinant protein expression in S. 
lividans and the current status of the genetic and physiological development are 
given in Refs. 38 and 39.) A general focus of research will be the detailed exploration 
of the twin arginine translocation (TAT) pathway, which has been recently 
discovered in addition to the conventional prokaryotic secretory (sec) pathways and 
enables the export of proteins with cofactors in a fully folded conformation [40, 
41]. It evidently plays a more important role in Streptomyces species [42] but might 
also be useable in other species.

As the potential and capacity of prokaryotes for prosttranslational modifi cation 
appear to be quite limited and the knowledge about the pathways is quite scarce 
(reviews on bacterial protein glycosylation see Refs. 43 and 44), the employability 
of most of the known prokaryotes usually is restricted to the preparation of proteins 
that are naturally not glycosylated, such as insulin, hirudins, or somatotropins, or 
to natively glycosylated proteins that are pharmacologically also active without 
glycosylation, like various cytokines (tumor necrosis factor, interleukines, inter-
ferones). For production of proteins that are pharmacologically active only with an 
appropriate modifi cation pattern, eukayotic cell systems are more suitable.

Yeasts. Besides possessing complex posttranslational modifi cation pathways, they 
offer the advantage to be neither pyrogenic nor pathogenic and to secrete more 



effi ciently. Species established in industrial production procedures are Saccharomyces 
cerevisiae, Kluyveromyces lactis, Pichia pastoris, and Hansenula polymorpha,
which will be dealt with more in detail in this section. Whereas S. cerevisiae is the 
best genetically characterized eukaryotic organism at all and still is the prevalent 
yeast species in pharmaceutical production processes (Table 1.1-1), P. pastoris, fi rst 
employed by Phillips Petroleum for single-cell-protein production, is currently the 
most frequently used yeast species for heterologous protein expression in general. 
Whereas only just a few proteins were expressed by Pichia species at the beginning 
of the last decade [45], the expression of more than 400 proteins have been 
meanwhile reported now [46, 47]. P. pastoris is considered to be superior to any 
other known yeast species with respect to its secretion effi ciency and permits the 
production of recombinant proteins without intense process development. The 
highest yields were reported for murine collagen (15 g/L), tetanus toxin fragment 
C (12 g/L compared with 1 g/L in S. cerevisiae), human serum albumin (10 g/L 
compared with 3 g/L in K. lactis and to 90 and 150 mg/L in S. cerevisiae), and 
human interleukin 2 (10 g/L). The highest reported yields for H. polymorpha relate 
to phytase (13,5 g/L) and to hirudin (g/L range) and for K. lactis to human serum 
albumin (3 g/L, see above). Even though S. cerevisiae offers a high secretory 
potential as evidenced by some 9-g/L secreted Aspergillus niger glucose oxidase 
[references in 16], such data document a general inferior secretory capacity, the 
reasons for which are numerous. For the methylotrophic species Hansenula and 
Pichia and the lactose using K. lactis, natively strong promoters are available that 
derive from the methanol and lactose assimilating pathways and their enzymes 
(e.g., alcohol- and methanol oxidase, lactose permease, galactosidase). As the 
enzymes of these pathways account for up to 30% of the total protein content, the 
metabolic effi ciency with respect to the secreted protein is signifi cantly higher as 
documented by Buckholz and Gleeson [48]: Only one or a few gene copies are 
suffi cient in P. pastoris to gain the same yields as with 50 gene copies in S. cerevisiae.
Furthermore, proteins with a molecular mass of above 30 kD are retained in the 
cytoplasma of S. cerevisiae, whereas H. polymorpha effi ciently secretes proteins 
with a molecular mass of up to 150 kD, like the glucoamylase of Aspergillus niger.
[Detailed overviews on the physiological properties of methylotrophic yeasts and 
K. lactis with respect to their use for recombinant protein production is given in 
Refs. 46, 47, and 49–53]. Further reasons for the differing secretion rates among 
the species are the specifi c proteolytic activities and the specifi c degrees and 
patterns of glycosylation. Besides having an impact on the protein’s fi nal 
pharmacological activity, glycosylation also exercises an infl uence on the folding 
and secretion effi ciency. Among the discussed species, S. cerevisiae was shown to 
possess, besides a higher enzymatic activity in the secretion vesicles that leads to 
a reduced portion of intact secreted proteins [54], also the highest glycosylation 
capacity leading to a hyperglycosylation of the protein and a reduced secretion rate. 
Both the degree and the pattern of glycosylation are dependent on the genetic 
background of the species and strains employed as well as on the sequences of the 
expressed protein and adjacent regions. By employment of the natively highly 
glycosylated alpha-mating type factor as a secretion signal, the extent of the 
glycosylation of the product can be diminished or completely avoided as shown for 
human interleukin 6 [55]. NovoNordisk reported leader sequence-dependent 
insulin yields in S. cerevisiae [56] and in S. cerevisiae and P. pastoris [57]: The 
sequence and therewith the degree of glycosylation of the leader infl uences the 
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effi ciency of the multistage cleavage and folding processes as well as the insulin 
glycosylation rate and secretability. Further enhancement of the secretion effi ciency 
can be achieved by (1) mutating secretion enhancer genes [58], (2) suppressing 
secretion blocking functions, and (3) reducing proteolytic activities in secretion 
vesicles [54]. So-called supersecreter strains of S. cerevisiae have, for instance, been 
generated by inactivation of the PMR1 (SSC1) function and suppression of the 
secretion blocking ypt1-1 gene: the yields of non-glycosylated human pro-urokinase 
[59], of human serum albumin, and of human plasminogen-activator have been 
augmented to a factor of up to 10 [60]. The traditional approaches pursued for 
enhancement of gene expression are gene amplifi cation, employment of strong 
promoters, and enhancement of the transcription and translation rate. A high 
amplifi cation of the gene copy number [45, 46, 61] usually is achievable with 
episomal vectors, which however do not reach the mitotic stability of integrative 
systems like the transposon (e.g., Ty-element) mediated embedment of reiterative, 
dispers repetitive sequences in S. cerevisae. Transcription rates were reported to 
be enhanced up to 100 times through cotransformation with transcription activators 
and enhancers, which evidently are limiting factors for overexpression of foreign 
proteins [62, 63]. Translation effi ciency can be enhanced by preventing an 
accelerated degradation of transcripts and the yeast typical random transcription 
termination through modulation of the recognition sequences. Prevention of the 
random transcription termination led to an increase of tetanus toxin fragment C 
yields in S. cerevisiae by a factor 2000–3000 to 1 g/L and 3% of the total soluble 
protein fraction [64].

Despite their physiologically advantageous properties and natively high expres-
sion and secretion capacity, just one industrial application is reported for each of 
the alternative yeast species: H. polymorpha is employed for hepatitis B vaccine 
production at Rhein-Biotech (Düsseldorf, Germany), K. lactis for bovine prochy-
mosin production in a 40-m3 scale at Gist-Brocades (Delft, Netherlands), and P. 
pastoris for production of recombinant carboxypeptidase B and trypsin at Roche 
(Basel, Switzerland). For pharmaceutical application, it has to be considerered that 
the methylotrophic yeasts in contrast to S. cerevisiae and K. lactis are not used in 
the production of foodstuffs and therewith have no GRAS (generally regarded as 
safe) status according to the U.S. Food and Drug Administration (FDA) criteria 
and have to be grown in expensive explosion-proofed equipments when the above-
mentioned native induction systems are used. The discussed properties of the 
mentioned yeast species are compiled in Table 1.1-2 for comparison. The employ-

TABLE 1.1-2. Typical Sequence of Biotechnological Production Process Steps

Step Method/Approach

Selection/design/engineering/ Criteria: pharmacological activity and properties
 development of an   of the compound, productivity, process
 appropriate species/strain/  behavior, suitability for downstream processing 

expression system  steps, spectrum and pharmacological activity 
  of side products to be removed, experimental 
  experience with the respective system, 
  biological and medical safety, acceptance by 
  regulatory bodies
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TABLE 1.1-2. Continued

Step Method/Approach

Strain improvement Mutation/selection, strain recombination (e.g.,
  breeding/protoplast fusion), directed genomic
  alteration/metabolic engineering/enhancement
  of gene expression rates
Biosynthetic product  Amino acid exchange/combinatorial 
 structure modifi cation  biosynthesis/precursor directed biosynthesis
Fermentation optimization Empirical optimization of culture conditions 
  (media components, pH, oxygen supply), 
  clarifi cation of the infl uence of process 
  parameters on growth, productivity and side 
  product formation
Fermentation scale-up Detailed process characterization for reduction 
  of stress exposure, insurance of homogenized 
  reaction conditions, and identifi cation of 
  suitable scale-up parameters (e.g., with the 
  help of chemometric modeling, computational 
  fl uid dynamics)
Downstream processing
Cell separation and harvest,  Centrifugation (decanter, disk-stack separator,
 removal of particulate  (semi)continuous centrifuges), fi ltration (dead-
 matters  end, tangential fl ow fi ltration)
Cell rupture High-pressure homogenization, bead mills, 
  sonication, enzymatic treatments
Product capture Filtration (micro-, ultra-, nano-fi ltration), 
  precipitation, solvent extraction, ion exchange, 
  size exclusion, affi nity chromatography
Product purifi cation/polishing Hydrophobic interaction/reversed-phase
  chromatography
Clearance of contaminant  Nano-fi ltration, heat, pH, chemical inactivation, 
 agents (e.g., viruses,   ultraviolet, gamma irradiation
 endotoxins)
Drying Heat, freezing, vacuum
Galenic preparation/fi lling Addition of galenic excipients, supplements, 
  stabilizers, and adjuvants

Notes: Comprehensive overview illustrating the typical steps of a biotechnological production process. 
Production starts with the selection of an appropriate species and strain and the engineering of an 
expression system that enable high product yields and permit easy handling during strain development, 
fermentation, and downstream processing. Classic measures for improvement of the selected strains 
and expression systems are mutation and selection runs, breeding, directed genomic alterations, meta-
bolic engineering, and measures aimed at the enhancement of expression rates of genes involved in 
product biosynthesis. Cultivation of the cells occurs under suitable conditions permitting strong 
growth, high product yield, and high product quality and facilitating product recovery and purifi cation 
during downstream processing, which usually starts with separation of the product from the biomass 
and the culture broth by centrifugation or fi ltration. Before the separation of intracellular occurring 
products, cells have to be ruptured by high-pressure homogenization (e.g., in a homogenizer, a Dyno 
mill, or a French press). For high product purity, high recovery rates and simultaneous maintenance 
of the pharmacological activity, product purifi cation and polishing usually occurs by solvent and solid-
phase extraction. The choice of suitable resins and solvents and their combinations is highly dependent 
on the chemical and physical properties of the product and the side metabolites to be removed.

The fi nal step consists of product concentration and drying, e.g., by heat, freezing, and/or vacuum 
before the galenic preparation. The discrimination between product capture and polishing is somewhat 
arbitrary as is the assignment of the respective methods. Depending on the product and the individual 
product properties, the transitions between the steps are gliding and the methods can change 
accordingly.
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ability of yeasts in some cases however might reach a limit, particularly when the 
pharmacological activity of the product is impaired by the glycosylation pattern. 
In K. lactis, for instance, which usually does not hyperglycosylate, an exceptional 
high glycosylation of human interleukin 1β has been observed, reducing the biologi-
cal activity to 5% [65, 66]. In such cases, a postsynthetic chemical modifi cation has 
to be considered or the employment of higher developed organisms.

Filamentous Fungi. Filamentous fungi are higher organized than yeasts and 
consequently have a more complex posttranslational modifi cation apparatus more 
similar to mammals. Some proteins like t-PA in Aspergillus nidulans are produced 
with the natural human glycosylation pattern. For recombinant protein production, 
species are prefered, which are broadly employed in industry for production of 
enzymes, acids and antibiotics and thus possess GRAS-status: A. nidulans, A. 
niger, A. sydowii, A. awamori, various Fusarium and Trichoderma species, 
Penicillium chrysogenum, and Acremonium chrysogenum. Their productivity and 
secretion potential, which is in the range of 30–40 g/L for homologous enzymes like 
cellulases and amylases, is considered to be superior to any other system, but 
unfortunately could not be converted into corresponding yields of recombinant 
products, even when these were fused to such homologous enzymes. The highest 
yields are still obtained with heterologous fungal enzymes: 4-g/L Fusarium protease 
in A. chrysogenum and 4.6-g/L A. niger glucoamylase in A. awamori. The highest 
yield of a mammalian protein was reported for human interleukin 6 in A. sojae in 
a range of 300 mg/L [references in 16]. The yields of most human proteins like t-PA 
and various interferons, however, were reported to be below 1 mg/L [67–71]. Possible 
reasons for these incompetitive yields are restrictions in posttranslational metabolic 
steps like intracellular transport, folding, and processing. Even though fi lamentous 
fungi are industrially used now for decades, they are not adequately characterized 
on the physiological and genetic level. Little is known about details of the 
modifi cation and secretion metabolism, and effi cient gene transformation is 
hampered by degradation of foreign DNA, low transformation rate, and therefore, 
low copy numbers of the transferred genes and random genomic integration. 
Expression rates are restricted by a high RNA turnover, incorrect processing of 
the foreign messenger, and incomplete folding and secretion, which are, as in yeasts, 
both infl uenced by the glycosylation pattern. Proteins not completely or incorrectly 
glycosylated and excreted are rapidly degraded as shown for human interleukin 6 
[71]. Currently, fi lamentous fungi cannot be regarded as a serious alternative for 
the production of pharmaceuticals. To fully exploit the potential of fi lamentous 
fungi, their physiology, particularly the glycosylation metabolism, thus has to be 
investigated and clarifi ed in more detail.

Insect and Mammalian Cell Cultures. Animal cell cultures are the systems with 
highest similarity to human cells with respect to the pattern and capacity of 
posttranslational modifi cations. However, their cultivation is more complicated and 
costly and usually yields lower product titers. Among the known systems, insect 
cells transformed by baculovirus vectors have reached a comparable popularity as 
Pichia among yeasts because they are considered to be more stress resistant, easier 
to handle, and more productive compared with mammalian systems and are thus 
frequently employed for high-throughput protein expression. The highest reported 



yields refer to human collagenase IV in Trichoplusia (300 mg/L). Yields reported 
for non-insect cultures were 80 mg/L for human apolipoprotein A1 in chinese 
hamster ovary (CHO)-cells and 1 mg/L for human laminin in human embryonal 
kidney cells [references in 16]. For commercial application scale-up, related 
questions have to be clarifi ed, particularly concerning oxygen supply [72] and 
carbon dioxide accumulation [73], stability of the cell line, and the bioreactor type 
to be employed [74]. Further defi ciencies of insect cells are observed in (1) an 
ineffi cient processing and an impairment of the folding and secretion capacity due 
to the baculovirus infection [75]; (2) the high, in part baculovirus encoded, protease 
activity and the resulting necessity to routinely employ protease inhibitors in the 
culture media or to develop protease defi cient vectors [73]; (3) an insuffi cient 
expression strength; and (4) deviations of the posttranslational modifi cation pattern, 
which could act immunogenic. For optimization, the construction of new innovative 
vectors and the coexpression of chaperones, foldases, and folding factors such as 
canexin [76] have been suggested as has been the broader development and 
application of alternative systems like Drosophila [75]. Preferably applied in 
pharmaceutical production processes are mammalian systems like CHO- and baby 
hamster kidney (BHK)-cells (Table 1.1-1). These systems are generally considered 
to be genetically more stable and easier to transform and to handle in scale-up 
processes, grow faster in adherent and submerged cultures, and are more similar 
to human cells and more consistent in their complete spectrum of modifi cation [77], 
which minimizes the risk of the formation of structurally altered compounds with 
immunogenic properties. In some cases, mammalian systems can be the only choice 
for the preparation of correctly modifi ed proteins. Studies of Tate et al. [78] 
comparing the expression of a rat serotonin transporter in various expression 
systems demonstrate that biologically active transporter was only synthesized in 
mammalian cells, whereas it was partially degraded in E. coli, not correctly folded 
in Pichia and not correctly glycosylated in insect cells. CHO- and BHK-cells 
further have the advantage to be recognized as safe regarding infectious and 
pathogenic agents and therefore to have a higher acceptance by regulatory bodies, 
which accelerates or at least does not delay approval procedures. [Issues related to 
the physiology and the technical handling of mammalian cell cultures in the 
manufacture of human therapeutics are discussed in detail in Refs. 74 and 
79–81].

1.1.2.3 Criteria for the Choice of Recombinant Expression Systems

In summary, the criteria for the choice of an expression system in pharmaceutical 
production [82] are the existing expertise, the available physiological and genetic 
know-how and tools, the patent situation, and to avoid delays of product launch 
and commercialization, regulatory aspects like the acceptance by the approving 
authorities.

The overall decision criteria, however, is the pharmacological activity profi le of 
the yielded protein in context with the posttranslational modifi cation pattern fol-
lowed by rentability.

For production of non-glycosylated proteins and proteins that are natively gly-
cosylated but pharmacologically active also without glycosylation, prokaryotes, 
which usually lack metabolic pathways for glycosylation, theoretically are the most 
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suitable organisms, offering two alternatives: Either E. coli-strains are conditioned 
to effi cient secreters, or effi cient native secreters like Bacillus-species are accord-
ingly developed. (The implications of the glycosylation pattern for the choice of 
expression systems and the physiology of glycosylation is reviewed and discussed 
in Ref. 83.) To fully exploit the secretion capacity of fungal species, a deeper 
understanding of their posttranslational modifi cation physiology will be necessary 
to steer the degree and pattern of glycosylation, which infl uences both folding 
and secretion effi ciency. Insect and mammalian cells display posttranslational 
modifi cation patterns more similar or identical to humans, but in view of the 
entailed expenditures, their employment can only be justifi ed if their modifi cation 
machinery is required to ensure a desired pharmacological activity.

E. coli, P. pastoris, and Baculovirus-based systems are currently preferred in 
fundamental research for structural and functional analysis of proteins and are 
employed as high-throughput-expression systems but will certainly fi nd their ways 
into production processes in the near future. None of the systems, however, can be 
considered to be generally superior to any other. For each product, the most suit-
able expression system has to be identifi ed and optimized individually both on the 
genetic and on the fermentative level by taking into account the properties of the 
product, the organism, and the expression cassettes, which suggests to always have 
a set of accordingly developed expression systems available. Some key properties 
of the established expression systems are compiled in Table 1.1-3. A review on 
properties and prospects of further alternative systems is given in Ref. 84.

Once an expression system has been selected, the respective strains are continu-
ously submitted to improvement programs to render fermentation processes more 
effi cient by increasing strain productivity and by modifying physiological proper-
ties and process behavior to enhance process economy. This does not only apply 
to the fermentation process, but also to parts of downstream processing, thus 
requiring an integrated strain selection and process design. Strategies to improve 
productivity of secretory recombinant systems and of strains employed for the 
manufacture of natural products will be outlined in the next section.

TABLE 1.1-3. Features and Characteristics of Expression Systems

Property Bacteria Yeast Insect and Mammalian
   Cell Cultures

Growth Fast Fast Slow
Nutrient demand Minimal Minimal Complex
Costs of media Low Low High
Possible product yield High High Low
Secretory capacity Limtited High Medium
Glycosylation capacity Limited High High
Modifi cation capacity Limited High High
Risk of retroviral Low Low High
Contamination
Risk of pyrogens High — —
Scalability Good Good Low
Process robustness Good Good Low



1.1.3 ENHANCEMENT OF PRODUCTIVITY

1.1.3.1 Secretory Recombinant Expression Systems

In terms of downstream processing effi ciency, secretory expression systems indeed 
offer potential advantages for production of recombinant proteins compared with 
inclusion body-forming cytosolic systems, but most of the potentially available 
secretory systems are not yet fully competitive for high-volume therapeutics like 
insulin and therefore still require intensive improvement efforts.

Current strategies to improve productivity and secretion effi ciency comprise (1) 
enhancement of gene expression rates, (2) optimization of secretion signal 
sequences, (3) coexpression of chaperones and foldases, (4) creation of protease 
defi cient mutants to avoid premature product degradation, and (5) subsequent 
breeding and mutagenesis.

1.1.3.2 Natural Products

Completely different is the situation faced in the production of the so-called natural 
products, which are mostly secondary metabolites and therewith the endproducts 
of complex biosynthetic pathways of fi lamentous bacteria and fungi and thus require 
different approaches. With few exceptions like the antidiabetic drug acarbose 
(Glucobay) [5] or the chosterol-lowering drug lovastatin (Mevicor) [85], such fer-
mented pharmaceuticals of natural origin currently belong for the most part to the 
class of antibiotics [86].

Enhancement of the productivity is achieved at fi rst by rounds of random muta-
tion and selection and, if possible, by breeding, and/or by DNA injection or fusion 
techniques like protoplasting and at further stages, after a com prehensive charac-
terization of the usually complex biosynthetic pathways, directed genomic altera-
tions and metabolic engineering.

These approaches, developments, and states in industrial strain improvement 
and pathway characterization will be illustrated for some of the best characterized 
organisms, namely the two fungal species mainly employed in industrial β-lactam 
antibiotic production, the penicillin producing Peni-cillium chrysogenum, and the 
cephalosporin C producer Acremonium chrysogenum.

Characterization of Biosynthetic Pathways. The productivity of Penicillium 
chrysogenum could have been augmented impressively during the last decades: 
Penicillin titers have been increased by a factor of 50,000 from a very few milligrams/
Liter in the 1940s to more than several 10 g/L by now and also some several 10 g/L 
cephalosporin are currently gained.

This development, however, has come to a halt during the last couple of years. 
As these titers have been reached through conventional mutation and selection 
[87–90] and no further signifi cant increase in productivity could be noted, the tools 
of genetic engineering were more and more included into the improvement pro-
grams [91]. To gain a profound basis for directed genomic alterations, studies were 
conducted at various corporations and universities to elucidate the mechanisms and 
genes involved in β-lactam biosynthesis to characterize the respective biosynthetic 
pathways. As the results and achievements of these studies have already been 
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reviewed extensively and in detail elsewhere [92–97], the current knowledge will 
only shortly be summarized.

Cephalosporin C Synthesis in Acremonium Chrysogenum. Biosynthesis (Figure 
1.1-1) starts with the polymerization of L-α-aminoadipic acid, L-cysteine, and L-
valine to the linear tripeptide L-α-aminoadipyl-L-cysteinyl-D-valine (ACV-peptide). 
This reaction is catalyzed by the ACV-synthase (MW about 420 kD) through the 
following steps: (1) the ATP-dependent activation of these amino acids to bind them 
as thiolesters, (2) the epimerization of L-valine, and fi nally (3) the condensation by 
a thiotemplate mechanism [99].

Cyclization of the ACV-peptide to the bicyclic isopenicillin N (IPN) occurs 
under oxygen-, Fe2+-, ascorbate-, and α-ketoglutarate-dependent action of the IPN-
synthase (IPNS), which has an MW of about 38 kD. Inhibitory to IPNS activity are 
cobalt ions and glutathione.

Further pathway reactions are as follows:

• IPN-epimerization to penicillin N (IPN-epimerase).
• Penicillin N conversion to deacetoxycephalosporin C (DAOC) by expansion 

of the fi ve-membered thiazolidine ring to a 6 C-dihydrothiazine-ring 
(DAOC-expandase).

• Formation of deactylcephalosporin C (DAC) by dehydroxylation and oxida-
tion of the methylgroup in C3-position (DAC-hydroxylase).

• The acylation of DAC to cephalosporin C (DAC acetyltransferase).

DAOC-expandase and DAC-hydroxylase activities in A. chrysogenum are exerted 
by the same enzyme (MW 41 kD), which like the IPNS belongs to the group of α-
ketoglutarate-dependent dioxygenases.

The fi rst two enzymes, ACV- and IPN-synthase, are encoded by the pcbAB- and 
the pcbC gene, respectively. Both genes are linked to each other on chromosome 
VI by a 1.2-kb intergenic region carrying the putative promotor sequences from 
which they are divergently transcribed. The pcbC-promotor seems to be about fi ve 
times stronger than the one of the pcbAB-gene [100]. The cefEF-gene and the 
cefG-gene encoding for the bifunctional expandase/hydroxylase and the DAC-
acetyltransferase, respectively, are located adjacent to each other on chromosome 
II. Again the genes are separated by an intergenic region of 938 bp, which is sup-
posed to harbor the promotors from which they are transcribed in opposite direc-
tions. The cefG-gene has been proven to contain two introns [101]. Due to an 
extreme in vitro lability, no information is yet available on the epimerase converting 
IPN to penicillin N as well as its putative cefD gene. Until recently, the structure 
of the cefD gene could have not been elucidated. Meanwhile, data could have been 
obtained indicating the existence of two reading frames (cefD1 and cefD2) contain-
ing all characteristic motifs of mammalian acyl-CoA ligases and α-methyl-
acyl-CoA racemases [93].

Regulatory studies demonstrated that the early functions are expressed simul-
taneously, whereas the later pathway genes cefD and cefEF seem to be induced 
sequentially.

In contrast, the penicillin biosynthesis genes in P. chrysogenum are considered 
to be expressed completely concomitantly.
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Figure 1.1-1. Biosynthetic pathways of penicillin G and cephalosporin C. In contrast to 
recombinant proteins, the structure and production of which can easily be modifi ed by altera-
tions of the encoding DNA sequence and the use of stronger promoters, respectively, structure 
modifi cation and enhancement of expression rates of natural products by directed genomic 
alteration and metabolic engineering require a detailed characterization of the biosynthetic 
pathways as it has been performed for penicillin and cep halosporin biosynthesis in the fi lamen-
tous fungi Penicillium chrysogenum (left) and Cephalosporium acremonium (right). Enzymes 
(bold) and genes are underlined by gray arrows. The fi rst two reaction steps are common to 
both pathways. Cleavage of isopenicillin N to 6-APA and the subsequent acylation to penicllin 
G in P. chrysogenum and the expandase/hydroxylase activity in A. chrsyogenum are exerted 
by bifunctional enzymes. For details, see text. (Graph taken from Ref. 98, © Springer-Verlag, 
Heidelberg.)
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Penicillin Formation by Penicillium Chrysogenum. The fi rst reactions of the peni-
cillin biosynthetic pathway are identical to the ones in A. chrysogenum (Figure 
1.1-1). IPN, however, is not epimerized to penicillin N; instead it is converted to 6-
aminopenicillanic acid (6-APA) by removal of the L-α-aminoadipic acid side chain, 
which is substituted by a hydrophobic acyl group. Both steps are catalyzed by the 
same enzyme, the acyl coenzyme A: IPN acyltransferase (IAT). The enzymatic 
activity of IAT is believed to be the result of the processing of a 40-kD monomeric 
precursor into a dimeric form consisting of two subunits with MWs of 11 and 29 kD. 
Due to the broad substrate specifi ty of IAT, various penicillin derivatives are syn-
thesized naturally by attachment of different acyl-CoA derivatives to the 6-APA-
core. For industrial purposes, to facilitate extraction by organic solvents, synthesis 
usually is directed to the less hydrophilic penicillin V or penicillin G. This is by 
addition of phenoxyacetic acid or phenylacetic acid, respectively, as precursors to 
the culture broth.

The IAT encoding penDE-gene (also named aatA) is located on chromosome I 
and organized as a cluster together with the ACV-synthase and IPN-synthase 
encoding genes pcbAB (also named acvA in Penicillium) and pcbC (ipnA).

The enzymes involved in penicillin biosynthesis are distributed at different sites 
of the cell: ACV-activity was found to be bound to vacuole membranes, IPN-
synthase occurs dissolved in the cytoplasm and IAT-activity is microbody 
associated.

1.1.3.3 Approaches and Goals for Further Strain Improvement

Analysis and Comparison of Strains. To get hints for more rational strain 
improvement approaches, (1) highly mutated production strains were gene tically 
and physiologically compared with their less-productive ances-tors, (2) concentrations 
of pathway intermediates were determined to identify potential pathway bottlenecks, 
and (3) regulatory mechanisms were investigated.

In the course of such studies, high-performance strains of P. chrysogenum
turned out to possess amplifi ed copies of single genes like the pcbC gene or even 
copies of the whole cluster as well as increased steady-state transcript levels of 
pathway genes [102–104]. In some strains, the amplifi cations were shown to be 
organized in tandem repeats, which presumably were generated by a hot-spot 
TTTACA hexanukleotide [105]. Comparison of promotor strengths of these genes 
from high and low productive strains did not reveal any differences. This indicates 
the involvement of additional unknown trans-acting factors [106], as the amounts 
of increased mRNA did not correlate with the degree of gene amplifi cation. Also 
a high specifi c activity of IPN synthase was reported in a more evolved Penicillium
strain, which was independent from transcript amounts and probably due to a 
higher enzyme stability [102, 107].

In A. chrysogenum, no amplifi cation of the relevant genes could be detected. 
Nevertheless, transcript amounts in production strains are signifi cantly increased 
[108].

Also chromosome rearrangements could be detected in high titer strains [109–
111], but their causative infl uence on productivity remains unclarifi ed for the 
moment.



Directed Genomic Alterations. Enhancement of Gene Expression. Con-sidering 
these fi ndings, the experiments conducted so far to improve productivity mainly 
concentrated on enhancing the pathway gene dosages and on enhancing promotor 
strengths to remove presumed pathway bottlenecks. For instance, the cefEF-activity 
was generally believed to constitute a potential rate-limiting step in view of 
the high accumulation of penicillin N in various strains of A. chrysogenum and 
accordingly amplifi ed.

Such approaches resulted in partially signifi cant increases of productivity in low 
and medium titer strains: Improvements of the fi nal yields by 50% have been 
reported [96].

However, all improvements achieved so far with high-performance produc-
tion strains remained with a 5% maximum in the range of normal statistical 
deviations.

Also more exotic approaches like the (presumed) improvement of the intracel-
lular oxygen supply through cloning and expressing of a bacterial hemoglobin gene 
from Vitreoscilla [112] failed to increase productivity in high titer strains.

The reasons for these failures are manifold:

1. As both direction and site of integration of the imported DNA cannot be 
controlled suffi ciently and transformation effi ciency is still quite low, the 
probability of fi nding new, higher producing mutants even in a large-scale 
screening is rare.

2. Most of the data available are from studies performed at academic institu-
tions with original strains. Even when sharing the same ancestral strain, the 
high-performance strains employed in industries have an individual geneal-
ogy and mutation-selection history, so that their physiological behavior and 
properties differ drastically. Data and knowledge obtained with a particular 
strain thus cannot always be generalized and transfered to other strains. Even 
among industrial strains, signifi cant differences have been revealed. For 
instance, the expression of the cefG-gene and the acetyl transferase activity 
was reported to constitute a possible rate-limiting step in Panlabs-strains 
[113]. Studies conducted on other industrial strains, however, could not 
confi rm this observation.

3. The genetic instability and drift rises with the degree of genomic alterations, 
particularly during long-term vegetative propagation with numerous genera-
tion cycles in industrial large-scale fermentations.

4. The complex interdependence with other metabolic areas is not yet com-
pletely investigated. Consequently, after removal of an obvious β-lactam 
pathway bottleneck, unknown reaction steps of the linked and preceding 
pathways might become fl ux limiting. To overcome such fl ux limitations, one 
of the most exciting recent discoveries in molecular biology, namely RNA 
interference (RNAi), might play a major role in the future.

The Possible Impact of RNAi in Strain Improvement. The mechanisms of p
osttranscriptional gene silencing, generally summed up as RNAi [114] offer 
potential approaches for the specifi c shut down of any gene of interest: Native 
genes can be silenced by triggering the RNAi cascade through introduction of 
homologous genetic sequences. As a result of these possibilities, RNAi has already 
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revolutionized fundamental research in molecular biology, particularly in func-
tional genomics, and will substantially contribute to novel therapeutic approaches 
in medicine [115, 116]. For fungi, which evidently were among the fi rst organisms 
in which RNAi and associated phenomena were observed [117–122], this RNAi 
triggered cosuppression phenomenon has been termed “quelling” and bears an 
enormous potential with respect to the study of biosynthetic pathways and the 
improvement of metabolic productivity.

On the one hand, the implication of RNAi may supply an explanation for obser-
vations made in the course of strain improvement programs of Penicillium chrys-
ogenum and Acremonium chrysogenum, according to which antibiotic productivity 
can decrease drastically upon amplifi cation of genes involved in antiobiotic 
biosynthesis.

The characterization and inactivation of these cosuppression mechanisms thus 
might help to overcome such limitations as does an application of fungal RNAi 
tools for silencing of pathway blocking or metabolic fl ux limiting genes, e.g., by the 
use of a novel vector system consisting of dsRNA viruses [114].

To fully realize the potential for further enhancement of productivity, which is 
generally assumed to be in the range of some 300% and to fully exploit the poten-
tial of RNAi, current and future studies thus aim at fi lling the actual gaps of 
knowledge and will be focused on

• The exploration of regulatory mechanisms and circuits on the transcriptional, 
translational, and posttranslational level.

• The determination of the specifi c intermediate turnover rates resulting from 
specifi c enzyme activities, enzyme titers, and enzyme stabilities.

• The detailed investigation of linked and preceding pathways.
• The investigation of product secretion mechanisms.

However, as no great leaps in productivity are currently reached, strains emerging 
from the development programs are also selected for benefi cial alterations of 
genetic, physiological, and morphological properties that contribute to an enhanced 
process economy.

Improvement of Process Behaviour. Among the desired alterations are:

• A decrease of side products, which (1) consume metabolic energy at the 
expense of the desired main product, (2) hamper the fi nal product purifi cation, 
or (3) even can be inhibitory to the production organism. For instance, a sig-
nifi cant reduction of DCPC concentrations has been reached through knock-
ing out esterases that hydrolyze cephalosporin C to DCPC during fermentation. 
Esterase inactivation was by conventional mutagenesis as well as through 
gene-disruption and by introduction of anti-sense genes.

• Increase of the tolerance toward toxic side products and fed precursors like 
phenyl- or phenoxyacetic acid (see above).

• Further reduction of feedback inhibition by endproducts and metabolites (see 
below).

• Further reduction of catabolite repression (see below).



• Enhancement of genetic stability.
• Enhancement of viability, stress resistance, and life span.
• Accelerated product formation and enhancement of time-specifi c productivity 

to shorten fermentation time.
• Enhancement of the strain-specifi c productivity to reduce the amount of 

biomass to be processed and disposed.
• Increase of product secretion rate.
• Improvement of the fermentation behavior like (1) higher effi ciency of 

substrate/precursor consumption, (2) diminished oxygen demand, and (3) 
diminished shear sensitivity.

• Improvement of fi lterability.

The in-depth characterization of physiological properties and biosynthetic path-
ways not only aims at improving process behavior and process economy, but also 
it relates to modifi cations of the inherent biosynthetic pathways (pathway engineer-
ing) to create innovative, novel products with improved properties and enhanced 
therapeutic values, e.g., to overcome the antibiotic resistance problem, a major 
global health-care problem of today [86].

1.1.4 BIOSYNTHETIC STRUCTURE MODIFICATION

Although the metabolic engineering of beta-lactams by combining β-lactam encod-
ing genes from various sources [95, 123] is still in an explorative state, the study of 
polyketide pathways and the creation of polyketide antibiotic derivatives is more 
advanced.

1.1.4.1 Combinatorial Biosynthesis

Compounds emerging from the polyketide pathways are the classic subject of meta-
bolic engineering [124] and for creation of novel structures. To create novel anti-
biotics, the natural biodiversity of polyketides is trying to be enhanced artifi cially 
by modifying and newly combining the biosynthetic pathway steps and enzymes 
involved [125, 126]. Polyketide synthases [127, 128] are multienzyme systems, which 
due to their modular structure and the occurrence of their encoding genes as clus-
ters, are considered to be most amenable for directed alterations, genetic interven-
tion, and heterologous expression in foreign hosts with different metabolic pathways. 
Concepts and strategies that are currently being pursued for creating novel and 
un-natural polyketides [129–132] comprise (1) creating block mutants at various 
biosynthetic levels to accumulate intermediate metabolites; (2) elimination of 
unwanted groups; (3) modifi cation of polyketide synthases to further broaden 
substrate range, eventually combined with a precursor-directed biosynthesis (see 
below); (4) formation of new structures by deleting or intro ducing additional 
modules; (5) modifi cation, addition, or elimination of postsynthetic modifi cation 
steps like glycosylation, lactonization, and amidation; (6) the cloning and combina-
tion of various polyketide synthase genes in heterologous hosts to construct hybrid 
pathways and antibiotics [130]; and (7) linking and combining routes of polyketides 
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with pathways of nonribosomal peptide synthesis to create hybrid peptide–
polyketide compounds [131–135]. As the microbial nonribosomal peptide syn-
thases share many structural and catalytic properties [136] with polyketide synthases 
like their organization into catalytic modules and domains [137], they are also 
envisaged as ideal subjects for metabolic engineering by creating large sets of 
modules and subsequently combining them artifi cially [95, 138, 139]. The rapidly 
growing body of patents makes evident that an increasing number of companies 
are working on the fi eld of combinatorial biosynthesis. However, it also becomes 
evident that, despite their promising prospects, these strategies of combinatorial 
biosynthesis are still in an initial state and need further intense research to eluci-
date the required genetic and physiological details.

This is just in contrast to another approach of modifying the molecular structure 
of peptidic compounds on the biosynthetic level, namely the directed biosynthesis 
of the desired compound structures by feeding of appropriate biosynthetic precur-
sors or stimulating agents during fermentation, as it is routinely performed for 
production of penicillin V und G by the addition of phenoxyacetic acid or phenyl-
acetic acid, respectively, as precursors to facilitate penicillin extraction from the 
culture broth.

1.1.4.2 Precursor Directed Biosynthesis

Microbial peptidic compounds can be modifi ed not only in their peptide structure 
by direct incorporation of amino acids supplemented during fermentation but also, 
if present, in their fatty acid moiety [140]. The possibilities of precursor-directed 
derivatization of cyclic peptides cores and fatty acid moieties by amino acids will 
be illustrated for three compound complexes (Figure 1.1-2) with unique modes of 
action and outstanding spectra of activity against multidrug resistant germs, which 
were developed by Aventis, Eli Lilly, and Cubist Pharmaceuticals. The complex 
A1437 of Aventis is synthesized by Actinoplanes friulensis [141], which originally 
produced a mixture of altogether eight lipopeptides (A–H), classifi ed according to 
the exocyclic amino acid position and the type of their fatty acid chains [142] 
(Figure 1.1-2). Through addition of L-valine and asparagines, the biosynthesis 
could be directed toward the production of the desired D-peptide [143], which 
exhibited superior pharmacological properties in preclinical trials and is character-
ized by an exocyclic asparagine and an iso-C14 fatty acid moiety (Figure 1.1-2). 
The A54145 complex from Eli Lilly [144] exhibits the noteworthy characteristic, 
that a built-up resistance was immediately lost in the absence of this compound 
[145]. It consists of eight lipopeptides produced by Streptomyces fradiae containing 
four similar peptide nuclei in combination with three different fatty acid acyl side 
chains. The nuclei differ in their valine/isoleucine and glutamate/3-methyl-
glutamate substitutions at one or both of two locations of the peptide ring. The 
composition of the peptide nucleus as well as the percentage of branched-chain 
fatty acid acyl substituents could be directed by supplementation of either valine 
or isoleucine [144] (Figure 1.1-2). Likewise, the complex A21978 from Streptomy-
ces roseosporus, also developed at Eli Lilly, can be infl uenced in its composition 
by modifi cation of the fatty acid chain. Precursing with valine results in an enhanced 
formation of the compound C2, whereas the compound C1 was preferably built 
upon feeding of isoleucine [146] (Figure 1.1-2). Compound C1 was inlicensed as 



daptomycin by Cubist Pharmaceuticals for clinical development. However, due to 
rhabdomyolytic activities and a slight haemolytic potential [138, 147, 148], it has 
been approved by the U.S. Food and Drug Administration in 2003 as Cubicin®

salve for topical use only. Despite such disadvantageous properties, peptides in 
general, including those that are from nonmicrobial sources and ribosomally syn-
thesized, are currently considered to be among the most promising compound 
classes for development of novel antibacterials [86, 149, 150].

However, it has to be taken into account that amino acid and precursor incor-
poration as well as regulation mechanisms of biosynthetic pathways also depend 
on growth phases, on environmental infl uences, and thus on the conduction of the 
fermentation process during which the cells are propagated.

A prerequisite for a successful fermentation are controlled and homogenous 
environmental conditions for the cellular reactions. However, the ensurance of 
controlled reaction conditions, particularly in large production scales, has been 
turned out to be one of the most critical issues of industrial biotechnology, as will 
be illustrated in the next section. For a detailed discussion of problems specifi cally 
related to the fermentation of β-lactam antibiotics, the reader is referred to the 
review by Schmidt [98].
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Figure 1.1-2. Structure modifi cation of peptide antibiotics by precursor directed 
biosynthesis. Biosynthetic structure modifi cation can be performed by metabolic engineer-
ing requiring an in-deph pathway characterization or by feeding of appropriate precursor 
compounds incorporated into the product. Examples are the lipopeptide complexes A 54145 
from Eli Lilly (a), A 1437 from Aventis (b), and A 21978 developed by Eli Lilly and Cubist 
Pharmaceuticals (c) synthesized by Streptomyces fradiae, Actinoplanes friulensis, and S.
roseosporus, respectively. The composition of both the peptide cores as well as the fatty 
acid moieties can be modulated in vivo by supplementation of amino acids like valine, 
leucine, isoleucine, and asparagine. The addition of valine leads to the preferable formation 
of peptides A 54145 C and F. The biosynthetic pathways of A. friulensis could be directed 
toward a more specifi c production of the desired peptide A 1437 D by feeding of valine and 
asparagines, whereas the preferred compound A 21978 C1 (daptomycin) could be stimu-
lated by the addition of isoleucine. For the further details and references, see text. (Graph 
taken from Ref. 84, © Springer-Verlag, Heidelberg.)
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1.1.5 FERMENTATION OPTIMIZATION AND SCALE-UP

The scale-up of fermentation processes as a central problem in biotechnology was 
fi rst recognized and described during industrial penicillin production at the begin-
ning of the 1940s and has been studied in more detail in E. coli and recombinant 
protein production.

1.1.5.1 Reduced Mixing Quality and Enhanced Stress Exposure

Fermentation scale-up is aimed at the manufacture of larger product quantities, if 
at all possible, with a simultaneous increase or at least consistency of specifi c yields 
and product quality. The changed geometric and physical conditions in larger 
scales, however, has lead to a less favorable mixing behavior and to impaired physi-
ological reaction conditions, which in turn may lead to a decreased process con-
stance and reproducibility, to reduced specifi c yields, to an increase of unwanted 
side products, and thus ultimately, to a diminished batch-to-batch consistency and 
product quality, which are all key issues in industrial production processes.

The problem of reduced mixing quality in larger scales is aggravated with 
increasing vessel sizes: The opposite substrate and oxygen gradients along the 
vessel height that are formed as a result of the conventional fermenter design, 
according to which substrate feed usually occurs from the top and aeration from 
the bottom, are more pronounced in larger reactors due to (1) longer distances to 
be covered leading to larger substrate and oxygen depletion zones, (2) larger 
volumes of culture broth to be stirred and therewith longer mixing times, and (3) 
stronger hydraulic pressure gradients infl uencing the oxygen transfer rate (OTR; 
Equations 14 and 15, Table 1.1-4) [151–155]. Cells at the fermenter top are exposed 
to excess glucose concentrations and simultaneously suffer from oxygen limita-
tions, whereas those at the bottom are exposed to glucose starvation. Excess glucose 
concentrations (threshold value for E. coli at 30 mg/L) result in acetate overproduc-
tion (overfl ow-metabolism), and a simultaneous oxygen limitation further induces 
the formation of ethanol, hydrogen, formiate, lactate, and succinate (mixed acid 
fermentation: Refs. 154, 156, and 157). The produced acids can become reassimi-
lated in oxygen-rich zones but in any case fi rst lead to a temporary acidifi cation of 
the microenvironment and later eventually of larger regions. Combined with a 
decreased transportation and elimination of carbon dioxide, detrimental metabo-
lites, and surplus heat generated by agitation and metabolic processes, resulting in 
zonal overheating, the lower mixing rates in large scales thus lead to the formation 
of zones with enhanced stress conditions. The subsequent activation of stress genes 
(a survey on bacterial stress proteins is given in Ref. 158) only partially protects 
the cell against detrimental stress effects. For instance, despite activation of heat 
stress genes like E. coli dnaK and clpB, reducing misfolding and aggregation of 
heat-sensitive proteins [159], metabolic changes and damages such as translocation 
of proteins and membranes have been observed upon heat exposure [160]. The 
evidently unavoidable detrimental effects of the repeated and cyclic passing of dif-
ferent stress zones and the subsequent continuous activation and shut down of the 
corresponding stress genes are believed to lead to a completely altered physiology 
[155, 161] with metabolic shifts, which ultimately reduce growth and productivity 
and increase byproduct formation.
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Altered physiology. Changes in respiratory states like the switch from aerobic to 
anaerobic conditions and the imposed stress conditions, increased by induction and 
overproduction of the recombinant protein, lead to shifts in the coupled amino acid 
biosynthesis, an altered composition of the amino acid pools and changes in the 
protein biosynthesis machinery (162, 162a, b, c). Even though translation processes 
are considered to be generally performed precisely [163], the resulting shifts in the 
amino acid pool in turn lead, due to the inherent inaccuracy of the translation 
machinery (unspecifi city of aminoacyl-tRNA-synthases, “wobbling” of tRNA), to 
aminoacid misincorporations in freshly synthesized proteins, particularly in phases 
of high protein production rates, which are characterized by amino acid shortages. 
Muramatsu et al. [164] report the incorporation of β-methylnorleucin instead of 
isoleucin into recombinant E. coli hirudin in positions 29 and 59. A misincorporation 
of norvalin instead of leucin and methionine into human recombinant hemoglobin 
in E. coli has been published by Apostol et al. [165] and Kiick et al. [166]. Amino 
acid misincorporations are thus a cause for an increase of byproducts at the expense 
of the desired main product yields.

Reduced Plasmid Stability. An essential prerequisite for high product yields 
particularly in larger scales, in which cultures pass a higher number of generations 
due to larger culture broth volumes and longer inoculation chains from the cell 
bank to the production stage, is the stable propagation of plasmids to daughter cells. 
Plasmid stability is infl uenced by the plasmid properties, including size and 
nucleotide sequence; by the genetic background of the host [167, 168]; as well as by 
process parameters like temperature, growth rates, and substrate concentrations. 
Lin and Neubauer [169] show that rapid glucose oscillations favor plasmid stability 
and recombinant protein production rate, whereas high glucose concentrations 
diminish plasmid stability [170]. Plasmid stability and plasmid numbers are thus 
negatively infl uenced, more diffi cult to control, and less easy to be maintained in 
larger scales. A concept to render plasmid stability and expression rates more 
independent from such physiological infl uences is the application of runaway-
plasmids, the replication of which can be induced separately from growth in the 
desired fermentation phase [171, 172], enabling copy numbers of up to 1000 in the 
expression phase and, due to the separation of their replication and expression from 
the growth phase, simultaneously a more precise replication and amino acid 
incorporation. Further possible measures to enhance the accuracy of metabolic 
processes are a reduction of the generation time and numbers throughout the 
process and a deceleration of the metabolic speed, e.g., through reduction of 
temperature, and the development of more stress-resistant microbial strains.

A prioritized goal of process optimization and scale-up thus consists of an 
appropriate process design that improves the physiological conditions and the 
metabolic accuracy by minimizing microbial stress exposure.

1.1.5.2 Process Characterization

To identify process-specifi c stress factors and to understand the physiological 
responses to the vessel-specifi c physical conditions, the mutual infl uences and 
interactions of the various physical and physiological parameters have to be ana-
lyzed in detail. An overview on the analytical methods currently applied and yet 
in development is given in the following.



Analytical Methods. Among the physiologically most relevant parameters are, 
besides the pH as discussed, biomass, cell viability, the concentrations of substrates, 
metabolites and products, the partial oxygen and carbon dioxide pressures in 
culture broth, and the composition of the exhaust gas, giving information about 
respiratory states as indicated, e.g., by the respiratory quotient (RQ; Equation 18, 
Table 1.1-2). Established analytical methods and tools are colorimetric procedures, 
chromatography [173], mass spectroscopy [174, 175], enzymatic and electrophoretic 
methods [176–178], hybridizing techniques, biochips [155, 161, 179], or fl ow 
cytometry. Multiparameter fl ow cytometry permits, in addition to the analysis of 
usual metabolites, also the analysis of the cellular DNA-, RNA-, and protein 
content, cell viability, membrane potential, intracellular pH, cell size, and cell 
development stages [180–183]. In general, the data are, if possible, preferably 
captured as real-time values by in situ online measurements as occurring for 
physical parameters [184] to avoid falsifi ed or gappy data due to time differences 
between sampling and analysis. Ex situ methods can be designed as real-time 
procedures in combination with robust automated sampling and sample preparation 
methods like ultra-fi ltration [173, 175, 185] and fl ow injection analysis (FIA) [173, 
186–190]. An online FIA glucose analysis method of the native culture broth 
without prior sampling and fi ltration has been presented by Arndt and Hitzmann 
[191] and Kleist et al. [192]. For their robustness, in situ measurements of biological 
parameters are preferably performed by optical probes (optodes), working either 
on a physical base, e.g., by refractional or spectroscopic measurements, chemically 
as by ion exchange reactions [193] or enzymatically by gel-embedded biocatalysts, 
the activity of which can be measured by means of pH-changes or by fl uorophores 
(chemo- and biosensors) [194, 195]. The hitherto employed enzymes have restricted 
their application mostly to the analysis of sugar compounds [190], whereby the most 
frequent applications are reported for glucose [187]. However, despite intensive 
research, only a few concepts practically applicable for industrial purposes could 
have been developed. Broader applications are physical optodes enabling the 
simultaneous measurement and quantifi cation of several parameters and metabolites 
through continuous scans or excitations and subsequent absorption and scatter-
ing measurements within defi ned wavelength ranges like (1) 2-D-fl uorescence 
spectroscopy [196–198] as shown for the determination of NAD(P)H concentrations 
through excitation at 350 nm and the fl uorescence measurements at 450 nm [190]; 
(2) near-infrared-spectroscopy (NIR) [199–201], which has been employed as a 
700–2500-nm scan in the antibiotic fermentation at Pfi zer [202, 203] for the 
measurement of nutrient and product as well as side product concentrations; or (3) 
measurements in infrared [204], ultraviolet, or visible wavelength spectra [190]. By 
means of capacitance measuring electrodes (Aber Instruments Ltd., U.K.), viable 
cell counts can be performed by seizing the electric capacitance and conductivity 
of cells with intact membranes in a generated electric fi eld. To gain a picture as 
comprehensive as possible by enhancing the amount of analyzable substances, 
multichannel arrays with parallel employment of various analytical procedures 
monitoring several parameters simultaneously have been established and new 
concepts like artifi cial noses [205] and electronic tongues [206] currently being 
integrated into fermentation technology, allowing the analysis of a large number of 
analytes by cross-talking semi-specifi c sensors that act in analogy to the human 
olphactory sensoric system. The realization of this concept will be facilitated by a 
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further miniaturization of the sensors and chips employed [207] as it has been 
achieved with biochips developed for the pharmaceutical natural product screening, 
onto which the needed number of reactants is fi xed in smallest space or is brought 
together in microchannels and the analytes are separated in microcapillars 
(lab-on-a-chip-technology) [208–210].

1.1.5.3 Process Optimization

For analysis, interpretation and correlation of the obtained signals and data through 
chemometric modeling [195, 197], neural network—tools (e.g., Unscrambler 9.0, 
Camo, Norway)—seem to have gained an increasingly important role [211]. Despite 
inherent limitations [212, 213], adequately trained neural networks are capable of 
recognizing and revealing nonlinear, highly complex, and even nonobvious, hidden 
relations among a multitude of various physical, biochemical, and physiological 
process parameters and to design the according process models. Hooked up to 
expert systems, they allow immediate and short-term reactions to process devia-
tions by anticipating physiological drifts and their infl uences on product yield and 
quality and to change the according set points and process profi les. In this way, 
neural network tools help to optimize process control and to facilitate the identifi -
cation of suitable strategies for process optimization and scale-up, e.g., with respect 
to an optimized glucose–oxygen equilibrium.

As the maximum glucose and oxygen uptake rates are not constant but depend 
on growth phases and rates and get reduced by induction of product synthesis [170], 
Lin et al. [214] established an integrative kinetic model combining these parameters 
with the aid of the simulation program SCILAB (Inria, F) enabling the determina-
tion of the maximum glucose and oxygen uptake rates through determination of 
the time that passes between glucose pulses and subsequent changes of partial 
oxygen pressure (pO2) and biomass concentration. Such a model thus allows the 
alignment of the glucose feed meeting the maximum uptake capacity and therefore 
avoiding overfl ow metabolism. The observed pattern of glucose oscillation even 
can serve as a key parameter condition in later scale-up stages [169]. The equilibra-
tion of carbohydrate and oxygen supply thus constitutes a key component of process 
control and optimization. Further strategies aiming at the avoidance of oxygen 
limitation and glucose overfl ow metabolism consist of the employment of alterna-
tive carbon sources like glycerol [215] or galactose [216] and of a drastic glucose 
restriction. Wong et al. [217] report that minimal concentrations of glucose and 
yeast extract yielded the highest concentrations of 0.5 and 1 g/L of a recombinant 
K99 antigen. Yim et al. [218] achieved constant yields of 4.4 g/L of human granu-
locyte colony stimulating factor during scale-up from 2.5 to 30 L by limiting glucose 
feed and keeping the growth rate at the minimum (μ = 0.116 h−1). Besides the above-
mentioned parameters like the maximum uptake capacities, the various different 
physiological or directly measurable physical process parameters like pH, ammo-
nium consumption, pO2, OTR, or the growth parameters can be applied as a refer-
ence parameter for glucose feed in a closed-loop design. Dantigny et al. [219] 
describe a biomass controlling feed depending on the ethanol formation rate and 
RQ for S. cerevisiae. To achieve a more uniform glucose distribution in large-scale 
tanks, Larsson et al. [151] and Bylund et al. [152] suggested a glucose feed at the 
dynamic zones of the fermenter bottom together with the injected air. A step ahead 



in this regard would be a further enhancement of the mixing quality by a reactor 
and process design permitting a multilevel injection of both air and substrates into 
high turbulence zones.

A supportive approach for comprehension of the large-scale hydrodynamic and 
reaction conditions to ensure homogenous reaction conditions and to reduce both 
the size of stress zones and the zonal residence times is the depiction of these zones 
through transfer into small reactors (scale-down) or through high-performance 
computing computational fl uid dynamics (CFD) [220]. Whereas the sort and 
amount of parameters that can be simulated by the scale-down approach appear 
to be restricted, CFD is meanwhile broadly applied, e.g., the fl ow modeling soft-
ware tools of Fluent Inc., Lebanon, NH (Fluent 4,5,6 and MixSim). A simulation 
of the trajectories and distributions of gas bubbles and mass transports enables the 
determination of zonal pO2 values and oxygen transfer rates. The combination with 
parameters like substrate concentrations and gradients, the residence times in the 
respective zones, population dynamics, and metabolic fl uxes (structured metabolic 
models) leads to integrative models (integrated fl uid dynamics, IFD), which permit 
the prediction of physiological effects and reactions. Even though it is emphasized 
that the integration of CFD and structured biokinetics currently requires a deeper 
understanding of the dynamics of metabolic and regulatory networks and cascades 
of signal transduction triggered by microenvironmental fl uctuations and thus 
further research [221], it will most likely contribute long term to a realistic model-
ing of the interplay between physics and physiology and thus will facilitate the 
identifi cation of key parameters infl uencing product yield and quality the most and 
therewith of suitable scale-up parameters and strategies. Problems related to the 
scale-up of physical parameters are illustrated in the next section.

1.1.5.4 Physical Scale-Up Parameters

Suitable for employment as physical scale-up parameters are all known process 
parameters and coeffi cients exerting known physiological effects, particularly those 
affecting oxygen supply; heat transportation and mixing, such as power input 
(Equation 1; Table 1.1-4), aeration, and agitation rate (Equations 3, 9, and 10; 
[222]); mixing time (Equation 5; [223]); pO2; OTR (Equations 14, 15; [224, 225]); 
oxygen mass transfer coeffi cient (kLa, Equations 16, 17); and biocalorimetric vari-
ables like heat fl uxes and heat transfer coeffi cients (Equations 19, 20, and 21). 
Biocalorimetric measurements were found to be in defi nite correlation with meta-
bolic activities and with OTR and are employable as growth phase indicators [226, 
227]; the calculations, however, require a precise measurement and knowledge of 
heat fl uxes and sources, energy inputs, and the temperature distribution in the 
vessel. In most cases, however, it is, depending on the scale-up factor, not, or only 
restrictedly, possible from the physical viewpoint to keep physical parameters con-
stant throughout the scale-up. Constance of even a single specifi c parameter mostly 
leads to an uncontrolled and unpredictable change of other variables into dimen-
sions that are technically not realizable. Classic examples are (1) the mixing time, 
which inevitably increases in larger vessels due to the larger volumes to be stirred 
and that cannot be unlimitedly compensated and kept constant by increasing 
stirrer speeds and energy inputs, and (2) the volumetric energy input P/V. A con-
stant volumetric power input has indeed been successfully applied as a scale-up 
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parameter for the early industrial penicillin fermentations (1 hp per gallon, equiva-
lent to 1.8 kW per 1 m3) and in fermentations with low energy inputs [216], but it is 
limited in fermentations requiring high energy inputs, like recombinant E. coli
cultures.

For this reason, mathematically driven approaches are pursued for both process 
and reactor scale-up by forming dimensionless coeffi cients (e.g., by the Buckingham-
Pi method as cited by Hubbard [228]), which are kept constant by an appropriate 
choice and adjustment of the relevant infl uencing process and fermenter parame-
ters. Well-established examples are, among many others, the dimensionless power 
number (Equation 2), Reynolds number (Equation 4), gassing number (Equation 
13), and the modifi ed dimensionless power number (Equation 7) and the modifi ed 
dimensionless mixing time (Equation 8). The comparison of the latter two coeffi -
cients and of the corresponding curves enables the identifi cation of appropriate 
types of stirrers capable of exerting the desired mixing performance at a given 
stirrer speed with a minimum of energy consumption and therewith to compensate 
the above-mentioned limitations of volumetric energy inputs at larger scales. (A 
quantum leap in stirrer technology in this regard seems to be the Visco-Jet of Inotec, 
which possesses cone-formed short tubes instead of blades and pretends to exhibit 
the best mixing performance with a minimum of power input and shear stress 
without foam generation.) The performance of further various types and designs of 
stirrers is presented and discussed by Junker et al. [229]. Stirrer performance coef-
fi cients and curves are thus crucial scale-up aids.

Furthermore, any of these parameters and coeffi cients can be combined with 
other variables to set up and create new, process-specifi c parameter correlations, 
coeffi cients, terms, groups, and characteristic curves (examples given, e.g., by Wang 
and Cooney [230]).

This relates also to the kLa—value (Equation 16), which currently is the most 
applied physical scale-up variable because it includes the relevant parameters infl u-
encing oxygen supply like agitation (via energy input) and aeration as superfi cial 
gas velocity (Equation 10) and that, as a component of dimensionless terms, is also 
frequently employed for reactor scale-up [231].

Taking into account the limitation of a kLa–oriented scale-up in the form of a 
limited power input, OTR, and tolerable shear stress, Flores et al. integrated the 
backpressure p by maintaining the product of kLa × p constant through a variation 
of pressure, agitation, and aeration for scale-up of Bacillus thuringiensis fermenta-
tions [232]. Although the specifi c growth was reduced and the biomass production 
and sporulation effi ciency remained constant, fermentation time could be shortened 
and toxin yields were increased. Wong et al. successfully scaled-up E. coli fermenta-
tions from 5 L to 200 L by keeping constant the product of kLa and aeration rate 
(vvm) under variation of power input, working volume, and aeration according to 
the Wang–Cooney equation (Equation 17; [230]), which refl ects these parameters 
in dependence of the fermentation scale [217]. Diaz and Acevedo [224] argue that 
the oxygen transfer capacity, indicated by the kLa value, is not the most process-rel-
evant parameter, but the effective oxygen transfer rate as a product of kLa and mass 
transfer potential is, i.e., the difference between the pO2-values in the gas and the 
liquid phase, and suggest an OTR-based scale-up strategy (Equations 14 and 15).

A common, simple and robust method is the maintenance of a constant pO2 in 
the culture broth by variation of stirrer speed and aeration rate. To avoid shear 



stress and to keep the energy input (P) at the lowest possible level, the pO2 is steered 
at the minimum limit. Riesenberg et al. employ a stirrer speed and glucose-feed 
steered pO2 of 20% for interferon α–E. coli-fermentations in 30-L and 450-L scales 
[233]. These examples demonstrate that, for each process, appropriate variables 
and coeffi cients and therewith scale-up strategies have to be identifi ed 
individually.

1.1.5.5 Development of Fermentation Models and Strategies

Despite the central role of the scale-up issue in biotechnology and the comparably 
large body of literature, no common, generally applicable strategy seems to be 
established. For each product, process, and facility, a suitable scale-up strategy has 
to be elaborated.

A wholistic scale-up strategy consists of a comprehensive and detailed process 
characterization to identify key stress factors and key parameters infl uencing 
product yield and quality the most, and of an appropriate process control and 
process design ensuring optimum mixing and reaction conditions, supported by 
appropriate knowledge and data-driven models [234, 235] as well as computational 
tools.

It should be kept in mind, however, that any approach and any model will always 
be approximative and that a compromise in the process-related knowledge will 
always be gappy and that the known mathematical methods and relations cannot 
completely refl ect the highly complex interactions and relationships of the physical 
conditions governing the fermentation process [236].

As a matter of fact, it seems, that, in view of the high complexicity of the fer-
mentation parameters infl uencing each other and the only rudimentary and frag-
mentary refl ection of the reality any model can deliver and fi nally the different 
layouts of vessels and facilities that rarely are designed according to strict scale-up 
criteria, successful scale-up in most cases will not be the result of a conclusive and 
straight-lined experimental strategy but will be the outcome of an independent 
optimization on each scale that highly depends on the experience, skill, and last, 
but not least, intuition of the experimentalist.

To a lesser extent, this also holds true for the design of procedures aimed at the 
isolation and purifi cation of the compounds from the culture broth. As these puri-
fi cation steps follow upon the biosynthetic steps and the upstream processing in the 
bioreactor, they are usually referred as “downstream processing.”

1.1.6 DOWNSTREAM PROCESSING

1.1.6.1 Product Recovery and Purifi cation

Biopharmaceutical products consist of a multitude of compounds and structures 
with most having different physical and chemical properties and derive from a large 
variety of sources like human and animal tissues, body fl uids, plant material [237], 
and as illustrated above, microbial fermentations. Accordingly, purifi cation strate-
gies have to be developed individually and empirically that refl ect the physico-
chemical properties of the product, of the product source, and of potential 
contaminants by fi nding appropriate sorts, sequences, combinations, and operation 
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modes of the respective downstream processing steps to fi nally achieve high puri-
ties and high recovery rates while maintaining the pharmaceutical activity of the 
molecule.

Traditionally, downstream processing steps are roughly subgrouped into opera-
tions related to cell harvest, cell rupture in case of intracellularly occurring pro-
ducts, product capture, product purifi cation, and product polishing to manufacture 
a drug ready for galenic preparation and consist of a sequence of solid–liquid sepa-
ration and solvent and solid-phase extraction steps. Large-scale cell harvest usually 
occurs by preparative centrifugation, e.g., in a decanter or in disk stack separator 
or by fi ltration to simultaneously separate existing suspended particles from the 
surrounding broth. Fragile mammalian cells are usually separated by fi ltration 
methods only.

If the value product occurs intracellularly, the slurry is taken up in washing 
buffers of appropriate ionic strength for preparation of the cell rupture, which 
occurs, e.g., by high-pressure homogenization, sonifi cation, bead milling, or eny-
matic procedures.

Product capture is defi ned as the fi rst product extraction and purifi cation step 
aimed at a product concentration by volume reduction and partial purifi cation, 
whereas polishing constitutes the fi nal purifi cation step, which removes persistent 
residual minor impurities like denatured, aggregated, or nonfunctional isoforms of 
the product, and which follows the preceding (intermediate) purifi cation steps 
aimed at the removal of contaminating solutes like host cell proteins, DNA, and 
media components. Product capture usually starts with precipitation, solvent 
extraction, and/or a cascade of ultra-fi ltration and nano-fi ltration steps before the 
fi rst ion exchange or size exclusion chromatography. Antibodies and antibody 
derivatives, which account for about 20% of the biopharmaceutical products cur-
rently in development, are preferably bound to affi nity matrices [238] by natural 
immunoglobulin-binding ligands such as the Staphylococcus aureus membrane and 
cell wall protein A [239] or the streptococci surface protein G. To broaden the 
availability of specifi c structures with suitable binding properties, synthetic ligands 
with enhanced stability and resistance to chemical and biochemical degradation 
are continuously attempting to be developed, supported, e.g., by computer-aided 
design. The development of synthetic ligands with enhanced selectivity and sta-
bility, tailored to specifi c biotechnological needs and product structures, will lead 
to more effi cient, less expensive, and safer procedures not only for purifi cation of 
antibodies but also for other proteins at manufacturing scales. Also, antibodies can 
be employed as a means for protein purifi cation in the form of immunoaffi nity 
chromatography [240]. A novel emerging technology is the use of synthetic single-
stranded nucleic acid molecules (aptamers) as affi nity ligands [241], which fold up 
into unique three-dimensional structures specifi cally binding to the desired target 
structure as it has been shown for the purifi cation of thyroid transcription factor 
or selectin receptor globulin [242, 243].

The subsequent purifi cation steps including polishing are mostly performed on 
hydrophobic interaction resins and/or on reversed-phase matrices.

1.1.6.2 Downstream Processing Optimization and Economization

Mostly due to the tremendous costs of sometimes several thousand * per liter for 
chromatographic resins and production scales of up to several hundred liters column 



volume and due to the prices for the columns themselves of up to hundreds of 
thousands of U.S. dollars, downstream processing expenses account for the largest 
part (50–90%) of the total production costs and are therewith a focal area for 
process economization attempts. One of the many criteria for the choice of a resin 
is its shelf life. Bearing in mind that every downstream processing step coincides 
with a minimum product loss of 5–10%, the removal of a particular step not only 
helps to save the respective capital investment, but concomittantly to increase the 
fi nal product yields, and thus to render the whole production process more eco-
nomical in several respects. To reduce the number of required steps, a selection 
has to be made for resins exhibiting excellent separation, resolution, and yield with 
respect to a given product and the contaminants, i.e., for resins exhibiting excellent 
product binding selectivity and capacity. Likewise, the operation mode of the 
column has to be optimized with respect to the specifi c product load, adjustment 
of the physico-chemical operational conditions like pressure, temperature, pH(-
shift), ionic strength, and sort of buffers and eluents (e.g., evaluation of continuous 
vs. step gradients).

A further approach is the combination of the solid–liquid separation and product 
recovery into a single step, e.g., by expanded bed adsorption [244, 245], which 
permits the direct initial purifi cation from culture broths without the need of prior 
removal of suspended solids. In contrast to the conventional column operation, the 
mobile phase is pumped upward through the column bed from beneath. The bed 
thus starts to expand at a liquid fl ow rate above a critical value, and the gaps 
between the sorbent beads expand. The controlled distribution of bead size and 
bead weight results in a stable expanded bed in which the beads oscillate around 
a steady position and thus avoid clogging of the column. Whereas preparative liquid 
chromatography methods [246] have become a well-established separation and 
purifi cation method in the pharmaceutical industry, techniques like two-phase 
system partitioning [247] and its variant reverse micellar extraction [248], which 
also potentially offer advantages like the possibility of a direct extraction from the 
culture broth through partitioning of the compounds into two immiscible phases, 
need further developmental activities for economic large-scale applications in the 
production of biopharmaceuticals and are less common.

A further criterion for the choice and design of a downstream processing 
procedure is thus its scalability.

1.1.6.3 Downstream Processing Scale-Up

Comparable with the scale-up of fermenters and fermentation processes, the scale-
up of downstream processes, particularly of column and column operation, is not 
simply a matter of increasing size. Increasing column diameters, reducing the sta-
bilizing wall effects, and increasing resin bed heights may lead to an altered settling 
behavior of the beads, to channel formation through shrinking and swelling of the 
packed matrix, to column clogging with a concomittant reduction of the fl ow rates 
and an increase of the column back pressure, to altered hydrodynamic behavior 
and residence times of the process fl uids, and to an altered pattern for the product/
contaminants adsorption/desorption pattern [249]. To avoid the resulting quality 
impairments and deviations, resins with a suitable scale-up behavior have to be 
selected and the resin bed height is tried to be kept constant as far as possible as 
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is the fl ow rate as key scale-up parameters, which requires an appropriate experi-
mental design in early laboratory development stages. As this, however, is only 
possible to a limited extent, downstream processing scale-up also is the result of 
an optimization of the respective operation conditions (see above) on each scale.

A procedure that has been optimized for decades and scaled-up to dimensions 
of several cubed meters is the commercial β-lactam purifi cation.

(For further general articles dealing with problems and issues of downstream 
processing, the reader is referred to the reviews in Refs. 249–255).

1.1.6.4 Downstream Processing of b-Lactam Compounds

As most of the product is secreted and is thus concentrated in the culture broth, 
the recovery process starts with fi ltration, usually with a rotary vacuum fi lter, fol-
lowed by a cascade of solvent and solid-phase extraction steps.

Common penicillin extraction solvents are amyl- and butyl-acetate or methy-
lisobutylketone. As penicillin is extracted as a free acid at pH 2–2.5 and the mole-
cule is instable at this pH, extraction occurs in a counter-fl ow using Podbielniak- and 
Luwesta-centrifugal extractors to shorten the contact time with the solvent and to 
prevent product decomposition.

Purifi cation is through subsequent and repeated crystallization from an aqueous 
solution after alkalization.

In contrast to penicillin, the hydrophilic cephalosporin is more suitable for solid-
phase extraction. For high yield and purity extraction, a combination of several, 
different chromatographic steps is used.

Hydrophobic interaction chromatography on neutral polyaromatic resins like 
Amberlite XAD 4, 16, 1180, or Diaion HP20 is widely used in combination with 
weak basic anion exchangers like Diaion WA-30 or strong acidic cation exchangers 
like Amberlite XAD 2000 and Diaion SK-1B [256, 257]. The mentioned resins are 
recognized for their high sorption capacity and their long shelf life.

Whereas the improvements on the extraction level are less spectacular, signifi -
cant progress over the last few years can be noticed with respect to side-chain 
cleavage to 6-aminopenicillanic acid (6-APA) and 7-aminocephalosporanic acid 
(7-ACA) in switching from chemical to enzymatic procedures.

1.1.7 POSTSYNTHETIC STRUCTURE MODIFICATION

Most antibiotics in therapeutic use are synthesized or modifi ed exclusively by 
the means of chemistry and are derived from the established compound classes, 
which have been known for decades. Chemical derivatization thus has also been 
applied to substances that are of microbial origin and that therefore are termed 
semi-synthetic.

Among the most recent semi-synthetic antimicrobials are Aventis’ streptogramin 
derivative Synercid and the erythromycin derivatives clarithromycin (Klacid) from 
Abbott (Abbott Park, Illinois) and roxithromycin (Rulid) and the brand new 
ketolide telithromycin (Ketek), both from Aventis (Paris, France) [86].

Despite these recent successes and increasing efforts, the yields of therapeuti-
cally useful entities emerging from such chemical derivation programs are continu-
ously decreasing.



For this reason, large-scale derivation methods (combinatorial chemistry) are 
integrated in the search for innovative antibiotics as are biotechnological approaches 
for structure modifi cation. Biocatalytic procedures, which have been shown to be 
useful for generating novel antibiotic structures like Loracarbef, a novel β-lactam 
compound from Eli Lilly (Indianapolis, Indiana) highly active against various β-
lactamase producing species [258, 259], are also about to replace continuously 
chemical production processes. At several universities and corporations, screening 
studies have been initiated to fi nd appropriate enzymes for compound conversions, 
as it has been successfully established in production processes for penicillin and 
cephalosporin. (A review discussing criteria like resource and energy consumption, 
emissions, health risk potential, area use, and environmental effects for the evalu-
ation of the eco-effi ciency of biotechnological processes is given by Saling [260]).

1.1.7.1 b-Lactam Side-Chain Cleavage

6-APA and 7-ACA as the key intermediates for the production of semisynthetic 
penicillins and cephalosporins (see Section 1.1.3.2) are obtained by removal of the 
acyl side chains.

There is a large body of patents existing for chemical and enzymatic splitting 
procedures, but enzymatic processes have been more successful for economical as 
well as for ecological reasons.

Enzymatic 7-ACA splitting procedures [for general review, see 261] have been 
developed and commercialized by companies like Asahi Chemical, Hoechst, and 
Novartis. The replacement of the hitherto employed chemical deacylation pro-
cesses like the imino ether (Figure 1.1-3) or the nitrosyl chloride method [262] 
resulted in a cost reduction of 80% and a decrease of the waste volume by a factor 
100 from 31 t to 0.3 tons per 1-ton 7-ACA. Chlorinated hydrocarbons like dimethyl 
aniline and methylene cloride as well as heavy metal ions can be completely avoided. 
Instead of zinc salt formation, multiple silylation, formation of the imino chloride, 
imino ether, and fi nally an imino ether hydrolysis, the side chain is removed in two 
enzymatic steps (Figure 1.1-3).

Cephalosporin C is fi rst oxidized and deaminated by a D-amino acid oxidase 
(DAO), which can be obtained from various fungal species, like the yeasts Trigo-
nopsis variabilis and Rhodotorula gracilis or the ascomycete Fusarium solani. The 
resulting α-keto-adipyl-7-ACA, upon decarboxylation, is converted into glutaryl-7-
ACA (G-7-ACA). DAO is a fl avoenzyme containing fl avin adenine dinucleotide 
as the prosthetic group and catalyzes oxidation of D-amino acids to their corre-
sponding keto acids. In a second step, the glutaryl side chain of G-7-ACA is deacyl-
ated by a glutarylamidase from Pseudomonas diminuta [263]. The molecular data 
of other potentially suitable enzymes and genes from various sources are given by 
Isogai [264]. It is noteworthy that the enzymatic splitting process could have only 
been rendered economical and therefore commercially employable through a sig-
nifi cant increase of glutarylamidase yield on the fermentation level by using a 
gene-recombinant E. coli-strain.

A recombinant amidase from E. coli is also the most commonly employed 
enzyme for 6-APA production by deacylation of penicillin G [265], a process that 
has been established now for decades [266]. With an annual turnover of 30 tons, 
the E. coli penicillin amidase is one of the most widely used biocatalysts, despite 
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Figure 1.1-3. Replacement of the chemical cephalosporin C splitting procedure by a bio-
technological process. Biotechnological production and derivatization procedures are con-
tinuously being developed to replace chemical processes for both economical and ecological 
reasons. An established industrial process is the enzymatic splitting of cephalosporin C to 
7-ACA by D-amino acid oxidase of the yeast Trigonopsis variabilis and a glutarylamidase 
of Pseudomonas diminuta (right) replacing the chemical imino ether method (left). For 
further details, see text. (Graph taken from Ref. 98, © Springer-Verlag.)



the discovery of further similar acting enzymes from various microbial sources, 
including penicillin V acylases [267] from the basidiomycetes Bovista plumbea
[268, 269] and Pleurotus ostreatus [270]; from the ascomycete Fusarium [271]; or 
from the yeast Cryptococcus.

A signifi cant milestone in economization of enzymatic β-lactam production has 
been reached by enzyme immobilization permitting a preservation and multiple use 
of the cleavage enzymes. The currently most employed resins in industries for this 
purpose are epoxyacrylic acids (Eupergit) and silica gel derivatives (Deloxan). The 
general economic criterion for the preparation of a biocatalyst is production costs 
in relation to yield, turnover rate, storage stability, and operational/mechanical 
stability. Further criteria are outlined in the Guidelines for the Characterization of
Immobilized Biocatalysts by the European Federation of Biotechnology. Applica-
tion criteria are fi lterability, sedimentation velocity, and particle fi rmness. Opera-
tional and storage stability as well as the activity of this biocatalyst and the quality 
of 6-APA with respect to color are improved by sulfur reducing compounds [272]. 
As pointed out, the ensurance of product quality and drug safety is a key issue in 
pharmaceutical production processes.

1.1.8 QUALITY ISSUES

According to regulatory requirements, pharmaceutical production facilities and 
processes have to be proven to function properly across the entire range of process 
critical parameters by a qualifi cation of the facilities and equipment, which consists 
of the steps design qualifi cation (DQ), installation qualifi cation (IQ), operational 
qualifi cation (OQ), and performance qualifi cation (PQ) and which results in a vali-
dation of the production process to substantiate that the complete system is capable 
of manufacturing the respective product reproducibly in a consistent quality as 
expected within preset specifi cations and in compliance with all laws and guidelines, 
like the cGMP (current good manufacturing practice) regulations, among others, 
issued by regulating authorities like the FDA and European Medicines Agency 
(EMEA).

The products have to be sterile and free of any contaminations that might derive 
from process material, residues of preceding production campaigns (cross-
contaminations) in the case of product changes, and of the agents used for facility 
cleaning. To restrict the introduction of such contaminations into the repective 
production steps, the production facilities, equipments, and solutions are usually 
cleaned according to validated cleaning procedures (e.g., with 1 M NaOH) and 
sterilized by heat or fi ltration before their use. Product sterility is achieved by 
aseptical performance of the last manufacturing steps and by micro-fi ltration 
(0.2 μm) or, if possible, by terminal heating of the product before fi lling. Residues 
of chemical cleaning agents are removed according to validated procedures by 
rinsing with purifi ed water.

As biopharmaceuticals are potentially contaminanted with possibly harmful 
viruses and allergenic and pyrogenic acting endotoxins as residual components of 
their host cell, guidelines and directions have been issued by the FDA’s Center for 
Biologics Evaluation and Research (CBER) requesting validated procedures for 
virus and endotoxin removal and inactivation.
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1.1.8.1 Virus and Endotoxin Removal

Endotoxins, which consist of the lipopolysaccharide fraction present in the cell wall 
of gram negative germs and which tend to adhere to equipment surfaces and to 
persist in products and product solutions, as do viral contaminants deriving from 
cell culture processes or from starting plasma or tissue material, can also be effi -
ciently removed by fi nal fi ltration steps. Whereas ultra-fi ltration with a cut-off of 
or below 10 kDa is suffi cient for endotoxin removal, viruses need to be removed by 
nano-fi ltration steps complemented by a variety of inactivation measures like pas-
teurization, pH inactivation, solvent/detergent treatment, or ultraviolet and gamma 
ray irradiation. Usually, endotoxins and viruses are already deconcentrated to a 
signifi cant extent by the chromatographic steps and the solvent exposure in the 
course of the normal purifi cation procedures [251].

1.1.9 CONCLUSION

Marching in step with the technical and methodological progresses, biotechnology 
is gaining in increasing importance in pharmaceutical production processes by 
replacing chemical production procedures for economical and ecological reasons 
and in the development and commercialization of novel therapeutic principles.

To fully exploit the potential of biotechnological production methods, an inte-
grated process design will be necessary considering the downstream processing 
requirement during the design of upstream operations and vice versa (A compre-
hensive overview illustrating the complete biotechnological production chain is 
given in Table 1.1-3.) As the fate of a compound as a pharmaceutical also depends 
on the prospective production costs already estimated in the development phase 
and production processes cannot be signifi cantly changed after approval without 
running the risk of having to perform ad-ditional clinical trials, it is of utmost 
importance to choose and design production organisms, strains, vectors, expression 
cassettes, and fermentation procedures as early as possible in compliance with the 
prospective harvest and purifi cation methods also to be chosen and designed 
according to cost criteria. Integrative biotechnology thus is not only a key prere-
quisite for the development of competitive and economical production processes 
to relieve the downward price pressure applied by generic drug makers after patent 
expiration and for the acceleration of market approval for new drugs in the highly 
competitive environment of the biopharmaceutical industry, but also it is a key 
technology to save and liberate capital for the development of novel drugs for the 
benefi t of mankind.
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1.2.1 SUMMARY OF THE CHAPTER

An almost complete sequence of the human genome is available now, and progress 
in the sequencing of other model organisms is impressive. This sequence informa-
tion provides enormous possibility for identifi cation of disease genes. The fi rst step 
for sequencing of large genomes usually is the construction of a high-resolution, 
long-range physical map based on sequence tagged site (STS) markers. Using this 
map, the contig of overlapping clones is constructed and sequenced. This strategy 
(hierarchical) was used by the International Human Genome Sequencing Consor-
tium to sequence the human genome. The second approach, the whole genome 
sequencing (WGS) strategy, was used by researchers from Celera Genomics. This 
strategy, in principle, doesn’t need construction of high-resolution physical map 
and is based mainly on shotgun sequencing of large and small insert clones.

Unfortunately, both strategies for mapping and sequencing are not appropriate 
for the challenge of high-throughput comparative genomics. Alternative and com-
plementary strategies need to be developed, and the imperative now is to fi nd 
cost-effective and convenient methods that allow comparative genomics projects to 
be performed by a wide range of smaller laboratories. Recently developed novel 
techniques open new perspectives for nonexpensive and fast sequencing. These 
novel developments can be grouped into two classes. The fi rst type of improvement 
is enormous, increasing the speed and throughput of producing sequences. These 
techniques are based on massively parallel sequencing approaches (MPS and “494” 
techniques) where billions of individual DNA molecules could be sequenced simul-
taneously. Another type of improvements is a recently suggested completely dif-
ferent and effi cient strategy for simultaneous genome mapping and sequencing. The 
approach is based on physically oriented, overlapping restriction fragment libraries 
called slalom libraries. Both techniques allow increasing the speed and decreasing 
the cost of sequencing 10–100 times. Importantly, they can be combined to increase 
effi ciency even more.

1.2.2 DEFINITIONS OF KEYWORDS

Adaptor—an oligonucleotide that after ligation to a DNA molecule confers to 
it specifi c features.

Allele—is one of several alternative forms of a gene (or in the wider sense of 
any region of the chromosomal DNA) that occupies a given locus of 
chromosome.

Cap—the chemical modifi cation at the 5′-end of most eukaryotic mRNA 
molecules.

Centromere—the region of a chromosome where the pairs of chromatids are 
held together.

Clone contig—a collection of clones (i.e., vectors or cells containing the same 
recombinant molecule) whose DNA inserts overlap.

Coding RNA—an RNA molecule that codes for a protein (mRNA).
DNA sequencing—establishing the order of nucleotides in a DNA molecule.
Episome—a vector or DNA sequence that can exist as an autonomous extra-

chromosome replicating DNA molecule.



Exon—a coding region within a discontinuous gene.
Genetic selection—in cloning, this usually means selection against parental, 

nonrecombinant molecules in favor of recombinant ones. SupF selection 
exploits vectors carrying amber (nonsense mutation UAG) mutations (ochre
is a nonsense mutation UAA). These vectors cannot replicate without the 
supF gene, which must be present either in the host or in the cloned insert. If 
the insert carries the supF gene, only recombinant phages will be able to 
replicate in an Esherichia coli host without the suppressor gene.

Intron—a noncoding region within a discontinuous gene.
Kilobase pairs (kb)—1000 base pairs.
Ligation—formation of a 3′–5′ phosphodiester bond between nucleotides at the 

end of the same or two different DNA or RNA molecules.
Marker—a gene or just DNA fragment that was located on a genome map.
Megabase pairs (Mb)—1000 kb.
Polylinker—a short DNA fragment (in the vector) that contains recognition 

sites for restriction enzymes that can be used for cloning DNA fragments into 
this vector.

Restriction enzyme—an enzyme that recognizes a specifi c sequence in DNA 
and can cut at or near this sequence. In cloning procedures, the most com-
monly used enzymes produce specifi c protruding (sticky) ends at the ends of 
a DNA molecule. Each enzyme produces unique sticky ends. The DNA mole-
cules possessing the same sticky ends can be effi ciently joined with the aid of 
DNA ligase (see Ligation).

STS—sequence tagged site. This is a short (200–500 bp) sequenced fragment of 
genomic DNA that can be specifi cally amplifi ed using polymerase chain reac-
tion (PCR) and represent or is linked to some kind of marker (i.e., it is 
mapped to a specifi c locus on a chromosome).

Shot-gun approach—a sequencing strategy for when a large DNA molecule is 
randomly broken, cloned, and sequenced. The fi nal sequence of a DNA mole-
cule is assembled by a computer program.

Telomere—the end of a eukaryotic chromosome.

1.2.3 INTRODUCTION. SHORT HISTORY OF THE HUMAN 
GENOME PROJECT

The Human Genome Program (HGP) was suggested and widely discussed within 
the scientifi c community and public press during the mid-1980s and over the last 
half of that decade [1–4]. In 1985, Dr. Charles DeLisi, then Associate Director for 
Health and Environmental Research at the Department of Energy (DOE) began 
to discuss an unprecedented biology project—to sequence the complete human 
genome. DOE funding began in 1987. The National Institutes of Health (NIH) 
established the Offi ce of Human Genome Research in September 1988. The Direc-
tor of this Offi ce (renamed the National Center for Human Genome Research, 
NCHGR) was Dr. James Watson. The Human Genome Initiative was proposed to 
the Congress of the United States in 1988 by James Watson, initiating a worldwide 
coordinated research activity to sequence the DNA of humans and several 
other test organisms. In the United States, the (DOE) initially, and the NIH soon 
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thereafter, were the main research agencies within the U.S. government responsible 
for developing and planning the project. By 1988, the two agencies were working 
together, a relationship that was formalized by the signing of a Memorandum of 
Understanding to “coordinate research and technical activities related to the 
human genome.” The initial planning process culminated in 1990 with the publica-
tion of a joint research plan. The HGP started in 1990 as a 15-year program. One 
of its main coordinators was Dr. Francis Collins, Director of the National Human 
Genome Research Institute (NHGRI) at the NIH. Soon, the Human Genome 
Organization (HUGO) spread to Europe (HUGO Europe) and Japan (HUGO 
Pacifi c) to coordinate the research performed in other countries outside of the 
United States. The HGP was an international research program designed to con-
struct detailed genetic and physical maps of the human genome, to determine the 
complete nucleotide sequence of human DNA, and to localize the estimated 
50,000–100,000 genes within the human genome. The similar analyses on the 
genomes of several model organisms were also planned to be performed. The sci-
entifi c products of the HGP were suggested to comprise a resource of detailed 
information about the structure, organization, and function of human DNA, infor-
mation that constitutes the basic set of inherited “instructions” for the development 
and functioning of a human being. Achievement of the ambitious aims of HGP 
would demand the development of new technologies and necessitate advanced 
means of disseminating information widely to scientists, physicians, and others in 
order that the results may be rapidly used for the public good. Important for the 
success of the HGP was the statement that a fraction of the project money should 
be devoted to the ethical, legal, and social implications of human genetic research. 
It was clearly recognized that acquisition and use of such genetic knowledge would 
have momentous implications for both individuals and society and would pose 
several policy choices for public and professional deliberation. The HUGO program 
aims at a detailed understanding of the organization of the human genome, to 
enable a molecular defi nition of the basis for normal function as well as genetic 
disorders affecting human cells and the organism as a whole. An intermediate aim 
in this program was the construction of a high-resolution physical map for the 
human genome. At the beginning of this work, with sequencing still slow and 
expensive, the HGP adopted a “map–fi rst, sequence later strategy.” In the early 
1990s, two Parisian laboratories, the Centre d’Etude du Polymorphisme Humain 
and Genethon, had an integral role in mapping of the human genome. The labora-
tories’ driving forces were Drs. Daniel Cohen and Jean Weissenbach. Later the 
genome project constructed a higher resolution map that was used to sequence and 
assemble the human genome. In July 1995, a team led by Dr. J. Craig Venter pub-
lished the fi rst sequence of a free-living organism, Haemophilis infl uenzae (1.8 Mb) 
[5]. In October 1996, an international consortium publicly released the complete 
genome sequence of the yeast Saccharomyces cerevisiae (12 Mb) [6]. In May 1998, 
Venter announced a new company named Celera and declared that it will sequence 
the human genome within 3 years for $300 million. In December 1998, Drs. John 
Sulston, Robert Waterston, and colleagues completed the genomic sequence of 
Caenorhabditis elegans (100 Mb) [7]. The fi rst complete human chromosome 
sequence—number 22 (33 Mb)—was published in December 1999 [8], and in June 
2000, leaders of the public project and Celera announced completion of a working 
draft of the human genome sequence. Finally, in February 2001, the HGP consortium 



published its working draft of the human genome sequence in Nature and Celera 
published its draft in Science (2.9 billion bp) [9, 10].

1.2.4 VECTORS. DESCRIPTION OF THE MAIN TYPES OF VECTORS 
USED IN THE HGP

In this section, common vectors used for everyday cloning and subcloning like 
plasmid and M13 vectors will not be discussed. Only vectors suitable for cloning 
relatively large DNA inserts will be mentioned with the exception of lambda phage-
based vectors specially designed to clone cDNA.

1.2.4.1 Lambda-Based Vectors and Main Approaches to Construct 
Genomic Libraries

Numerous modifi cations have been made to bacteriophage lambda-based vectors 
to facilitate their handling and to extend their use for new types of biological 
experiments [11–15]. The application of each vector is usually limited to a specifi c 
task: the construction of general genomic libraries that contain all genomic DNA 
fragments or special genomic libraries that contain only a particular subset of 
genomic DNA fragments. Among these special libraries, NotI linking and jumping 
libraries have particular value for physical and genetic mapping of the human 
genome.

Despite their obvious advantages for special purposes, novel vectors (YACs, 
BACs, PACs; see below) cannot compete with lambda-based vectors for ease of 
handling, screening, amplifi cation, and biological fl exibility, due to the almost 
complete knowledge about phage lambda genes and biology. The easiest way to 
obtain a maximal proportion of recombinant molecules is to perform ligation at a 
high concentration of vector and insert (genomic) DNA because an elevated con-
centration of DNA facilitates intermolecular ligation instead of self-ligation of the 
vector’s molecules. In this case, the main product is long DNA chains (>200 kbp) 
containing many copies of vector and genomic DNA fragments. Extremely effi cient 
in vitro systems for packaging such DNA into lambda phage particles (109 plaque-
forming units per microgram of DNA) to produce viable phages were developed 
and are commercially available.

Extensive modifi cations of lambda phage vectors were developed that combine 
the features of different vector systems (see Figures 1.2-1 and 1.2-2, [13–15]).

Cosmids are essentially plasmids that contain the cos region of phage lambda 
responsible for packaging of DNA into the phage particle. Any DNA molecule, 
containing this region and having a size between 37.7 kb and 52.9 kb, can be pack-
aged into phage particles and introduced into the E. coli. The advantages of 
cosmids are their easy handling (as with plasmids) and big cloning capacity. As the 
plasmid body is usually small (3–6 kb), large DNA molecules (46–49 kb) can be 
cloned in these vectors.

Phasmids are lambda phages that have an inserted plasmid. They have the same 
basic features as lambda phage vectors, but inserted DNA fragment can be sepa-
rated from the phage arms DNA and converted into a plasmid form. There are two 
main ways for such conversion: biological and enzymatic. In the fi rst case, the 
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Figure 1.2-1. Examples of vectors used for construction of genomic libraries (maximum 
capacity 24 kb). Standard λ vectors (λEMBL3, λGEM11, λDASH, λEMBL3, and λSK6) 
and diphasmid vectors (λSK17 and λSK40) are shown. Sizes are in kilobases and are not 
shown in the scale. Not all restriction sites are shown. Heavy thick lines represent stuffer 
fragments; open boxes mark plasmid and M13 sequences; lacZO is the lac operator sequence. 
T3, T7, SP6-promoters for T3, T7, and SP6 RNA polymerases.

Figure 1.2-2. Examples of vectors used for construction of genomic libraries (capacity more 
than 45 kb). Sizes are in kilobases and are not shown to scale. Not all restriction sites are 
shown. For more details, see the text.
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phasmid vector contains signal sequences bordering the insert and plasmid body 
in the phage vehicle. These signal sequences (e.g., from P1, lambda, M13 phages) 
can be recognized by specifi c proteins (e.g., cre-recombinase), and the cloned DNA 
fragment together with plasmid body will be cut out [16, 17].

The enzymatic conversion (see, for example, SK17 and SK40 vectors in Figure 
1.2-1) can occur if the inserted DNA fragment and plasmid sequences are placed 
between two recognition sequences of some rare-cutting restriction endonuclease 
(e.g., I-SceI enzyme that recognize 18 bp and probably does not have any recogni-
tion site in the human genomic DNA). This enzyme can be used to separate the 
cloned DNA fragment together with the plasmid sequences from phage arms. Self-
ligation of the molecules with insert and plasmid sequences will result in the pro-
duction of a recombinant plasmid that can be introduced into the E. coli host.

Diphasmids combine the advantages of lambda and M13 phages, and plasmids, 
i.e., the three main types of vectors used in everyday molecular cloning. They can 
be divided into two classes: (1) diphasmids that can replicate as phage lambda (a 
further improvement of phasmids); see SK17 in Figure 1.2-1; and (2) diphasmids 
that are not able to replicate as phage lambda, i.e., a cosmid that can be packaged 
into phage M13 particles, e.g., SK18 in Figure 1.2-2.

In some cases, it is more convenient to work with a genomic library in plasmid 
than in lambda phage form. The construction of representative genomic library 
directly in a plasmid vector has several drawbacks and diffi culties. However, these 
problems can be easily solved with the help of phasmid and diphasmid vectors. In 
this case, a genomic library is constructed in lambda phage (e.g., SK40), and then 
the whole library is converted to plasmid form.

Although the work with different lambda-based vectors is very similar, vectors 
for construction of genomic and cDNA libraries still have some special features. 
The major difference between cDNA and genomic cloning is the size of insert: 
short for cDNA and long for genomic fragments. Due to this difference, it is obvious 
that the enzymatic way of transferring inserts into the plasmid form is more dan-
gerous (with the respect to the representativity of the library) for genomic libraries 
than for cDNA, because the probability that the insert contains a recognition site 
for the particular restriction enzyme increases with the length of the DNA insert. 
Most of cDNA vectors are “insertion” vectors, and genomic vectors are “substitu-
tion” vectors, which means that inserted foreign DNA fragments replace the stuffer 
vector fragment that does not have any important replicative function.

Full-length cDNAs are the most important material for the identifi cation of all 
human genes. Cloning of full-length cDNA inserts has been hampered by problems 
related to both the preparation and the cloning of long cDNAs. Part of the diffi culty 
associated with the preparation of long cDNAs has been overcome with the intro-
duction of a thermostabilized and thermoactivated reverse transcriptase and the 
development of cap-based full-length cDNA selecting techniques. In contrast to 
standard cloning techniques, full-length cDNA cloning has the inherent risk of the 
under-representation or absence of clones corresponding to long mRNAs in the 
libraries, because the truncated cDNAs are usually not cloned. However, even in 
a perfect full-length cDNA library, cDNAs deriving from very long mRNAs will 
not be cloned if the capacity of the vector is insuffi cient. The most available cloning 
vectors show bias for short cDNAs: Shorter fragments are cloned more effi ciently 
than the longer because of the intermolecular competition that occurs at the 
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ligation and library amplifi cation steps. To solve this problem, substitution vectors 
for cDNA cloning were designed.

For conversion into the plasmid form, the biochemical approach for SK-vectors 
was used [14]. Some vectors, like SK16 and SK17, have a cloning capacity of 0.2–
15.4 kb and others, for example SK23, could be used for cloning of 3.7–18.9-kb 
inserts only. These cDNA vectors retain the most important advantages of the 
genomic vectors, e.g., the possibility of biochemical selection when producing 
vector arms and genetic selection against nonrecombinant phages. Importantly, the 
libraries made in some of these SK-vectors can be used as both expressed and 
nonexpressed libraries. For instance, libraries constructed in SK16 would be 
expressed only in E. coli strains containing ochre-codon mutation, and SK17 has 
amber-codon-controlled expression of cDNA.

In lambda FLC (full-length cDNA cloning), cloning capacity is either 0.2–15.4 kb 
or 5.7–20.9 kb. In these vectors, cre-recombinase mediated excision was used [17]. 
The average size of the inserts from excised plasmid cDNA libraries was 2.9 kb for 
standard and 6.9 kb for size-selected cDNA. The average insert size of the full-
length cDNA libraries was correlated to the rate of new gene discovery, suggesting 
that effectively cloning rarely expressed mRNAs requires vectors that can accom-
modate large inserts from a variety of sources without bias for cloning short cDNA 
inserts.

One of the most important features of a genomic library is a representativity. A 
representative genomic library means that every genomic DNA fragments will be 
present at least in one of the recombinant phages of the library. In practice, however, 
this is diffi cult to achieve. Some genomic fragments are not clonable because of the 
strategy used for construction of the genomic library. In other cases, genomic DNA 
fragments (contain poison sequences) can suppress the growth of the vector or the 
host cell so its cloning can be restricted to specifi c vector systems. The important 
reason for the decreased representativity is different replication potential of differ-
ent recombinant vectors. Thus, amplifi ed libraries have signifi cantly worse repre-
sentativity. Usually a library is considered to be representative if after the fi rst 
plating (before amplifi cation) it contains several recombinant clones together con-
taining genomic DNA fragments equal to a 7–10 genome equivalent. The way in 
which the genomic DNA fragments are produced for cloning is also important. The 
more randomly the genomic DNA is broken, the more the representative library 
can be obtained. Clearly, the EcoRI enzyme (6-bp recognition site) will cut genomic 
DNA less randomly than Sau3AI (4 bp recognition). Probably, the shearing of 
DNA molecules using physical methods (sonication, shearing using syringe) is the 
most reliable way to obtain randomly broken DNA molecules.

There are many different modifi cations to construct libraries; however, the three 
ways to construct genomic libraries are the most commonly used and will be exem-
plifi ed below using genomic lambda-based vectors (Figure 1.2-3, [12–14]).

The classic method includes generation of sheared genomic DNA fragments 
using physical or enzymatic fragmentation followed by the physical separation 
of fragments of a particular size using, for example, ultra-centrifugation or gel-
electrophoresis. The vector DNA is digested with two (or even three) restriction 
enzymes; those recognition sites are located in the polylinker. The arms and the 
stuffer fragment are purifi ed, and on the further steps, arms/stuffer would be not able 
to ligate because they have different sticky ends, preventing recreation of the original 
vector molecules during subsequent ligation with genomic DNA fragments.



In the “dephosphorylation” approach [18, 19], the phage arms are prepared as 
described above. Genomic DNA is partially digested to obtain DNA fragments 
with sizes in the desired range; i.e., for the lambda vectors FIXII and SK6, it is 
15–22 kb. These DNA fragments are dephosphorylated (which prevents their liga-
tion to each other) and then ligated to the vector arms.

The third, “partial fi lling in” method [20], also avoids fractionation steps (Figure 
1.2-3B). Phage arms are prepared by double digestion as described before (in this 
particular case, SalI and EcoRI are shown, but many other combinations can be 
used), and the sticky-ends produced after digestion are partially fi lled-in with the 
Klenow fragment of DNA polymerase I (or other DNA polymerase) in the pre-
sence of dTTP and dCTP. Genomic DNA partially digested with Sau3AI is also 
partially fi lled-in but in the presence dATP and dGTP. Under these conditions, 
self-ligation of vector arms or genomic DNA is impossible.

1.2.4.2 YACs

The mapping and analysis of complex genomes require vectors that allow cloning 
and work with large DNA fragments. Lambda-based vectors have many advantages 
as described above; however, a comparatively small size of inserts (maximum 48–
49 kb) complicates the use of these vectors for the mapping of complex genomes.

Technological improvements made the cloning of large DNA pieces possible 
using artifi cially constructed chromosome vectors that carry human DNA frag-
ments as large as 1Mb. Such vectors are maintained in yeast cells as artifi cial chro-
mosomes (YACs). YAC methodology drastically reduces the number of clones to 
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respectively.
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be ordered; many YACs span entire human genes. A more detailed map of a large 
YAC insert can be produced by subcloning, a process in which fragments of the 
original insert are cloned into smaller insert vectors. YAC cloning was widespread, 
and many laboratories used this technique to obtain large cloned DNA fragments 
from different eukaryotic genomes.

One of the most widely used YAC vectors was pYAC4 (Figure 1.2-2), and it has 
the main features of the YAC vectors. This vector can replicate in E. coli and in 
yeast (S. cerevisiae). It consists of fi ve important genetic elements inserted into 
E. coli pBR322-like plasmid:

1. Centromeric CEN4 sequences required for centromere function.
2. Autonomous replicating sequences ARS1 that are necessary for replication 

in yeast.
3. Telomere sequences from Tetrahymena ribosomal DNA (rDNA) that seed 

the formation of functional telomeres at high effi ciency.
4. Selective marker for cloning, SUP4 (ochre-suppressing allele of tyrosine 

tRNA gene). As cloning EcoRI and SmaI sites are located inside SUP4,
insertion of any large DNA fragment into the cloning sites will inactivate 
ochre suppression function.

5. Two yeast selectable markers: wild-type genes TRP1 and URA3, which are 
located on opposite sides of the cloning sites.

The yeast HIS3 gene is just a stuffer fragment to separate two arms. The general 
scheme of the library construction is as follows (Figure 1.2-4).
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Figure 1.2-4. Construction of genomic library in YAC vectors. See text for more details.



The pYAC4 DNA is double digested with BamHI and SmaI (or EcoRI) to gen-
erate three fragments: left chromosomal arm containing TEL, TRP1, ARS1, and 
CEN4 and right chromosomal arm with TEL and URA3. HIS3 gene is discarded 
during the cloning procedure. The two arms are treated with alkaline phosphatase 
to prevent self-ligation and ligated with genomic DNA (usually) partially digested. 
The ligation product is transformed into yeast and selected for complementation 
of a mutated ura3 gene present in yeast strain by the URA3 gene in the vector. The 
grown transformants are selected for complementation of a host trp1 mutated gene 
by the wild-type TRP1 gene from the vector.

This double selection is necessary to ensure the presence in a recombinant YAC 
of both left and right arms and inactivation of the SUP4 gene. SUP4 is an especially 
useful cloning marker because in an ade2-ochre host, the cells with the functional 
SUP4 gene are white and those in which the suppressor was inactivated form red 
colonies.

Using YAC vectors, several important genes were identifi ed and cloned, e.g., 
VHL, CDPX1, GART, and SON [21–23]. Moreover, the fi rst physical map covering 
the whole human genome was constructed with YAC contigs [24].

Although YACs greatly contributed to the progress in long-range mapping of 
the human genome, the construction of YAC contigs is not free from problems—
certain regions of the human genome are diffi cult to clone in YACs. Moreover, 
repeat rich human sequences cloned in YACs are frequently unstable in yeast. Low 
transformation effi ciency, the presence of an abundance of chimeric clones in 
nearly all YAC libraries, insert instability, and diffi culties in DNA manipulation 
relative to bacterial systems are other important limitations.

Efforts to overcome the limitations of cosmids and YACs resulted in alternative 
large-insert cloning approaches using bacteriophage P1-based vectors and vectors 
based on the E. coli fertility plasmid (F-factor).

1.2.4.3 Bacterial (BAC) and P1-derived (PAC) Artifi cial 
Chromosome Vectors

BACs represent the state-of-the-art technology for such large-insert DNA library 
development. It has been demonstrated that BAC libraries are invaluable and desir-
able genetic resources for all kinds of modern structural, functional, and evolution-
ary genomics research. Genome-wide, as well as regional, physical maps of the 
human genome from BACs have been developed in different laboratories.

The BAC system is based on the well-studied E. coli F factor. Replication of the 
F factor in E. coli is strictly controlled. The F plasmid is maintained in low copy 
number (one or two copies per cell), thus reducing the potential for recombination 
between DNA fragments carried by the plasmid. Furthermore, F factors carrying 
inserted bacterial DNA are capable of maintaining fragments as large as 1 mega-
base pair, suggesting that the F factor is suitable for cloning of large DNA frag-
ments. Individual clones of human DNA seem to be maintained with a high degree 
of structural stability in the host, even after 100 generations of serial growth.

The F factor not only codes for genes that are essential to regulate its own re-
plication but also controls its copy number. The regulatory genes include oriS, repE,
parA, and parB. The oriS and repE genes mediate the unidirectional replication of 
the F factor, whereas parA and parB maintain a copy number at a level of one or 
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two per E. coli genome. The BAC vector (pBAC108L) incorporates these essential 
genes as well as a chloramphenicol resistance marker and a cloning segment (Figure 
1.2-2). The cloning segment includes (1) the bacteriophage lambda cosN and phage 
P1 loxP sites, (2) two cloning sites (HindIII and BamHI), and (3) several CG-rich 
restriction enzyme sites (Not I, Eag I, Xma I, Sma I, Bgl I, and Sfi  I) for potential 
excision of the inserts. The cloning site is fl anked by T7 and SP6 promoters for 
generating RNA probes for chromosome walking and for DNA sequencing of the 
inserted segment at the vector–insert junction. The cosN site provides a fi xed posi-
tion for specifi c cleavage with the bacteriophage lambda terminase. The loxP site 
can be used similarly. In this case, P1 Cre protein catalyzes the cleavage reaction 
in the presence of the loxP oligonucleotide. These sites (cosN and loxP) allow 
convenient generation of ends that can be used for restriction-site mapping to 
arrange the clones in an ordered array. Restriction maps of the individual clones 
can be determined by indirect end-labeling and subsequent partial digestion.

PAC vectors combine the best features of the P1 and BAC systems. One of the 
most commonly used PAC vectors is pCYPAC2 (Figure 1.2-2) that was constructed 
for the cloning of large DNA fragments using electroporation. Previously devel-
oped P1-based vectors (like pAd10SacBII) employed bacteriophages P1 or T4 in 
vitro packaging systems, enabling the cloning of recombinants with inserts in the 
70–120-kb range.

The pCYPAC2 vector was constructed by removing the stuffer fragment from 
the pAd10SacBII vector and by inserting a pUC19 plasmid into the BamHI cloning 
site. During the cloning process, the pUC19 sequences are removed through a 
double-digestion scheme using BamHI and ScaI. Religation of the pUC19 and 
producing of nonrecombinant clones is prevented at three levels, as follows: 

1. pUC19 is cleaved into two ScaI fragments. ScaI sticky ends are not compatible 
with BamHI.

2. Oligonucleotides BamHI–ScaI connecting vector sequences with the stuffer 
fragment are physically removed from the vector and stuffer fragments.

3. pCYPAC2 fragments are treated with alkaline phosphatase to inhibit 
self-ligation.

NotI sites are fl anking inserts that make it possible to obtain an insert that is 
fragment free from the vector sequences.

Different modifi cations of original BAC and PAC vectors were constructed, e.g., 
capable of replicating in human cells too [25]. These vectors, e.g., pPAC4 (Figure 
1.2-2) and pBACe4, facilitate the use of large-insert bacterial clones for functional 
analysis and contain two additional genetic elements that enable stable main-
tenance of the clones in mammalian cells:

(1)  The Epstein–Barr virus replicon, oriP. It was included to ensure stable epi-
somal propagation of the large insert clones upon transfection into mam-
malian cells.

(2)  The blasticidin deaminase gene is placed in a eukaryotic expression cassette 
to enable selection for the desired mammalian clones by using the nucleo-
side antibiotic blasticidin.



Sequences important to select for loxP-specifi c genome targeting in mammalian 
chromosomes were also inserted into the vectors. In addition, the attTn7 sequence 
present on the vectors permits specifi c addition of selected features to the library 
clones. Unique sites have also been included in the vector to enable linearization 
of the large-insert clones, e.g., for optical mapping studies. The pPAC4 vector has 
been used to generate libraries from the human, mouse, and rat genomes.

Libraries constructed in lambda-based, BAC, and PAC vectors are widely used 
now in different laboratories, and almost nobody is currently working with libraries 
constructed in YAC vectors.

1.2.5 MAPPING OF THE HUMAN GENOME

As mentioned in the Introduction, mapping of the human genome was a major step 
in achieving the complete human genome sequence. Human genome maps were 
also important by themselves because they led to the isolation of many disease 
genes.

The 3 billion bp in the human genome are organized into 24 distinct, physically 
separate microscopic units called chromosomes. All genes are arranged linearly 
along the chromosomes. The nucleus of most human cells contains two sets of 
chromosomes, one set given by each parent. Each set has 23 single chromosomes—
22 autosomes and an X or Y sex chromosome. A normal female will have a pair 
of X chromosomes; a male will have an X and Y pair. Chromosomes contain 
roughly equal parts of protein and DNA, and chromosomal DNA contains on 
average 150 million bases.

In general, all maps can be divided in two main classes: genetic and physical 
[see Refs. 3 and 4]. The genetic map is based on the frequency of recombination 
between two genetic markers on the chromosome. In fact, such a map just shows 
how these two markers are “linked” in respect to the frequency of recombination. 
Physical maps are based on physical distances between markers. Recombination 
frequencies defi ne a genetic distance that is not the same as a physical distance. 
Two loci that show 1% recombination are defi ned as being 1 centimorgan (cM) 
apart on a genetic map. However, for distances above about 5 cM, human genetic 
map distances are not simple statements of the recombination fraction between 
pairs of loci. Loci that are 40 cM apart will show less than 40% recombination. 
This result refl ects that recombination fractions never exceed 50% no matter how 
far apart are the loci. The female genetic map is larger than male due to a larger 
frequency of recombination. In general, for the whole human genome, the sex-
averaged fi gure is 1 cM = 0.9 Mb, but the actual correspondence varies very signifi -
cantly in different chromosomal regions. Usually there are more recombinations 
toward the telomeres of chromosomes and less toward the centromeres.

The value of the genetic map is that an the inherited disease can be located to 
the particular chromosomal region exploiting the inheritance of a DNA marker 
present in affected individuals (but absent in unaffected individuals), even though 
the molecular basis of the disease may not yet be understood nor the responsible 
gene identifi ed. Genetic maps have been used to fi nd the exact chromosomal loca-
tion of several important disease genes, including cystic fi brosis, sickle cell disease, 
Tay-Sachs disease, fragile X syndrome, and myotonic dystrophy. Currently, some 
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genetic linkage maps contain more than 100,000 polymorphic markers (see, for 
example, http://www.ncbi.nlm.nih.gov/SNP/).

Different types of physical maps are based on different techniques. For instance, 
the cytogenetic map is based on detection chromosomal bands, and an average 
band has from one to several Megabase of DNA. Chromosomal breakpoint maps 
can be based on somatic cell hybrid panels containing human chromosome 
fragments derived from natural translocation or deletion chromosomes. The resolu-
tion for such maps is usually several Megabases. Monochromosomal radiation 
hybrid (RH) maps have a distance between breakpoints that is often several Mega-
bases long. Whole genome RH maps have much higher resolution and can be as 
high as 0.5 Mb. The RH maps were very important for joining genetic and physical 
maps. They are based on in vitro radiation-induced chromosome fragmentation 
and cell fusion (merging human with other cells from other species to form hybrid 
cells) to create panels of cells with specifi c and varied human chromosomal com-
ponents. Assessing the frequency of marker sites remaining together after radiation-
induced DNA fragmentation can establish the order and distance between the 
markers.

Very useful were clone contig maps that could be constructed with YAC (or 
BAC, PAC) clones, and in this case, the average DNA insert has several hundred 
kilobases of DNA [24, 26]. If such a clone contig map was created using overlap-
ping cosmid clones (average insert is 40–45 kb), the quality of such a map is signifi -
cantly higher. A restriction map created with rare-cutting restriction enzymes like 
NotI can be very useful to check RH or clone contig maps [27].

A sequence-tagged site (STS) map requires prior sequence information and is 
based on mapping short known sequences using PCR amplifi cation.

An expressed sequence tag (EST) map is based on STSs that were generated 
from cDNA.

DNA fragments are called DNA markers after they were mapped to particular 
chromosomal regions. Such DNA markers are prerequisites for physical and genetic 
mapping of the genome. DNA markers are also important in the diagnosis of 
genetic diseases. DNA markers can be divided into several different classes depend-
ing on the way in which the markers were selected among the fragments of genomic 
DNA. Examples of such classes are anonymous, micro- and minisatellites, restric-
tion fragment length polymorphism (RFLP) markers, NotI linking clones, ESTs, 
STSs, and so on.

Another strategy of mapping is based on the completely different principle of 
NotI jumping and linking libraries [28, 29].

A big advantage to using chromosome jumping and linking clones is that they 
are small-insert vectors and mapping with these clones can be completely 
automated.

The basic principle of jumping is to clone only the ends of large DNA fragments 
rather than a continuous DNA segment (Figure 1.2-5). The DNA between two ends 
is deleted with the different biochemical techniques, and clones containing only 
the ends of a large DNA molecule are enriched by the mean of genetic or biochemi-
cal selection.

In general, jumping clones contain DNA sequences adjacent to neighboring NotI 
restriction sites, and linking clones contain DNA sequences surrounding the same 
NotI restriction site.



A NotI jumping library is a collection of cloned DNA fragments that contains 
the ends of large NotI genomic DNA fragments. A NotI linking library is a collec-
tion of cloned genomic DNA fragments fl anking the same NotI site. Basically, a 
linking library in combination with pulsed fi eld gel electrophoresis (PFGE) is suf-
fi cient to construct a physical chromosomal map. When linking clones are used to 
probe a PFGE genomic blot, each clone should reveal two DNA fragments, and 
they must be adjacent in the genome. In principle, with just a single library and 
digest, one should be able to order the rare cutting sites, but in reality, it is not 
possible because many fragments could have the same size. Using these two types 
of libraries, it is possible to move fast along the chromosome because the human 
genome contains a limited number of recognition sites for this enzyme (10,000–
15,000). The easiest way to establish the order of NotI sites is a shotgun sequencing 
of NotI linking and jumping clones (see below and Figure 1.2-5).

The most well-known and effi cient way (integrated approach) to construct NotI 
linking and jumping libraries is shown in Figure 1.2-6 [30, 31].

To construct linking libraries (Figure 1.2-6B), genomic DNA is completely 
digested with BamHI. (Libraries can also be constructed with BglII, EcoRI, etc., 
but not with frequently cutting enzymes like MboI or infrequently cutting enzymes 
like SalI.) Subsequently, the DNA is self-ligated at a low concentration of DNA 
(without a supF marker), to yield circular molecules as the main product. To elimi-
nate any remaining linear molecules, the sticky ends are partly fi lled-in with the 
Klenow fragment in the presence of dATP and dGTP (this is for the genomic DNA 
digested with BamHI; for other enzymes, partial fi lling-in with other nucleotides 
should be used). This way, all BamHI sticky ends will be neutralized and nearly 
all ends originated from linear molecules will be unavailable for ligation. Resulting 
DNA fragments are digested with NotI and cloned into λSK4, λSK17, and λSK22 
vectors. These vectors permit the cloning of DNA fragments from 0.2 to 24 kb. The 
resulting phage particles are used to infect E. coli cells in which only recombinant 
phages could grow (spi- selection, [12]).

To construct the NotI jumping library, the same DNA and vectors can be used. 
However, the fi rst steps are different. High-molecular-weight DNA is digested with 
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NotI and circularized at very low DNA concentration (0.1 μg/μL). Other steps were 
the same (Figure 1.2-6A).

The libraries can be converted into plasmid form, and sequences fl anking NotI 
sites can be generated with standard sequencing primers. This sequence informa-
tion can be used for generation of sequence tagged sites (STS). It was also demon-
strated that the sequencing of these clones is a very effi cient method for gene 
isolation because even short nucleotide sequences (approximately 500 bp from each 
side) fl anking NotI sites are suffi cient to detect genes [32, 33]. This approach was 
used for isolation of numerous new genes. The reason for this linkage of NotI sites 
and genes is the localization of practically all NotI sites in the CpG islands, which 
are tightly associated with genes.

A shotgun sequencing approach useful for the whole genome mapping was pro-
posed for NotI linking and jumping libraries constructed in λSK17 and λSK22 
vectors using an integrated approach [14, 29, 34]. This strategy was based on the 
fact that NotI sites in both libraries were available for the sequencing with standard 
sequencing primers, and sequence information about 800–1000 bp surrounding 
each NotI site could be easily obtained by automated sequencing. Plasmid DNA 
could be isolated automatically, and thousands of clones could be sequenced. Sub-
sequently the linear order of the NotI clones can be established using a computer 
program. This approach is schematically illustrated in Figure 1.2-5.

NotI linking and jumping libraries were very important for the mapping of two 
regions in the short arm of chromosome 3 and isolation of tumor suppressor genes 
from the AP20 and LUCA regions (RASSF1, G21, SEMA4B, RBSP3, etc.).
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1.2.6 MAIN APPROACHES TO SEQUENCE HUMAN GENOME

1.2.6.1 Hierarchical and the Whole Genome Shotgun Sequencing 
Scheme (WGS)

The international public (HGP) and American private (Celera) efforts to deter-
mine the sequence of the human genome exploited different approaches [9, 10, 35]. 
It is still not clear whether Celera’s whole genome shotgun sequencing (WGC) 
approach was really effi cient as they used publicly available data and it is not known 
to what extent.

The major points in the hierarchical or HGP approach [9] (Figure 1.2-7A) are 
as follows:

1. To construct a precise high-density STS map of the human genome. This map 
was integral and included not only STS but also genetic, microsatellite, FISH, 
and all other available mapping information.

2. To construct the clone contig of overlapping BAC and PAC clones. This 
contig was created and checked using a map constructed at the fi rst step.

3. Each BAC or PAC clone was sequenced using a shotgun sequencing strategy. 
These sequences were assembled into the draft human genome sequence.

The shotgun sequencing approach for sequencing relatively small inserts was 
developed a long time ago [3, 4]. This method is based on the building of a complete 
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insert sequence by randomly sequencing clones with overlapping inserts. To do this 
the insert DNA is subjected to partial digestion with a 4-bp cutter (like MboI) and 
the partially overlapping fragments are cloned at random into a suitable M13 or 
plasmid vector and sequenced. The sequence data obtained are fed into a computer 
programmed to detect overlaps between sequences and to assemble a composite 
sequence. Inevitably, this means a waste of efforts: The same sequence will be 
obtained over and over again.

Celera used a variant of this strategy that it named WGS [10] (Figure 1.2-7B). 
Central to the WGS strategy is preparation of high-quality plasmid libraries in a 
variety of insert sizes so that pairs of sequence reads (mates) are obtained; one is 
read from both ends of each plasmid insert. High-quality libraries have an equal 
representation of all parts of the genome and are constructed in three different 
sizes: 2 kb, 10 kb, and 50 kb. The method also involved end sequencing of some PAC 
clones that were carefully mapped. DNA fragments in these small-insert clones 
were generated by physical shearing of whole genomic DNA. According to the 
original predictions, this method requires the generation of sequences covering the 
whole genome not more than seven times.

The HGP and Celera announced that they have obtained a sequence of 92–97% 
of the human genome sequence and that a 7–10-fold genome sequence coverage is 
enough to generate an almost complete sequence for any human or mammalian 
genome. After 5 years, the scientifi c community understood that these estimations 
were overstated (see below), and even now when more than 10-fold genome sequence 
coverage was achieved, the human genome sequence is far from being complete.

An important point of both approaches is that the genome should be covered 
by sequences at least 10 times to yield contigs covering a signifi cant part of the 
genome. If the coverage is not extensive enough, then sequences and clones will 
represent unconnected and unordered islands. Thus, despite impressive progress, 
mapping and sequencing even of small genomes, like from one bacterial strain, is 
still expensive and laborious. As a result, genome mapping and sequencing efforts 
need to be concentrated to big centers, and independent work by smaller groups is 
seriously hampered.

Partly in view of these logistic and economic limitations, HGP and Celera 
approaches may not be the optimal solution, especially for several experiments 
addressing biocomplexity. After completion of one sequence from an organism, 
in many cases there will be a great demand for comparison with other individuals, 
related species, pathogenic and nonpathogenic strains, and so on, in the 
growing fi eld of comparative genomics. Such comparisons will be highly relevant 
for the better understanding of health, evolution, and ecology questions but must 
be performed by laboratories receiving considerably less funding than those 
involved in the recent high-profi le sequencing efforts. Another area is a sequencing 
of related bacterial strains and species in order to identify the genomic basis of 
their biological differences and their interactions within the human intestinal fl ora. 
What is a difference between pathogenic and nonpathogenic members of the gut 
fl ora?

The whole genome sequencing will be performed only for the selected organ-
isms. However, analysis of disease genes in other species may be extremely useful 
for the understanding of fundamental processes, leading to development of 
disease.



As the body of knowledge concerning the genome structure and genes in differ-
ent organisms grows, it also becomes unnecessary to collect total sequences with 
10–15-fold coverage for all organisms that would be interesting to study.

One of the most perspective solutions for this problem is sequencing using 
microarrays [36]. However, this approach will be not discussed here as it cannot 
be a strategy for the de novo sequencing. Two other alternative approaches that 
could be used for both the de novo and the comparative sequencing will be described 
below.

1.2.6.2 Massively Parallel Sequencing Approaches

The fi rst publication using beads for massively parallel sequencing was published 
by Dr. Sydney Brenner et al. (2000) [37]. They described a novel sequencing 
approach that combined non-gel-based signature sequencing with in vitro cloning 
of millions of templates on separate 5-μM-diameter microbeads. After construct-
ing a microbead library of DNA templates by in vitro cloning, a planar array of a 
million template-containing microbeads in a fl ow cell at a density greater than 3 ×
106 microbeads/cm2 was assembled. Sequences of the free ends of the cloned tem-
plates on each microbead were then simultaneously analyzed using a fl uorescence-
based signature sequencing method that does not require DNA fragment separation. 
Signature sequences of 16–20 bases were obtained by repeated cycles of enzymatic 
cleavage with a type IIs restriction endonuclease (BbvI), adaptor ligation, and 
sequence interrogation by encoded hybridization probes. The approach was vali-
dated by sequencing over 269,000 signatures from two cDNA libraries constructed 
from a fully sequenced strain of S. cerevisiae, and by measuring gene expression 
levels in the human cell line THP-1. This method is complicated and expensive and 
was used mainly for generation of SAGE tags (see below).

Recently MPSS principles were applied for long-range sequencing. Dr. George 
Church and his colleagues introduced a sequencer that uses a microscope and other 
off-the-shelf equipment [38]. With this technology, his team sequenced a strain of 
E. coli and could detect single-base-pair changes from an almost identical E. coli
genome. The approach reduces sequencing costs by 90%. Dr. Jonathan Rothberg 
has demonstrated the power of another cost-cutting technology called “454” [39]. 
Using this approach, Mycoplasma genitalium was sequenced.

Both groups save money by eliminating the need for bacteria and miniaturizing 
the process wherever possible. Instead of bacteria, they attach DNA to aqueous 
beads encased in oil where PCR amplifi cation was performed to produce the neces-
sary amount of DNA. That change alone could reduce by two thirds the costs 
associated with space and personnel. Moreover, both perform many thousands of 
these sequencing reactions at once in miniature “reactors,” decreasing the need for 
expensive chemicals. Once the DNA is ready, the two technologies diverge: The 
“454” technique uses pyrosequencing [40] to identify the bases and Church’s tech-
nique (MPS, multiplex polony sequencing) uses bursts of different fl uorescent 
colors, one each to a particular base, to distinguish the bases (sequencing by liga-
tion, [41]). Both use high-speed charge-coupled device cameras to record the 
labeled bases.

The “454” technique uses a novel fi ber-optic slide of individual wells and can 
sequence 25 million bases, at 99% or better accuracy, in one 4-hour run. To achieve 
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an approximately 100-fold increase in throughput over current Sanger sequencing 
technology, an emulsion method for DNA amplifi cation and an instrument for 
sequencing by synthesis using a pyrosequencing protocol optimized for solid 
support and picolitre-scale volumes was developed. In a pilot experiment, 96% of 
the M. genitalium genome was covered by sequence contigs at 99.96% accuracy in 
one run of the machine. The method could potentially allow one individual to 
prepare and sequence an entire genome in a few days. The sequencer itself, equipped 
with a simple detection device and liquid delivery system, and housed in a casing 
roughly the size of a microwave oven, is actually relatively low-tech. The complexity 
of the system lies primarily in the sample preparation and in the microfabricated, 
massively parallel platform, which contains 1.6 million picoliter-sized reactors in a 
6.4-cm2 slide.

Sample preparation starts with fragmentation of the genomic DNA, followed by 
the attachment of adaptor sequences to the ends of the DNA pieces. The adaptors 
allow the DNA fragments to bind to tiny beads (around 28 μm in diameter). This 
is done under conditions that allow only one piece of DNA to bind to each bead. 
The beads are encased in droplets of oil that contain all reagents needed to amplify 
the DNA using a standard tool called the PCR. The oil droplets form part of an 
emulsion so that each bead is kept apart from its neighbor, ensuring the amplifi ca-
tion is uncontaminated. Each bead ends up with roughly 10 million copies of its 
initial DNA fragment.

To perform the sequencing reaction, the DNA-template-carrying beads are 
loaded into the picoliter reactor wells—each well having space for just one bead. 
The technique uses a sequencing-by-synthesis method developed by Dr. Uhlen and 
colleagues [40], in which DNA complementary to each template strand is synthe-
sized. The nucleotide bases used for sequencing release a chemical group as 
the base forms a bond with the growing DNA chain, and this group drives a light-
emitting reaction in the presence of specifi c enzymes and luciferin. Sequential 
washes of each of the four possible nucleotides are run over the plate, and a detec-
tor senses which of the wells emit light with each wash to determine the sequence 
of the growing strand.

This new system shows great promise in several sequencing applications, includ-
ing resequencing and de novo sequencing of smaller bacterial and viral genomes. 
It could potentially allow research groups with limited resources to enter the fi eld 
of large-scale DNA sequencing and genomic research, as it provides a technology 
that is inexpensive and easy to implement and maintain. However, this technology 
cannot yet replace the Sanger sequencing approach for some of the more demand-
ing applications, such as sequencing a mammalian genome, as it has several limita-
tions [42].

First, the technique can only read comparatively short lengths of DNA, averag-
ing 80–120 bases per read, which is approximately a tenth of the read-lengths pos-
sible using Sanger sequencing. This means not only that more reads must be done 
to cover the same sequence, but also that assembling short reads into longer genomic 
sequences is a lot more complicated. This is particularly true when dealing with 
genomes containing long repetitive sequences.

Second, the accuracy of each read is not as good as with Sanger sequencing—
particularly in genomic regions in which single bases are constantly repeated. 
Third, because the DNA “library” is currently prepared in a single-stranded format, 



unlike the double-stranded inserts of DNA libraries used for Sanger sequencing, 
the technique cannot generate paired-end reads for each DNA fragment. The 
paired-end information is crucial for assembling and orientating the indivi-
dual sequence reads into a complete genomic map for de novo sequencing 
applications.

Finally, the sample preparation and amplifi cation processes are still complex and 
will require automation and/or simplifi cation.

In the MPS technique, sheared, size-selected genomic fragments (approximately 
1 kb in size) were circularised with a linker bearing MmeI (type IIs restriction 
enzyme) recognition site (TCCRAC). Then all noncircularized material was 
destroyed with exonuclease and circular molecules were amplifi ed using rolling 
circle amplifi cation with random hexamers. Afterward, resulting material was 
digested with MmeI. MmeI digests at a distance of 18/20 or 19/21 from its recogni-
tion site. In the MPS protocol, MmeI digestion results in 17-bp or 18-bp tags of 
unique genomic sequence. A sharp band at approximately 70 bp was purifi ed with 
6% PAGE, and DNA ends were blunted and ligated to two adaptors of different 
lengths. The molecules with two different adaptors at their ends were again purifi ed 
using 6% PAGE and PCR amplifi ed. Then sharp bands at approximately 135 bp 
were purifi ed on a 6% PAGE gel and emulsion PCR with 1-μm magnetic beads 
containing biotin labeled primer was performed. Millions of beads with amplifi ed 
DNA fragments (paired tags) were immobilized in acrylamid-based gel system and 
a four-color sequencing by ligation was made [41]. This method allowed to obtain 
13-bp sequencing information per tag separated by a 4- to 5-bp gap (sequencing 
per each tag was done from both ends). Thus, 26-bp information per amplicon was 
obtained (2 tags × 13 bp). In a pilot experiment, this technology was applied to 
resequence an evolved strain of E. coli, and according to the estimation, this was 
done on less than a one-error-per-million consensus bases. In this pilot experiment, 
two deletion genomic fragments and several 1-bp substitutions were detected in the 
analyzed E. coli strain.

Still, neither “454” nor the MPS method is up to speed yet. The accuracy of both 
should be improved by at least one order of magnitude. Also, to sequence mam-
malian genomes the length of sequence generated should be about 700 bases, but 
reads reported from these new approaches are between 26 and 110 bases.

1.2.6.3 Slalom Library: A Novel Approach to Genome Mapping 
and Sequencing

All described above sequencing approaches were based on sequencing of randomly 
generated DNA fragments.

We recently suggested a completely different and effi cient strategy for simultane-
ous genome mapping and sequencing. The approach was based on physically 
oriented, overlapping restriction fragment libraries called slalom libraries. Slalom 
libraries combined features of general genomic, jumping, and linking libraries. 
Slalom libraries could be adapted to different applications, and two main types of 
slalom libraries will be discussed below. This approach was used to map and 
sequence (with ∼46% coverage) two human PAC clones, each of ∼100 kb. This 
model experiment demonstrates the feasibility of the approach and shows that the 
effi ciency (cost-effectiveness and speed) of existing mapping/sequencing methods 
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could be improved at least 5–10-fold. Furthermore, as the effi ciency of contig 
assembly in the slalom approach is virtually independent of length of sequence 
reads, even short sequences of 19–20 bp produced by rapid, high-throughput 
sequencing techniques would suffi ce to complete a physical map and a sequence 
scan of a small genome.

Two slalom libraries are used in the fi rst type of approach. This approach allows 
us to construct contigs of plasmid clones covering a whole genome. However, these 
contigs will contain some gaps. Comparatively modest sequence information can 
be generated (20–25% of a genome). Using this technique, two (or more) bacterial 
strains (e.g., pathogenic and non pathogenic) could be quickly compared and patho-
genic islands could be identifi ed.

The main principle of the type I slalom libraries is shown in Figure 1.2-8 and 
looks similar to the computer-assisted long-range mapping with NotI linking and 
jumping clones (Figure 1.2-5). In this case, the role of NotI jumping library plays 
a standard EcoRI genomic (slalom “R”) library that is produced by complete diges-
tion of genomic DNA with EcoRI, and the role of a NotI linking library–EcoRI 
linking (slalom “BR”) library. Slalom “BR” library is constructed in exactly the 
same way as a NotI linking library using BamHI as a second enzyme and fulfi lls 
the connecting function joining EcoRI fragments. Shortly, DNA is digested with 
BamHI, circularized and cut with EcoRI (“BR” library). Thus, EcoRI in this case 
plays the role of a NotI enzyme.

Sequences from “BR” and “R” libraries are produced using standard reverse 
and forward sequencing primers and overlapping clones are found using a computer 
program. The homologies found will join the ends of EcoRI fragments in the “BR” 
library with the ends of EcoRI fragments in the “R” library to yield an ordered set 
of BamHI–EcoRI clones/STSs distributed along the genome.

Figure 1.2-8 shows the scheme where EcoRI and BamHI sites alternate. In 
reality, EcoRI sites and BamHI sites do not always alternate, and this will lead 
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Figure 1.2-8. The main idea of the slalom approach. Numbers designate identical end 
sequences in different libraries that can be joined by a computer program in a contig of 
overlapping clones. B represents BamHI, and R denotes EcoRI sites. Small horizontal 
arrows show short sequences fl anking EcoRI sites. The “BR” library plays a role of a linking 
library where EcoRI replaces NotI. The ordinary “R” library plays the role of a jumping 
library where EcoRI replaces NotI.



to the gaps in this set of overlapping clones, if several EcoRI or BamHI sites lie 
together. Thus, the genome will not be completely covered by clones because the 
information between some EcoRI and BamHI sites will be missing.

The problem with the gaps can be solved using the second variant of the slalom 
libraries (type II) where three libraries are used:

1. Standard, completely EcoRI digested (slalom “R”) library
2. Standard, completely BamHI digested (slalom “B”) library
3. EcoRI jumping (slalom “RBR” or connecting) library

This approach results in generation of plasmid clone contigs covering a whole 
genome without gaps. A large volume of sequencing information can be obtained 
(45–55% of a genome). The connecting library in this case is similar to a NotI 
jumping library. If the ultimate aim is to sequence the complete genome, then 
sequencing gaps could be fi lled-in using standard methods such as primer walking 
or transposon-mediated sequencing.

An “RBR” slalom library or EcoRI jumping library is prepared in the same way 
as a NotI jumping library using as a second enzyme BamHI. The only difference 
is that circularization after BamHI digestion is performed in the presence of a 
selective marker (e.g., KanR gene or oligonucleotide adaptor, etc.). The circular 
constructs are opened with EcoRI and cloned [43].

The “RBR” library can be constructed in a simpler way. Plasmid DNA isolated 
en masse from a slalom “R” library is digested with BamHI and circularized in the 
presence of KanR. Then E. coli cells are transformed with ligated DNA and plated 
on agar with kanamycin. The clones obtained in this manner will be identical in 
structure to the clones from an EcoRI jumping library prepared using the classic 
method.

By comparing the end sequences of the “B” library clones with the internal 
BamHI (from the marker fragment) sequences of the slalom “RBR” library clones, 
the BamHI clones can be positioned in relation to each other. After the comparison 
of end sequences in “R” and “RBR” libraries, EcoRI clones will be positioned 
relative to each other. Finally, EcoRI and BamHI clones will be assembled into a 
contig representing their organization in complete genome.

The EcoRI jumping library provides the connecting function in type II slalom 
libraries.

The major difference between the slalom library mapping/sequencing approach 
and other sequencing strategies is that the clones are generated according to a 
specifi c scheme and using complete digestion. As a result, the number of variants 
required to cover the whole genome decreases signifi cantly. The preparation of 
libraries for the slalom approach is remarkably simple: Only complete digestion 
with EcoRI or BamHI is used. There is no need for size separation, agarose gel 
purifi cation, or establishing conditions for partial shearing/digestion. There is no 
need to develop a new sequenator as any existing instrument can be used. Impor-
tantly, it is not necessary to keep all slalom clones because sequencing information 
can be used to design PCR primers and even large fragments (up to 40–50 kb) can 
be amplifi ed by long-range PCR.
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The slalom library approach differs fundamentally from the shotgun sequencing 
approach with respect to the effi ciency of assembly (EOA). The EOA for the latter 
method is strictly dependent on the length of sequencing reads. The longer the 
reads, the higher the EOA. As the slalom approach uses nonrandom fractionation 
of the DNA and each start site is tightly linked with the recognition site for the 
restriction enzyme, even very short sequences will, in principle, be enough to create 
a contig of the overlapping clones. The EOA of the slalom library approach is, 
therefore, essentially independent of read-length. Even the short sequences gener-
ated by pyrosequencing, MPS, or MPSS [37–40] should be suffi cient to completely 
cover a genome. As one person can generate thousands of sequences a day using 
a pyrosequencer, the minimal set of overlapping clones covering a 4-Mb genome 
can be completed in a couple of days. Repeat sequences are in fact less of a problem 
for the slalom approach than for the shotgun sequencing approach for several 
reasons [43].

It is important to stress that the benefi ts of the slalom approach are most obvious 
in comparative sequencing experiments in combination with high-throughput tech-
niques like pyrosequencing or MPSS (which are not com patible with the shotgun 
sequencing approach). Our particular experiments demonstrated that approxi-
mately 4% coverage would be enough to construct the contig of the overlapping 
clones and subsequently generate >20% ordered sequences with almost 100% 
effi ciency, i.e., with 0.2-fold coverage.

Of course, closing of the gaps will be done with signifi cantly lower effi ciency. 
However, the fi nishing stages of the shotgun sequencing approach are also the most 
expensive and time-consuming part of the process. Lander et al. [9] distinguished 
three types of gaps: gaps within unfi nished sequenced clones; and gaps between 
sequenced clone contigs, but within fi ngerprint clone contigs; and gaps between 
fi ngerprint clone contigs. The fi rst type is the simplest, and the third is the most 
complicated to close because constructing a contig of overlapping clones is the most 
diffi cult procedure. With the slalom approach, we already have a contig of overlap-
ping clones, and thus, we will only suffer from the fi rst, simplest type of gaps. It is 
important to mention another difference in the fi nishing stages of these two 
approaches. With the shotgun sequencing approach, sequences from different 
clones must be connected, and here highly related repeats, gene families, and poly-
morphisms will represent a major problem. These problems are nonexistent in the 
slalom approach, where a single insert should be sequenced.

The slalom strategy can increase several orders of magnitude the effi ciency 
of mapping and sequencing, i.e., decrease the cost and labor, and increase the 
speed of sequencing project fullfi llment (see Table 1.2-1). This strategy will allow 
the establishment of a physical map with a minimal set of overlapping clones that 
will pinpoint differences in genome organization between organisms. At the same 
time, a considerable sequence coverage (about 50%) of the genome at a less than 
onefold coverage will be achieved. This will make it possible to locate virtually 
every gene in a genome for more detailed study. The method makes it economically 
and logistically possible for a wide range of laboratories to gather the detailed 
information about large numbers of genomes. It offers a way to use genomics tech-
niques for the study of biocomplexity, evolution, and taxonomy in the close 
future.



1.2.7 IDENTIFICATION OF GENES. HOW MANY GENES ARE IN THE 
HUMAN GENOME?

1.2.7.1 Many Approaches Exist for Gene Identifi cation

The most important for the majority of research tasks is identifi cation of genes in 
a particular region of the human genome. The different tissues in the body express 
information across a wide range, between less than 2000 (in specialized and ter-
minally differentiated white blood cells) and more than 20,000 (in the placenta). 
Several methods were suggested previously for gene identifi cation [3, 4]. Genomic 
DNA can be used as a probe to screen cDNA libraries. Different approaches were 
developed to capture cDNA clones using genomic DNA attached to a solid sub-
strate (e.g., magnetic beads, nylon fi lters) as a target to that cDNA clones can 
hybridize. To identify genomic sequences that could be expressed as a special 
approach, exon trapping was suggested. For example, in the method of Church 
et al. [44], the DNA is subcloned into a plasmid expression vector pSPL3 that 
contains an artifi cial minigene that can be expressed in a suitable host cell. The 
minigene consist of the following:

1)  Segment of the simian virus 40 (SV40) genome that contains an origin of 
replication plus a powerful promoter sequence.
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TABLE 1.2-1. Slalom Strategy and Shotgun Sequencing Approach

 Slalom Shotgun

Sequence coverage  A. Minimal set of overlapping A. Random clones, 
 1.2-fold clones; restriction map no map
 B. 20–25% of sequences are  B. Practically no

ordered into STS islands ordered sequences
covering the whole genome (appr. 50–70% of 

 (+appr. 30% of unordered  unordered sequences)
  sequences)  
Pyrosequencing 4%  Minimal set of overlapping  No use
 coverage  clones; restriction map
Pyrosequencing plus 20–25% of sequences are  No use
 sequencing unique   ordered into STS islands
 clones (25–30%   covering the whole genome
 coverage)
Sequence coverage  1 10–15
 needed to achieve 
 95% of complete 
 sequence
Sequence coverage  4% (0.04-fold) At least 6–8-fold
 needed to compare   (600%–800%)
 two genomes and 
 isolate clones/genes
 completely covering
 regions of divergence
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2)  Two splicing-competent exons separated by an intron that contains a multiple 
cloning site (MCS).

3) SV40 polyadenylation site.

The recombinant DNA is transfected into a strain of monkey cells, known as 
COS cells. COS cells were derived from monkey CV-1 cells by artifi cial manipula-
tion, leading to integration of a segment of the SV40 genome containing a defective 
origin of replication (ori). The integrated SV40 segment in COS cells allows any 
circular DNA that contains a functional oriSV40 to replicate independently of the 
cellular DNA. Transcription from the SV40 promoter results in an RNA transcript 
that normally splices to include the two exons of the minigene. If the DNA cloned 
into the MCS contains a functional exon, then the additional exons can be spliced 
to the minigene exons. After isolation of RNA and preparing cDNA, PCR reactions 
with primers specifi c for the minigene exons is made. Agarose gel electrophoresis 
can easily distinguish between normal splicing and splicing involving exons in the 
insert DNA.

Another method to identify expressed sequences is called zoo-blotting. In this 
method, genomic DNA fragments are hybridized at reduced hybridization strin-
gency against a Southern blot of genomic DNA samples isolated from different 
species. This method is based on a fact that expressed sequences are usually well 
conserved, and for example, human DNA fragment with exons from RB1 gene will 
hybridize to mouse and pig genomic DNA fragments containing RB1 gene.

However, all of these methods are laborious, time consuming, and ineffi cient.
Currently, three approaches are the most popular for the identifi cation of 

expressed sequences/genes in the genomic DNA: computer analysis of DNA 
sequences for possible exons, identifi cation of CpG islands that can be done both 
experimentally and using bioinformatics, and large-scale sequence analysis of tran-
scribed sequences, like sequencing of ESTs, SAGE, and CAGE.

Bioinformatic methods to identify genes will not be discussed here as special 
journal issues are focused on this topic, and many new programs appeared every 
year. In principle, these programs could be divided into two classes. One type of 
program predicts genes using only genomic sequences. These programs can also 
compare genomic DNA sequences from different organisms and search for con-
served sequences. The second type of program compares different cDNA, EST, 
and genomic sequences to fi nd the most possible gene sequence. This method is 
more reliable; however, it is important to remember that all computer programs 
frequently predict nonexisting genes and exons and miss really existing genes and 
exons. Thus, all computer-predicted genes/exons need experimental confi rmation. 
In cases when a gene has alternative 5′ and 3′ ends and different splicing forms 
computer programs are not very much helpful.

1.2.7.2 CpG Islands

The dinucleotide CpG is notable because it is greatly under-represented in human 
DNA, occurring at only about one fi fth of the roughly 4% frequency that would 
be expected by simply multiplying the typical fraction of Cs and Gs (0.21 × 0.21). 
The defi cit occurs because most CpG dinucleotides are methylated on the cytosine 
base, and spontaneous deamination of methyl-C residues gives rise to T residues. 



Spontaneous deamination of ordinary cytosine residues gives rise to uracil residues 
that are readily recognized and repaired by the cell. As a result, methyl-CpG 
dinucleotides steadily mutate to TpG dinucleotides. However, the genome contains 
many CpG islands that represent stretches of unmethylated DNA with a higher 
frequency of CpG dinucleotides when compared with the entire genome [9, 10, 13, 
32, 33, 45]. CpG islands are believed to preferentially occur at the transcriptional 
start of genes, and it has been observed that most housekeeping genes have CpG 
islands at the 5′ end of the transcript. In addition, experimental evidence indicates 
that CpG island methylation is correlated with gene inactivation and has been 
shown to be important during gene imprinting and tissue-specifi c gene expression. 
Thus, identifi cation of CpG methylation is crucial for isolation of tumor suppressor 
genes and early diagnosis of cancer [46, 47].

CpG islands are usually 1–2 kb long and are dispersed in the genome. They are 
called CpG (rich) islands because the %(G+C) of CpG island sequences usually 
exceed 60% and the human genome contains on average about 40% of C+G
content. The combination of G+C richness and lack of CpG suppression means 
that CpG islands contain 10–20 times more CpGs than an equivalent length of 
non-island DNA. Altogether, there are about 30,000 to 45,000 islands in the haploid 
genome (the average spacing is about 1 per 100 kb). It is now clear that the majority 
(if not all) of CpG islands are associated with genes.

As one of the main goals of the human genome project is the isolation of all 
genes and the construction of a transcriptional gene map, it is clear that markers 
located in the CpG islands have an additional value for physical mapping. It has 
been shown that recognition sites for many of the rare cutting enzymes are closely 
associated with CpG islands. For example, at least 82% of all NotI and 76% of all 
XmaIII sites are located in the CpG islands. More than 20% of CpG island-
containing genes have at least one NotI site in their sequence, whereas about 65% 
of those genes have XmaIII site(s). Summarizing the data for all genes (with 
or without CpG islands), we can conclude that approximately 12% of all well-
characterized human genes contain NotI sites, and 43% of them have XmaIII sites. 
For human genome mapping this means that by sequencing DNA fragments con-
taining a NotI site, it is possible to tag up to one fi fth of all expressed genes. As 
discussed, the recombinant clone containing a NotI (or other rare cutting enzymes) 
recognition site is called a linking clone.

How many genes contain the human genome? This question is diffi cult, and the 
answer is very much dependent on the defi nition of a gene. According to Celera 
and HGP, the human genome contains approximately 30,000–35,000 genes.

However, sequencing of NotI linking clones suggested that the human genome 
contains 15,000–20,000 NotI sites, of which 6000–9000 are unmethylated in any 
particular cell. It means that the human genome contains 45,000–60,000 genes 
[33].

Comparison of our database containing experimentally obtained NotI linking 
sequences with complete chromosome 21 and 22 sequences revealed several inter-
esting features. First, it was shown that chromosome 22 contains greater than 
twofold more genes than chromosome 21 (545:225 = 2.4), and we see the same ratio 
within the NotI fl anking sequences (119:49 = 2.4). We have demonstrated 
that nearly all our NotI clones contained genes and suggested that 12.5–20% of all 
genes contain NotI sites [32]. This correlates well with the number of genes on 
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chromosomes 21 and 22 (168/770 = 22%). Second, according to sequencing, the 
two chromosomes contain 390 NotI sites. Therefore, if we assume that each NotI 
site is associated with a gene, then almost half of the genes contain NotI sites. This 
estimate seems excessive.

The human genome sequence data cannot discriminate between methylated and 
unmethylated cytosines. There are several algorithms for the identifi cation of CpG 
islands on the basis of primary sequence. One quantitative defi nition holds that 
CpG islands are regions of DNA >200 bp with C+G content of >50% and a ratio 
of the “observed vs. expected” frequency of CG dinucleotides, which exceeds 0.6 
[48, 49]. The ratio for the entire genome is approximately 0.2 [9]. According to the 
previous data, 82% of NotI sites are located in CpG islands (see above). It is 
important to note that these data were obtained either using computational methods 
or limited experimental datasets. Using the NotI cloning method, only unmethyl-
ated NotI sites can be isolated. Comparing the experimental NotI cloning method 
and computer-based identifi cation of CpG islands [9, 33], two main features are 
apparent: The fraction of sequences with >80% CG content is nine times higher 
in the NotI collection, i.e., 142 vs. 22 sequences. Another striking fi nding is that 
even NotI fl anking sequences with CG content less than 50% have a very high ratio 
of observed versus expected frequency of CG dinucleotide: 0.71. This suggests that 
essentially all NotI fl anking sequences generated in the study are located in CpG 
islands, and therefore, the computational method misses at least 8.7% of CpG 
islands associated with NotI sites. Thus, existing tools for computational determi-
nation of CpG islands fail to identify a signifi cant fraction of functional CpG 
islands, and unmethylated DNA stretches with a high frequency of CpG dinucleo-
tides can be found even in regions with low CG content.

1.2.7.3 SAGE and CAGE Approaches to Analyze Human Transcriptome and 
to Estimate the Number of Human Genes

Another approach to identify genes and analyze their expression pattern in human/
mammalian cell is large-scale sequencing of transcribed sequences. Sequencing of 
ESTs and isolation of full-length cDNA clones was known a long time ago and will 
not be discussed here. Recently two novel high-throughput methods for the analysis 
of human transcriptome were developed: serial analysis of gene expression (SAGE, 
[50]) and cap analysis gene expression (CAGE, [51]). Both methods are based on 
the generation of short sequence tags. Each of these tags is assumed to identify a 
gene transcript.

SAGE is based on two principles. First, a specifi c adaptor is ligated to cDNA 
close to the 3′ end of the mRNA (polyA tail). This adaptor contains a recognition 
site for a type IIs restriction aendonuclease. Originally, it was FokI, and in a recent 
modifi cation (LongSAGE), MmeI was used [50, 52]. FokI generates 13–14-bp, and 
MmeI generates 20–21-bp tags. The 21-bp tag consists of a constant 4-bp sequence 
representing the restriction site at which the transcript was cleaved, followed by a 
unique 17-bp sequence derived from an adjacent sequence in each transcript. Theo-
retical calculations show that >99.8% of 21-bp tags are expected to occur only once 
in genomes the size of the human genome. Similar analyses based on actual 
sequence information from ∼16,000 genes suggest that >75% of 21-bp tags would 
be expected to occur only once in the human genome, with the remaining tags 



matching duplicated genes or repeated sequences. Second, to optimize the quanti-
fi cation of transcripts, tags are ligated together to form “ditags,” which are then 
concatenated and cloned. Sequencing tag concatemers in parallel allows the iden-
tifi cation of up to ∼30 tag sequences in each sequencing reaction. Matching tags to 
genome sequences identifi es the gene corresponding to each tag, and the number 
of times a particular tag is observed provides a quantitative measure of transcript 
abundance in the RNA population.

CAGE is similar to SAGE in principle; however, it is based on preparation and 
sequencing of concatamers of DNA tags deriving from the initial 20 nucleotides 
from 5′ end mRNAs.

The method essentially uses cap-trapper full-length cDNAs to the 5′ ends of 
which linkers are attached [53, 54]. This is followed by the cleavage of the fi rst 20 
base pairs by class IIs restriction enzymes (Mme) and then another linker is ligated. 
After it, PCR amplifi cation, excision of tags, their concatamerization, and cloning 
of the CAGE tags was performed. CAGE tags derived by sequencing these clones 
are mapped to the genome and used for expression analysis, as well as for the 
determination of the 5′ end borders of new transcriptional units. Thus, in contrast 
to SAGE, CAGE allows high-throughout gene expression analysis and the profi ling 
of transcriptional start points, including promoter usage analysis.

SAGE and CAGE concatamer sequencing is more cost-effective than a full-
length cDNA library sequencing because of the much higher throughput of identi-
fi ed tags.

In a recent study (FANTOM 3 project), full-length cDNA isolation and 5′- and 
3′-end sequencing of cloned cDNAs was combined with CAGE, gene identifi cation 
signature (GIS), and gene signature cloning (GSC) ditag technologies for the iden-
tifi cation of RNA and mRNA sequences corresponding to transcription initiation 
and termination sites [55]. In this study, paired initiation and termination sites were 
identifi ed and the boundaries for 181,047 independent transcripts in the mouse 
genome were established. In total, 1.32 5′ start sites for each 3′ end and 1.83 3′ ends 
for each 5′ end are found. Based on these data, the number of transcripts is at least 
one order of magnitude larger than the estimated 22,000 “genes” in the mouse 
genome, and the large majority of transcriptional units have alternative promoters 
and polyadenylation sites. To extend the mouse data, two human CAGE libraries, 
one constructed with random primers and the other with oligo-dT primers, were 
combined to produce 1,000,000 CAGE tags. Mapping of these tags to the human 
genome identifi ed the likely promoters and transcriptional starting site of many 
genes and clearly indicates that the same level of transcriptional diversity occurs 
in humans as in mice and is at least 10 times as great as the number of “genes.”

Of the 102,281 FANTOM3 cDNAs, 34,030 lack any protein-coding sequence 
(CDS) and are annotated as non-protein-coding RNA (ncRNA). The function of 
ncRNAs is a matter of debate [56], but it is clear that some of them are very impor-
tant for transcription regulation. Some ncRNAs are highly conserved even in 
distant species. According to the previous data, only 1–1.5% of the human genome 
is spanned by exons and 75% of the genome is non-transcribed intergenic DNA. 
However, FANTOM 3 data demonstrated that the majority (more than 60%) of 
the mammalian genome is transcribed and commonly from both strands.

Analysis of the output of FANTOM 3 suggested that many more transcripts 
were still to be discovered and only the future can reveal the actual complexity in 
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the mammalian transcriptome. Very similar conclusions were made in another 
detailed study of human transcriptome [57, 58].

1.2.8 WAS IT WORTH IT TO SEQUENCE HUMAN GENOME?

The Human Genome Project was controversial from the beginning. Some criticism 
concerns scientifi c strategy and the ways in which it was executed [1–4]. Is it impor-
tant to sequence the whole human genome or only coding DNA sequences (genes)? 
Now it is clear that DNA sequences recognized previously as a “junk” in fact are 
very important for understanding how human genome functions. This “junk” DNA 
contains important regulatory sequences, ncRNAs, and probably the most intrigu-
ing discoveries will come from areas considered as wastelands. Many ethical ques-
tions arose during the HGP. For instance, sample collection from individuals was 
often done without proper consultation or explanation of the possible future use. 
As the HGP moved forward, commercial concerns were increasingly taking a stake 
in the research. Large fi nancial investments from big companies can monopolize 
certain research areas, for example, sequencing of cDNA and gene identifi cation. 
By subsequently seeking patents to protect their fi nancial investments, they raised 
a question: Who owns the human genome?

Any major scientifi c advance carries with it the fear of exploitation, and HGP 
is not an exception. For example, knowledge of disease-associated mutations can 
be used for disease prevention, and at the same time, it can be used for discrimina-
tion. The comprehensive knowledge of human genome and genes can lead to bio-
logical determinism and revival of eugenics with all its negative consequences.

Another objection was that funding of the HGP would be done at the expense 
of other scientifi c directions.

The human genome map and sequence still contain many uncertainties, and only 
careful examination by some research group focusing on a particular genomic 
region can produce a reliable map and sequence. For instance, we have cloned all 
NotI sites and constructed a physical map for two chromosome 3 regions containing 
tumor suppressor genes [26, 59, 61]. In the course of these studies, it became appar-
ent that large-insert vectors from these regions were unstable, sensitive to deletions 
and rearrangements, and the original maps produced by HGP were erroneous [26, 
59, 60].

It should be emphasized that the enormous efforts deployed on sequencing the 
human genome are extremely important; however, a critical role remains for veri-
fi ed, integrated maps. In sequencing, the short and long repeats spread throughout 
the genome are sources of numerous errors. These errors are diffi cult to identify 
with the shotgun strategy, but they become evident when mapping information is 
combined with the sequence. Furthermore, diffi culties in sequence assembly caused 
by the existence of large families of recently duplicated genes and pseudogenes are 
easier to resolve using integrated maps.

In many cases, sequence and mapping information is duplicated, overlapping, 
or contradictory. One must always keep in mind that even absolutely correct and 
long nucleotide sequences may be localized incorrectly along the chromosomal 
DNA if the appropriate accompanying mapping information is ignored. For this 
reason, despite the vast amount of information currently available, there is an 
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urgent need to reconcile this information in a unifi ed framework, to generate an 
integrated noncontroversial map for each chromosome.

The draft human genome sequence produced by HGP was estimated to cover 
at least 92% of the whole human genome. However, it contained only 55.7% of the 
NotI fl anking sequences and Celera’s database contained matches to 57.2% of the 
clones. The data suggest that the shotgun sequencing approach used to generate 
the draft human genome sequence resulted in a bias against cloning and sequencing 
of NotI fl anks. Even in 2005 up to 5% of our NotI fl anking sequences (that are also 
incomplete!) are not present in the human genome sequence available in public 
databases.

Several explanations can be offered to account for the low representation of NotI
fl anking sequences in the draft human genome sequences. One potential explana-
tion is that the cloning of some NotI containing regions may be selected against 
experiments with large-insert cloning vectors. Our experience has also proven that 
even in small-insert plasmid vectors, some human sequences are more easy to clone 
than other. In our procedure, we directly selected clones containing NotI sites, and 
in a shotgun sequencing approach, such sequences could be under-represented. An 
alternative explanation, based on the observation that some NotI fl anking sequences 
can have 100% identity over long DNA stretches [62], is that some NotI sites were 
incorrectly fused in the assembly process. Furthermore, our experience demon-
strated that sometimes it is very diffi cult to read NotI fl anking sequences because 
of extremely high CG content. During human genome assembling, such sequences 
would be eliminated as possessing low-quality data. Further experimental analysis 
is needed to conclusively identify the cause(s) of the bias.

HGP resulted in enormous progress in automation of sequencing and other 
molecular biology methods.

It gives us new tools for disease-gene discovery. In fact, the information obtained 
during the HGP helps rather than hinders small research groups. It is still impor-
tant to remember that only the euchromatin portion of the genome was sequenced, 
and it is not clear to what extent it was done. Many heterochromatin regions are 
practically not sequenced, and they most probably contain many unknown genes 
and other functionally important sequences. Thus, the draft human genome 
sequence was made, but it is a very long way to obtain a really complete human 
genome sequence and to understand how many genes it contains and how it 
functions.
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1.3.1 INTRODUCTION

The probability of success in drug discovery and development is highly dependent 
on good planning right from the beginning, a rational approach to each phase in 
the light of the ultimate goal, and—unsurprisingly—good science. There are many 
possible reasons for the recent dearth of new molecular entity or new biological 
entity submissions to regulatory agencies [1, 2]. One possible reason is suboptimal 
discovery and development strategies for novel targets with little known biology 
[3]. In the late 1980s and early 1990s, drug discovery was specialized to an extent, 
with small-molecule drug discovery the domain of pharmaceutical companies and 
macromolecule discovery practiced by biotechnology companies. Today, drug dis-
covery in both areas is practiced widely in both arenas. Large pharmaceutical 
companies have embraced biological therapies, in particular therapeutic anti-
bodies, and large biotechnology companies have added small-molecule discovery 
to complement their macromolecular portfolio with orally available medicines. 
Pharmaceutical companies realize this portfolio diversifi cation either by expanding 
or readjusting internal research or by collaborations with biotechnology compa-
nies. In either case, preclinical development is often conducted by the larger of the 
partners, and a comprehensive understanding about the different approaches to 
either drug class is critical.

Small molecules and macromolecules differ in much more than size, and this 
overview will discuss the consequences for each stage of drug discovery and 
development.

With a few exceptions, small molecules are synthesized chemically and are 
smaller than 600 daltons. For the purpose of this overview, macromolecules are 
defi ned as protein molecules of approximately 150 Kd, designed to bind to and 
functionally affect drug targets. The majority of these macromolecules are antibod-
ies and antibody derivatives, which constitute approximately 25% of therapeutic 
entities currently in development [4]. Another highly represented class includes 
receptor fusion proteins. This overview will not describe other large molecules, 
including therapeutic proteins (naturally existing human proteins used for thera-
peutic purposes), antisense or siRNA, gene therapy, and others. However, many of 
the general concepts discussed here can be applied to such drug candidates as 
well.

The molecular weight and domain structure of antibodies or antibody deriva-
tives are the basis for important limitations and potential advantages when 



compared with the traditional drug discovery process. Although antibodies 
are at somewhat of a disadvantage because they are limited to soluble, cell-
surface, and tissue matrix targets, their domain structure leads to very signifi cant 
time-based advantages in the lead fi nding and the lead optimization phase 
(Figure 1.3-1).

Drug discovery today relies on the selection of specifi c and disease-relevant drug 
targets. Traditional (pre-1990) drug screening, based purely on observed pharma-
cological effects in vivo, has fallen out of favor due to regulatory pressures to 
conduct discovery research on well-characterized and validated targets. New 
screening technologies, coupled with the concept of using small molecules to com-
plement gene-based methods of perturbing protein function, has generated renewed 
interest in this past paradigm and allows for the successful combination of phar-
macological drug screening with the identifi cation of specifi c and potentially new 
and novel targets in the “druggable genome” [5, 6]. The current general focus 
toward drug candidates with known mechanisms of action has important conse-
quences for preclinical development. Whereas more standardized safety assess-
ments were appropriate for drug candidates with unknown mechanisms, the 
understood biology of the drug action today allows and requires an appropriate 
adjustment at each stage. However, caution about any claim of a “known mecha-
nism” is warranted. Indeed, although the industry worked previously on drug 
targets with, in some cases, more than 20 years of academic research into target 
biology, the Human Genome Project has led to work and focus on poorly under-
stood targets. Therefore, drug discovery and development of the future has to 
undertake target validation work in parallel with drug discovery, consider the 
assumed mechanism in all formal pharmacology and safety assessments, and main-
tain the safety net of traditional drug safety studies.

1.3.2 TARGET SELECTION AND DRUG DISCOVERY APPROACHES

The term “target” describes a specifi c molecular entity, most often a protein, pre-
sumed to play a role in the pathogenesis of a disease state. A target can then be 

Figure 1.3-1. Critical path in the drug discovery process.
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defi ned precisely with molecular biology tools and can be affected by the action of 
a specifi c drug in a manner benefi cial to the patient. Estimates place the number 
of targets modulated by currently marketed drugs at between 120 and 500, with 
only about 7% of medicines not having a clearly defi ned target [7]. Target selection 
starts typically with an analysis of met or unmet medical need and a comprehensive 
understanding of the pathophysiogical processes underlying the human disease of 
interest. Companies or academic researchers are typically focused on a limited 
number of key indications (such as cardiovascular disease, diabetes, autoimmune 
disease, and cancer) and have signifi cant and relevant internal discovery expertise. 
This includes, to some extent, novel target discovery and will in most cases include 
target identifi cation and validation [8]. Indeed, some level of confi dence in 
mechanism-based target validation is a key component of any discovery project 
considering that, industry-wide, 30–40% of experimental drugs fail because an 
inappropriate or non-physiologically relevant biological target was pursued [9].

Once a preferred set of targets is identifi ed, the viability and tractability of a 
small molecule or macromolecule approach can be assessed. In general, differences 
in physicochemical properties between small and macromolecules may help drive 
the approach strategy. For example, intracellular and nuclear proteins are often 
best targeted by small molecules that would more easily overcome cellular perme-
ability barriers in order to reach the desired target. The molecular weight of 
approximately 150 Kd precludes antibodies from entering cells. Some initial prog-
ress has been made to overcome this limitation through the use of viral peptides 
as vectors for macromolecular delivery into cells [10–15]. Commercially viable 
therapeutic applications in this direction are not expected to materialize in the 
short term, because the research efforts are still in the early discovery phase. 
Another approach under investigation is the use of antibodies directed toward 
specifi c internalizing receptors, which can then carry their “payloads” into cells 
[16]. Cell-surface receptors are often ideal candidates for both small molecule and 
macro molecule approaches, whereas soluble or circulating proteins are most often 
targeted by high-affi nity macromolecules. Typical selection criteria are summa-
rized in Table 1.3-1 and may be used to determine which technology could be 
applicable. Additional factors that can infl uence target selection include those 
listed in Table 1.3-2. The key point is that the decision of whether to use a small 
molecule or macromolecule approach within a discovery project needs to be made 
early in the process, because intrinsic molecular differences will subsequently 
affect program strategy all the way through to the clinical setting.

The size and structure of small molecules and macromolecules also have very 
important consequences for some key steps in drug discovery. It is readily apparent 
that the molecular weight of a drug determines the “footprint” of the drug on the 
target and related molecules. Macromolecules, including antibodies and receptor-
based fusion proteins, have evolved to be able to accurately distinguish between 
closely related target structures. They can accomplish this by using structural dif-
ferences on a larger surface area than is typically accessible for small-molecule 
affi nity. Indeed, the footprint of antibodies is estimated to be on the order of about 
5 times larger than that of a typical small molecule. However, high specifi city 
requires careful antibody selection and optimization. Desired specifi city has to be 
accomplished while maintaining orthologue (similar gene family member in another 
species) binding to enable preclinical development.



TABLE 1.3-1. Criteria for Selecting a Small Molecule or Macromolecule Approach

Target Features Small Molecule Macromolecule

Extracellular Location

Soluble nonenzymatic − +
 protein/peptide
Soluble enzyme + (+)1

Soluble hormones and − +
 mediators

− +
Receptor for − +
 protein/peptide
 (proteinergic GPCR)
Receptor for nonpeptide + (+)2

 hormone (aminergic
 GPCR)
Pathogen external − +
 protein, nonenzymatic
Pathogen, external + (+)1

 protein, enzymatic

Intracellular Location

Receptor associated + (+)3

 enzymatic proteins
Cytosolic enzymatic + −
 proteins
Nonenzymatic proteins + −
Enzymes of pathogenic + −
 organisms

1 Enzyme inhibitory antibodies are theoretically possible, but evidence is sparse [17].
2 Agonistic or agonistic antibodies are theoretically possible, but evidence is sparse [18].
3 Indirect effect by interaction with extracellular receptor portion feasible; no evidence for enzyme 
inhibitory antibodies [19].
Abbreviation: GPCR = G-protein-coupled receptor.

TABLE 1.3-2. Additional Target Selection Criteria

Target Selection Criteria Small Molecule Macromolecule

CNS location Requires specifi c Required dose to achieve
  compound characteristics  effect in vivo may be
  for BBB penetration  too high
Homology within  Specifi city may be diffi cult Specifi city achievable,
 protein family  to achieve  but orthologue binding
   required
Druggability Assessed after high-throughput Consider different
  library screen, consider  approaches if the fi rst
  macromolecule if screen  fails (in vivo/in vitro)
  fails
Protein/protein  Diffi cult to achieve, but Often achievable
 interaction  examples available [20]

Abbreviation: CNS = central nervous system.
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Another key difference related to size is the difference between small molecules 
and macromolecules in the degree of interdependence of domains. Although 
careful evaluation of a structure-activity-relationship (SAR) can readily determine 
domains in small molecules affecting metabolism, specifi city, and other alternative 
domains, the optimization of these domains will often infl uence other parameters 
in a positive or, more often, in a negative manner. In macromolecules, the protein 
domains are for the most part independent, and optimization of a single parameter, 
such as specifi city in the antigen binding region, will typically not affect half-life, 
which is determined by a different domain [21–23]. Optimization of small mole-
cules is therefore “multidimensional,” whereas macromolecule optimization is, to 
the most extent, “one-dimensional.” For this, and other reasons, drug discovery 
using macromolecules tends to be more rapid than lead identifi cation and optimiza-
tion of small molecules.

1.3.3 TARGET PRODUCT PROFILE

The critical role of an early agreement on a target product profi le (TPP) for any 
new discovery project has been reviewed recently [3]. Briefl y, a target product 
profi le describes the exact expectations for the drug candidate in specifi c quantita-
tive terms. The parameters will vary depending on whether the desired molecule 
would be “fi rst in class” or “best in class” for a given target. For best & in class, 
the TPP is often more rigorous because the new therapeutic must be demonstrated 
to be superior to accepted standard-of-care entities (gold standard) currently on 
the market. In general, the TPP describes the main development objectives in a 
precise, focused manner. It can serve as a tool for planning and decision making 
through the course of the research and development program. Ideally it anticipates 
product claims that can be realistically expected based on preclinical results and 
can be translated to and confi rmed during development. For small-molecule drugs, 
this includes the proposed mechanism of drug action, specifi city, affi nity, in vitro
and in vivo potency, pharmacokinetics, tissue distribution, solubility (LogP [less 
hydrophobic], LogSw [more soluble]), metabolism, chemical accessibility, accept-
able safety profi le (both mechanistic and nonmechanistic), and biomarker require-
ments. For macromolecules, the criteria include mechanism of action, epitope, 
specifi city (including reactivity with relevant preclinical toxicology species), affi n-
ity, potency, constant region isotype, effector function readout, expression rate in 
mammalian cells, stability in typical formulations, side effects, pharmacokinetics 
from relevant models, and biomarker requirements. Target product profi les should 
be agreed to by all functions who will be involved in the project during its lifetime, 
including discovery, preclinical safety, clinical, manufacturing, and others. Modifi -
cations of a target product profi le should be considered carefully and only based 
on new data.

1.3.4 LEAD IDENTIFICATION

Table 1.3-3 summarizes the most prevalent key technologies available today for 
lead identifi cation of small molecules and macromolecules. This landscape is ever-
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changing, and new technological innovations occur frequently. As a caveat, fusion 
proteins will often use preexisting binding domains (typically receptors) and are 
not considered in this table.

1.3.4.1 Small Molecules

Collections and Screening. Frequently, a small-molecule drug discovery approach 
identifi es the initial lead molecules primarily by high-throughput screening of vast 
corporate compound collections against a biochemical target that is associated with 
a disease state. In general, most pharmaceutical companies will screen between 
750,000 to up to 2 million chemical entities in search of a hit set. Although many 
corporate collections can exceed the 2 million sample mark, it becomes an economic 
exercise to reduce this, as well as a case of data management to effectively process 
and act on the results. A variety of innovative high-throughput screening assay 
formats have been developed that render this process effi cient for surveying a 
reduced set of 500,000 to about 1.5 million entities as either single compounds or 
mixtures [25]. With increasing pressure to identify and optimize molecules faster, 
this process has been supplemented with alternative lead identifi cation approaches 
such as nuclear magnetic resonance (NMR) [39, 40], fragment-based screening [37, 
38], and others (see Table 1.3-3). Outside of the traditional microtiter plate-based 
biochemical assays, signifi cant utilization of affi nity selection mass spectrometry 
(ASMS) has become a primary screening paradigm in the past several years. 
Mass spectrometry-based measurement of small-molecule–protein interaction has 
subsequently produced results for challenging targets and has provided a cost-
effective, rapid method to screen large compound collections while validating hits 
using plate-based biochemical techniques on smaller subsets [28, 29]. Various 
in silico hit selection techniques have been developed and applied as complementary 
approaches [47] to minimize the physical number of entities to be tested as well as to 
optimize the chances, based on appropriate training sets, to identify active chemical 
space within a large collection. The most common techniques involve a target-based 
virtual screening process whereby compounds with molecular similarity to known 
active small molecules are estimated to have affi nity toward a biological target 
binding site as estimated through dock-ing and scoring functions [48, 49]. Selection 
techniques can be supplemented through the use of pharmacophore modeling [45] 
and quantitative structure-activity relationship (QSAR) screening [46]. Results with 
this approach can be limited because it does not initially involve direct biological 
assay of diverse compounds but a knowledge-based selection of a “high probability” 
subset of compounds to be screened. A high level of success remains to be achieved 
for this technique. More frequently, a diverse subset of compounds that should 
represent “hit-like” and “lead-like” molecules is selected based on calculated 
physicochemical properties [26]. These compounds are expected to provide ideal 
starting points for a medicinal chemistry optimization program because they are 
preselected to have the probability of acceptable solubility, perme-ability, and 
properties such as molecular weight where they can be subsequently elaborated on 
and optimized.

To further enhance the chances for success in the screening arena, most phar-
maceutical companies have expended considerable effort in acquiring molecules 



with hit-like and lead-like properties to improve the quality of their collections 
[50]. Besides general acquisitions of diverse arrays of molecules, many have also 
focused on the generation of gene family or target class directed libraries [34], and 
a slight resurgence in natural products and natural product-like libraries has been 
seen [51]. Currently on the horizon are the emerging technologies using the con-
cepts of chemical genomics and high content screening, and a variety of industry 
and academic laboratories are paving the path forward [52].

Hit to Lead. The overall probability that a high-throughput screening (HTS)-
derived lead will reach launched drug status is about 1 in a million, shifting the focus 
of initial post-HTS research efforts toward identifying and characterizing good 
quality leads [53]. The distinction between hit (compound meeting initial screening 
criteria) and lead (verifi ed on target activity and selectivity with initial exploration 
of SAR) is critical [54–56]. It is felt that a rigorous hit to the lead selection process 
will enhance the probability of overall success. Typical evaluation metrics that a 
compound series should meet, in order to proceed to lead status, are listed in the 
points below in Table 1.3-4.

TABLE 1.3-4. Typical Assessment Parameters for Start of Lead Optimization of a 
Small Molecule

Attributes Hit-to-Lead Assessment Parameters

Chemical Reproducible activity between HTS assay and local laboratory 
  assay
 Dose responsive activity
 Confi rmed structural identity
 Purity established
 No evidence of compound class instability
 Tractable synthetic route established
 Favorable intellectual property and competitive assessment for 
  compound class
 Demonstrated exploitable SAR
Biochemical Support for interaction with molecular target (SAR due to desired
  mechanism)
 Selectivity profi le established
Pharmacology Assessment of druggability and potential attributes that will need
  optimization
 Secondary assay paradigm established (cell assay, mechanism
  assay, in vivo model, etc.)

Abbreviations: HTS = high-throughput screening; SAR = structure-activity relationship.

With this, it is no surprise that hit to lead has emerged as a unique discipline 
within many companies, typically built or grown at the expense of the former 
technology-driven combinatorial chemistry groups. Some companies even have 
devoted entire departments to the activity so that consistent methods and quality 
metrics are applied in a rapid time frame [57].
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1.3.4.2 Macromolecules

The lead identifi cation process of macromolecules, and especially therapeutic anti-
body leads, differs for the in vivo and in vitro approaches (see Table 1.3-3). In the 
case of the in vivo approaches, the screening of initial leads occurs through an 
enzyme-linked immunosorbent assay or through functional assays drawn parallel 
to the HTS approaches discussed above. However, the number of antibody candi-
dates typically screened is signifi cantly lower because target-specifi c antibodies 
have been enriched by the immunization of transgenic mice [44] or preexist in 
patients. For the in vitro approaches, the selection is template based. As an example, 
the antibodies from phage or yeast libraries are isolated by a process similar to 
affi nity chromatography [32, 33].

1.3.5 LEAD OPTIMIZATION

The biggest difference between small-molecule drugs and therapeutic antibodies 
lies in the area of lead optimization; however, the overall concepts are very similar. 
The original leads are optimized in iterative cycles to achieve candidates meeting 
the pre-agreed target product profi le. The drug structure and size makes the lead 
optimization of small molecules multidimensional (change in one parameter often 
affects another) and therefore lengthy, whereas the domain structure of antibodies 
allows for rapid, primarily one-dimensional optimization of the binding and eff-
ector regions, where optimization of one has little or no effect on the other.

Although opportunities for macromolecule optimization were limited in the 
past, antibody technologies today allow one to dial in, more or less, any affi nity, 
potency, or specifi city as directed by the target product profi le.

1.3.5.1 Small Molecules

In traditional small-molecule drug discovery, hit-to-lead selection is followed by 
careful, systematic exploration of SAR and in vivo compound properties. Iterative 
cycles of design and data gathering are used, often supported by generating small-
molecule–target binding hypotheses using computational resources. For small mole-
cules, this represents the research stage where chemical series with demonstrated 
affi nity of the receptor, enzyme, or protein target of interest are optimized to build 
in drug-like properties. More properly defi ned, lead optimization is the synthetic 
modifi cation of a biologically active compound, to fulfi ll all stereoelectronic, physi-
cochemical, pharmacokinetic, and toxicologic properties required for clinical 
usefulness.

This is a joint potency, selectivity, and property optimization process that builds 
on data (design/analysis cycle) generated during the hit-to-lead prioritization phase 
and is heavily driven by absorption, distribution, metabolism, excretion, and toxi-
cology (ADMET) and physicochemical property profi ling as early as practical. 
Combinatorial or parallel synthesis techniques resulting in the generation of 
scaffold-targeted libraries are often used to understand and develop both the 
chemical and the intellectual property (IP) space. If amenable, specifi c analog 
design guided by QSAR or homology modeling hypotheses is incorporated. It is 



preferable to have more discrete structural information either from protein NMR 
studies or ligand/target x-ray crystallography if tractable for the target.

In the effort to choose and accelerate programs that offer the best possible 
chance to move forward, a value and risk assessment at the start of lead optimiza-
tion typically occurs along with project and resource prioritization (Table 1.3-5).

TABLE 1.3-5. Typical Assessment Parameters for Start of Lead Optimization

Priority Lead Optimization Assessment  Small Macromolecule
 Parameters Molecule

1st Potential for therapeutic advance + +
 Commercial potential/market size of + +
  indication area
 Competitive environment + +
 Intellectual property position + +
 Relevance of target for disease + +
 Feasibility of biological predictive + +
  preclinical model
 Quality of lead candidates (several Specifi c Specifi c
  dimensions, see hit-to-lead criteria)
2nd Target related tolerability + +
 Fit to therapeutic area strategy/portfolio + +
 Clinical trial design feasibility + +
 Amenability of rational or structural + −
  drug design

The chemistry strategy involves defi ning critical regions of the molecule that can 
be identifi ed as interacting with the specifi c amino acid residues of the targets in a 
three-dimensional model and thus drives potency and selectivity. Areas of the 
molecule that are SAR “neutral” can be found, which can be used as positions to 
alter the net physicochemical properties. Small modifi cations will often affect the 
in vivo bioavailability, the metabolism profi le, and the absorption properties of the 
molecule. Optimization of chemical entities is therefore always multidimensional, 
and a compromise must be reached before preclinical candidate selection can 
occur. Any improvement in specifi city may be gained with the loss in absorption 
or half-life, a correction of which will again have effects on specifi city. Because of 
the many iterations of changes and retesting, traditional drug discovery projects 
are typically long and very costly. Not infrequently, non-mechanism-related toxicity 
is observed later in development and is not predicted based on the assays available 
preclinically. To address some of these complications, new methods for predictions 
of half-life and toxicity are being developed [58]. Introduction of early experimen-
tal ADME testing has been credited with signifi cant improvements in the probabil-
ity of successful lead optimization [59, 60] and is now a widely used practice. To 
date, the crucial component to small-molecule discovery is the ability to assess, as 
early as possible, the potential for ADMET failure. The key is to “fail fast” in order 
to minimize the substantial total research and development investment and costs 
incurred in the process of learning the shortcomings of a candidate at the clinical 
trial stage.
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1.3.5.2 Macromolecules

Macromolecules, like antibodies, have a defi ned domain structure separating the 
domains for specifi city and affi nity (Fv) from the constant region domains respon-
sible for half-life (Fc receptor [FcRn] binding domains) [61] and effector functions 
(antibody-dependent cellular cytotoxicity [ADCC] and com plement-dependent 
cytotoxicity [CDC]) [62]. This separation is important because optimization can 
be done in the fi rst instance in “one dimension.” Extensive variation of the comple-
mentary determining region 3 (CDR3) regions of the heavy or light chain to 
increase affi nity will in most or all cases have no affect whatsoever on half-life or 
effector functions of the antibody. Similarly, changes in the half-life or effector 
functions typically would not affect the affi nity. However, examples of interaction 
between the Fc domain and the Fv antigen binding site have been reported [63, 64] 
and can be monitored and ruled out by appropriate testing at each stage of opti-
mization. It is easy to see that this one-dimensional optimization should be more 
straightforward.

Antibody optimization of the antigen binding portion should focus on hyper-
variable regions, primarily both the heavy- and the light-chain CDR3 regions and 
preferably the heavy-chain CDR3, as not to introduce undesirable epitopes. Older 
methods for antibody optimization include a variety of mutation and selection 
techniques [65], most of which are tedious. The optimal method is yeast display, 
combining rapid library creation and rapid selection using cell sorters, with a wide 
range of selection options (selection for optimal “on-rate,” “off-rate,” “affi nity,” 
etc.) [66, 67]. Other methods include ribosome display [68]. Fc optimization includes 
optimization of effector functions [62] and half-life [21]. Interestingly, the differ-
ential effects of Fc mutants on either Fc effector functions (ADCC or CDC) or 
half-life is further proof that the overall concept of one-dimensional antibody 
optimization remains correct. This notwithstanding, careful analytical follow-up at 
the end of the project or at appropriate intervals with meaningful and well-
characterized assays will ascertain that indeed no change in functions of another 
domain has occurred. Because of the specifi city and lack of accessibility to intracel-
lular targets, antibodies typically are devoid of nonmechanistic toxicity, which 
further reduces the discovery and development risks. However, meaningful and 
appropriate safety testing still will be necessary to assure the safety of therapeutic 
antibodies [69].

1.3.6 SELECTION OF CLINICAL CANDIDATES AND 
PRECLINICAL DEVELOPMENT

Selection of clinical candidates and the identifi cation of new chemical entities or 
new biological entities that best match the TPP is a multidisciplinary task that relies 
heavily on in vitro–in vivo correlations. For fi rst-in-class targets, mechanism of 
action validation (target validation) research typically parallels the lead identifi ca-
tion and lead optimization phases of any drug discovery project. For best-in-class 
targets, the preferred initial small-molecule validation reagents are competitor’s 
leads or gold standard therapeutics currently on the market, their own initial 
screening leads, or monoclonal antibodies to the target orthologue. As the project 



progresses, target validation continues with the drug leads until the in vivo data in 
relevant disease models meets the expectation set out in the TPP. For macromole-
cule discovery projects, target validation requires either surrogate antibodies or 
drug leads that cross-react with the orthologue of the preferred pharmacology 
model species. Usually, a small series of candidate molecules that best match the 
TPP set at the initiation of the project are subjects of consideration. Outliers are 
also considered if they can provide unique insight or datasets that might challenge 
the original TPP, because potential opportunities may not have been realized at 
the outset of the program. As the project progresses, target validation continues 
with the selected drug leads until the in vivo data in relevant disease models meets 
the expectations set out in the TPP. For macromolecule discovery projects, target 
validation requires either surrogate antibodies or drug leads that cross-react with 
the orthologue of the preferred pharmacology model species.

The topics in Table 1.3-6 are frequently evaluated as part of the risk assessment 
before starting development activities. Comprehensive in vivo effi cacy and prelimi-
nary safety testing, preferably in multiple species, with simultaneous pharmacoki-
netic assessment is typically the last dataset collected before making a decision on 
a development candidate and possible back-up compounds. The Core Battery 
for safety pharmacology, which can be found in the International Conference on 
Harmonisation (ICH) Guideline S7A (Good Laboratory Practice [GLP]) docu-
ment series [70], governs safety assessment and data generation guidelines. The 
suitable second (nonrodent) toxicity species should be identifi ed in combination 
with drug metabolism, pharmacokinetics, and pharmacology studies in that species. 
An overall evaluation of the toxicity and toxicokinetic data should be undertaken 
to understand the risk for adverse effects, target organ issues, and systemic expo-
sure liability. This should allow researchers to set a preliminary limit dose (mg/kg 
in relation to Cmax) for toxicity studies and give recommendations for further 

TABLE 1.3-6. Topics Evaluated as Part of the Risk Assessment Prior to Starting 
Development Activities

• CMC developability drug substance
• CMC physicochemical properties drug substance
• CMC developability formulated drug product
• Relevance of target for disease/indication
• Effi cacy in experimental models
• Feasibility of clinical proof of concept
• Exposure and half-life
• Linearity of pharmacokinetics
• Drug–drug interaction potential
• Safety pharmacology
• General pharmacology
• Toxicology
• Potential for therapeutic advance
• Commercial potential/indication area/market size
• Fit to therapeutic area strategy/portfolio
• Patent status/freedom to operate

Abbreviation: CMC = chemical manufacturing and control.
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toxicity assessments. The assessment also should include data from predevelopment 
lead optimization work. For small molecules, the 2-week toxicology study in rodents, 
including toxicokinetic data, should be suitable as dose-range fi nding for further 
repeat-dose (4 week) studies. If performed according to GLP, the safety data from 
the 2-week study could support phase I. Optional toxicity studies at this stage can 
include, but are not limited to, single-dose toxicity (GLP, rat) and genotoxicity tests 
(GLP, Ames, mouse lymphoma) [71, 72].

Early interaction with process research and development teams allows for inter-
mediate-scale synthesis and production of material required for these advanced 
studies and will enable an assessment of any possible issues around scale-up, cost 
of goods, stereochemical issues, and compound solid-state crystallinity and stabil-
ity. Selection criteria are often rigorous, and given the multidisciplinary nature of 
the profi ling, collaborative, tightly scheduled efforts are required across research 
and development department structures. The preferred criteria set for candidate 
molecules include those listed in Table 1.3-7.

A discussion of regulatory requirements for the preclinical safety assessment of 
drug candidates intended for use in humans would require signifi cant detail. The 
reader is referred to excellent resources and websites (www.ich.org, www.fda.gov, 
and www.emea.com) for detail and additional information.

Although the safety assessment of small-molecule drug candidates is more stan-
dardized, the preclinical program for a macromolecular biological medicine requires 
adaptation (i.e., case-by-case and highly tailor-made approach), simultaneously 
meeting the basic requirements for types of studies, duration, and exposure [73–
75]. The key principles are outlined in ICH guidance S6 and Center of Biologics 
Evaluation and Research (CBER) 1997, and some key highlights are summarized 
in Table 1.3-8 [76, 77].

1.3.7 PRODUCTION OF ACTIVE PHARMACEUTICAL INGREDIENTS

Differences in structural complexity, continuous versus stepwise production, and 
the overall production techniques and equipment results in signifi cant differences 
between the manufacturing of small and macromolecule bulk drug substances or 
active pharmaceutical ingredients (APIs). In addition, continuous improvement of 
analytical tools is changing the landscape of both process types over time. Small-
molecule synthesis consists typically of 6 to 10 (or more) separate synthetic steps, 
whereas macromolecule production consists of 15 to 20 connected steps. Each step 
in small-molecule synthesis carries its own risk, but because they are separate or 
can be separated from each other, low effi ciency or failed steps can be repeated, 
thus minimizing loss. On the macromolecule side, the process is continuous and 
all steps are directly linked. Failure at any step will typically result in complete 
batch failure. Another key difference is that small-molecule process research can 
and often begins during the lead optimization phase of research. This “front-
loaded” model [78] is in place in many companies, and initial research toward the 
effi cient production of a promising chemical series is initiated, at risk, early on. 
With a macromolecule, typically the fi nal sequence or composition of the candidate 
molecule must be clearly identifi ed so that appropriate constructs can be generated 
and then optimized for fermentation processes.



TABLE 1.3-7. Criteria for Development Candidates for Internal Decision Making

Criteria Small Molecule Macromolecule

Chemical Manufacturing and Control

Synthetic accessibility Synthetic steps, chiral —
  centers, reagent cost
  of goods
LogP −4 ≤ logP ≤ 4.2 —
LogSw ≥−5 —
Formulation Project specifi c ≥50 mg/mL
Production yields Project specifi c 50–100 pg/cell/day
  (overall cost of goods)

In Vitro Pharmacology

Cell assay potency with Project specifi c Project specifi c
 and without serum
Protein binding Availability required —
Target specifi city Specifi city within close ELISA specifi city
  and distant target   within diverse set of
  family members  related proteins
Affi nity Project specifi c BiaCore >10−10 M
Tissue cross-reactivity — Binding to tissues with
   known target expression

In Vivo Pharmacology/PK/PD/ADMET

Effi cacy in relevant model Project specifi c Project specifi c
 at appropriate dose,
 route, and schedule
Metabolites Identifi ed and —
  characterized
PK/PD relationship Project specifi c Availability desired
Biomarker for PD effect Availability desired Availability desired
No overt toxicity in repeat Availability required As follow-up for
 dose (1 to 4 week);   unexpected
 toxicity studies in a   pharmacological
 rodent and nonrodent   observations
 species
Drug–drug interaction No signifi cant interactions —
Human CYP inhibition No relevant interactions; —
  also consider
  comedications

Abbreviations: ADMET = absorption, distribution, metabolism, excretion, toxicology; CYP = cyto-
chrome P450; ELISA = enzyme-linked immunosorbent assay; PD = pharmacodynamics; PK = phar-
macokinetics; — = not applicable.
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1.3.7.1 Small Molecules

As discussed, pressure to move new medicines to the market faster has compressed 
many aspects of the research and development cycle. Process research initiates 
their search for scalable routes early in the discovery programs in the hope of 
having an effi cient or semi-effi cient route to prepare up to 100 kg of API as a 
program nears the fi nal preclinical stages and prepares for phase I studies in 
humans [79].

Although any synthetic transformation or use of a specialized reagent can be 
scaled up, cost and safety are two primary driving factors in the manufacturing 
process. In a recent survey of GMP bulk reactions run in the last several decades, 
a predominant subset of transformations were shown to fall into favor [80], with 
less than a 2% change within the categories. This result indicates that signifi cant 
process research efforts are often required to advance an initial medicinal chemis-
try analog synthesis route to one that is amenable for use in large-scale production. 
Once route selection occurs at phase I, synthetic effi ciency is critical and reactions 
must be controlled so that consistency of yield and purity is ensured, especially as 
a program nears phase II in the clinical setting. This is the point at which the 
process for generating the API must be fi nalized and approval packages initiated 
for the regulatory agencies. To control costs, many manufacturers will partner with 
specialty fi rms to transform key synthetic intermediates in the stepwise production 
process toward the fi nal API (which is almost always prepared within the compa-
ny’s facility to meet regulatory requirements). Such external, contract synthesis 
often involves sensitive or specifi c technology-based transformations or separations 
for purifi cation that would have signifi cant cost impact if a production facility 
needed substantial capital improvement and/or steep licensing fees to conduct. 
Environmental aspects of production also have become increasingly important. 
Considerable steps are taken to minimize waste streams, and the advent of “green 
chemistry,” a move to decrease usage of organic solvents in favor of water, when 
appropriate, is actively under investigation [81]. In addition, energy-effi cient 
methods and technologies such as microwave-driven processes are being explored 
to accelerate cycle times [82] within synthesis routes.

Small-molecule manufacturing is also a system of checks and balances in which 
any small increase or decrease in reaction step performance can have consequences 
downstream. As always, patient safety is of utmost concern. Any manufacturing 
process changes that alter an impurity level or introduce a new impurity, even as 
low as 0.1%, may necessitate additional toxicity studies and documentation for 
review and registration. In addition, an improvement in reaction effi ciency may 
alter bulk product crystallinity or polymorph composition that can affect formula-
tion and human pharmacokinetics. Once process parameters are fi nalized, the 
ultimate manufacturing step involves selection of a manufacturing site, transfer of 
the process, and preparation of a demonstration batch followed by a minimum 
of three consecutive validation batches of API to demonstrate that the synthesis of 
material can be controlled within analytical specifi cations and reproducibility.

1.3.7.2 Macromolecules

Macromolecules, including therapeutic antibodies and fusion proteins, are complex 
molecules requiring extensive analytical characterization. Native antibodies com-



prise a heterodimer of two light and two heavy chains with a single N-glycosylation 
site in the heavy-chain constant region. Proper assembly and glycosylation is impor-
tant for antibody function. Fusion proteins often consist of natural binding proteins 
(such as receptors) fused to the nFc (CH2 and CH3 IgG domains) region. Due to 
interchain disulphide bridges, Fc-fusion proteins assemble into homodimers. The 
complexity of fusion proteins depends on the structure of the ligand binding domain 
and the number of N-glycosylation sites. The single N-glycosylation site in anti-
bodies is “buried” into the opposite heavy chain constant region, whereas the car-
bohydrate residues on ligand binding portions of Fc-fusion proteins are exposed 
and may have a pronounced effect on the in vivo behavior of the molecule. For 
these reasons, full-length antibodies and fusion proteins should be expressed in 
mammalian cells. Modifi ed yeast systems capable of appropriate glycosylation and 
fungal systems have been proposed [83]. By contrast, antibody fragments have been 
expressed successfully in Escherichia coli and yeast. Decisions for an expression 
system should be based on the complexity of the molecule, the specifi c biological 
activity achieved with a given system, and the appropriate technical, IP, and regula-
tory considerations for manufacturing at scale. Expression of therapeutic anti-
bodies in a variety of systems has been reviewed recently [84, 85]. Methods include 
transgenic animals [86], expression in plants [87], or the more standard myeloma 
systems [88] or CHO cell expression [89]. The recovery and purifi cation of thera-
peutic antibodies also has been reviewed recently [90]. For the reasons discussed, 
when designing purifi cation schemes, attention should be paid to reduction of 
aggregation and DNA content, especially if bacterial systems are involved, to mini-
mize any immunogenicity risks. In each case, a defi ned set of assays needs to be 
applied to the purifi ed fi nal product to ascertain the purity and specifi c activity of 
the expressed antibody. This is especially important if reconstitution and refolding 
is part of the process [91].

Historically, macromolecule products were characterized with a limited set of 
tools and additional methods beyond that were defi ned by their specifi c process. 
This led to complications when changes in the process were desired. A chance event 
changed this landscape. Briefl y, biotechnology company Biogen, Inc. (today Biogen 
Idec, Inc., Cambridge, Massachusetts) and the Rentschler daughter company, Bio-
feron GmbH (Laupheim, Germany), formed a joint venture in 1984 for the clinical 
development of interferon-beta, called BG9015. Rentschler was responsible for the 
creation of the cell line and production and Biogen for clinical development, which 
commenced in 1990 with a U.S. clinical study in patients with multiple sclerosis. 
When this joint venture failed in 1993, Biogen completed the initial trial with the 
remaining BG9015 and switched to BG9216 from their own process. After the U.S. 
Food and Drug Administration (FDA) determined that these products were not 
identical, a new process for what is today called Avonex (interferon beta-1a; Biogen 
Idec, Inc.) was approved and was considered suffi ciently identical with the original 
BG9015 for the original study results to be considered as part of the Avonex biologic 
license application. Extensive biological, biochemical, biophysical, and human 
pharmacokinetic data were the basis for the FDA conclusion that BG9015 and 
Avonex were “biochemically and functionally equivalent,” leading to Avonex 
approval on May 17, 1996 [92]. This decision created a path for others to follow, 
leading to a fundamental change in macromolecule production and ushering in the 
concept of “well characterized biologic” [93]. Increasingly sophisticated analytical 

PRODUCTION OF ACTIVE PHARMACEUTICAL INGREDIENTS 109



110 MACROMOLECULES COMPARED WITH SMALL MOLECULES

techniques have facilitated process changes even further, and today, macromole-
cules require very detailed characterization, resembling more and more the require-
ments for small-molecule pharmaceutical ingredients [94]. Indeed, analytical tools 
have become so sophisticated that much of the current dispute on biogenerics (or 
“follow-on biologics”) focuses on the true equivalence of macromolecule products 
[95].

1.3.8 FORMULATION AND DELIVERY DEVICES

Drug product development takes place in a highly regulated environment with a 
clear expectation for quality, safety, and effi cacy in the fi nal product. From a for-
mulation perspective, quality primarily translates into a defi ned composition, 
assurance of purity, potency, an acceptable stability, and availability of a robust 
and consistent large-scale manufacturing process. Thus, the ultimate goal of for-
mulation activities is to achieve the systemic delivery of a drug product that can be 
successfully commercialized. Product life-cycle management strategies are con-
sidered at the beginning of development and often include evaluation of specialized 
administration devices for parenteral (injectable) products, especially for macro-
molecules. If these options are considered early in development, a product family 
can often be designed to minimize subsequent development efforts by using a 
common platform (e.g., prefi lled syringe-based autoinjectors). One challenge in the 
development of devices is a thorough understanding of the limitations of the device, 
limitations of the formulation, and fi nding the right compromise between both. 
Also, one has to keep in mind that the regulatory path for devices and fi xed-device 
drug combination products is different, and signifi cant differences exist among the 
major markets such as the United States, the European Union, and Japan.

The scope of formulation activities is dependent on the development stage of 
the drug substance. In general, the development process can be divided into three 
major phases, namely formulation support of discovery, formulation activities until 
clinical proof of concept (end of clinical phase IIa), and formulation activities in 
the commercial phase (phase IIb until market).

1.3.8.1 Formulation Support in Discovery

Formulation support in discovery usually starts at the lead optimization phase with 
a focus on key properties of molecules to support selection of the best candidates. 
The preferred route of administration for small molecules is oral, which requires 
the development of a solid dosage form. Because only dissolved molecules can be 
absorbed, assessment of solubility is of prime interest. In general, macromolecules 
are not orally absorbed and a parenteral dosage form is required. Some proteins, 
like monoclonal antibodies, often require high doses, and therefore, it is important 
to understand the solubility range for the protein in question. Compared with small 
molecules in which established strategies exist for tackling solubility problems on 
the basis of chemical modifi cations, solubility issues with proteins are mechanisti-
cally poorly understood and very diffi cult to address on a molecular basis. Most 
small-molecule drug candidates are crystalline in nature, whereas macromolecules 
are usually dissolved in aqueous media. The composition/formulation of the solu-
tion determines the properties of the protein, and therefore, a basic understanding 



about suitable pH ranges, temperature sensitivity, buffer composition, and so on, 
is important. These parameters have to be defi ned and controlled early in the dis-
covery phase. The complex molecular structure of proteins poses a signifi cant 
challenge to the analytical techniques and the ability to detect the instabilities of 
the molecule. Characterization of degradation products is a prerequisite to under-
stand the major degradation pathways of the protein, which will enable a rational 
design of the formulation. Degradation pathways of proteins include deamidation, 
oxidization, hydrolysis, fragmentation, and aggregation. Formulation strategies 
have been developed to address these instabilities and can act as guiding principles 
in early development phases. Once the selection of clinical candidates has been 
initiated, the number of drug molecules will be narrowed down signifi cantly and 
profi ling of the proposed candidate for development can take place. For oral small 
molecules, solid-state characterization is a very relevant topic for a solid dosage 
form as summarized in Table 1.3-9. For a protein delivered parenterally, it is 

TABLE 1.3-9. Formulation Attributes at the Development Project Stages

Stage Small Molecule Macromolecule

Discovery Stage

Common dosage route  Oral Parenteral
 (all stages)
Critical factors to  Bioavailability, solubility, Bioavailability, solubility,
 optimize  logP, permeability,  pH stability, freeze/
  absorption  thaw behavior
Physicochemical  Crystalline solids or salts Solution stability,
 attributes    aggregation

Early Development Stage

Common dosage form Powder in bottle, tablets Lyophilized powder in
    bottle
Critical factors to  Dosage form Temperature sensitivity
 optimize   and storage conditions,
   dose per unit and
   dosage form
Physicochemical  Crystal polymorphism, Conformational stability,
 attributes  solid-state stability,  buffer formulation,
  optimized salt selection  surfactant or excipient
   stability, aggregation
Device Tablet, capsule, oral Prefi lled syringe
  suspension or solution

Commercial Stage

Develop commercial Yes Yes
 process
Batch scale-up Yes Yes
Batch stability Yes Yes
Process validation Yes Yes
Establish commercial Yes Yes
 supply chain
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important to defi ne the composition of the drug substance. Ideally, the drug sub-
stance composition should be as simple as possible to allow for fl exibility in later 
development phases. In the most simple situation, the drug substance composition 
consists of a protein (concentration at least half of the highest single dose for fi rst 
in human studies), a buffer system (suitable for parenteral administration) in a pH 
range of 5 to 8, and a surfactant, if necessary.

1.3.8.2 Formulation Activities Until Clinical Proof of Concept

For early clinical trials, preliminary dose formulations or “clinical service forms” 
are developed. Small-molecule oral products can be either powder in a bottle or 
oral solutions/suspensions. Proteins are usually initially formulated as lyophilized 
powders that maximize long-term stability at the expense of a lesser convenient 
dosage form due to the necessity of the reconstitution step. Parenteral dosage form 
manufacturing requires a highly technical and sophisticated infrastructure, includ-
ing highly trained personnel and well-established GMP systems in order to assure 
sterility of the products. These requirements limit fl exibility in the development of 
parenterals compared with oral products. Temperature stability studies have to be 
conducted to justify use of material that has experienced temperature variations 
on storage. This is usually not an issue for small molecules, but sometimes specifi c 
safety considerations are more important and require special handling and ship-
ment conditions.

During the course of the early clinical development program, a more detailed 
defi nition of the commercial product evolves. The most important information is 
the dose per unit and the specifi c dosage form. Oral products often require modi-
fi ed release dosage forms in which extensive pharmacokinetic modeling/testing 
of prototype formulation have to be performed. For parenteral products, self-
administration and convenience is becoming more and more an expectation. Pre-
fi lled syringes that allow subcutaneous administration of liquids satisfy this need. 
The main issues involved with development of a liquid protein formulation in a 
prefi lled syringe are using volumes less than 1 mL (consequently, protein concen-
tration can be as high as 100–200 mg/mL), aggregation of proteins due to the high 
protein concentration, viscosity issues, interaction of the protein with silicone oil 
present in the prefi lled syringe, and the higher chance of chemical degradation in 
a liquid solution. Aggregation of proteins and conformational stability is a major 
obstacle because reliable detection of small amounts of aggregates is analytically 
challenging and aggregates or conformationally altered protein molecules are sus-
pected to be involved in undesired immunogenic responses to therapeutic proteins. 
Conformational changes can be induced by small changes in drug substance/drug 
product manufacturing. Therefore, changes in manufacturing have to be carefully 
evaluated on product impact and often require additional stability testing because 
the impact is not predictable.

1.3.8.3 Formulation Activities in the Commercial Phase (Clinical Phase IIb 
until Market)

The main activities are similar for small molecules and macromolecules at this 
stage. The primary focus is in the areas of scale-up, generation of primary batches 



for stability testing, and development and validation of the commercial manufac-
turing process.

For solid dosage forms, scale-up is a major challenge and includes ensuring the 
bioequivalency of the clinical product to the commercial product. For proteins, 
shear-induced aggregation can be an issue, as well as establishment of a commercial 
supply chain that is robust, reliable, and able to deal with large amounts of 
temperature-controlled materials.

1.3.9 CLINICAL DEVELOPMENT

There are differences in the pharmacokinetic properties of typical small molecules 
and monoclonal antibodies that will affect the clinical development path. A few of 
the differences are listed in Table 1.3-10. Small molecules are usually administered 
orally, which is desired because of convenience for patients. On the other hand, the 
administration of monoclonal antibodies is limited to the parenteral route, i.e., 
intravenously (i.v.), intramuscularly (i.m.), or subcutaneously (s.c.). Because of the 
availability of liquid formulation or reconstituted lyophilized powder to support 
parenteral administration, measurement of absolute bioavailability after s.c. or i.m.
administration is necessary for monoclonal antibodies. The relative bioavailability 
is usually obtained for small molecules because of the expense of developing liquid 
formulations. Both renal and hepatic clearance pathways are important for elimina-
tion of small molecules, and an understanding of drug disposition in patients with 
renal or hepatic impairment is important to support the registration documenta-
tion. Small molecules are often metabolized in the liver by cytochrome P450 
enzymes; therefore, drug–drug interaction studies are an important component of 
the clinical data package. Therapeutic monoclonal antibodies follow the typical 
pathway of elimination for immunoglobulins (IgGs), involving the neonatal 
(FcRns). Briefl y, endothelial cells lining the blood vessel are thought to be 
the major site of IgG homeostasis, with the FcRns acting as salvage receptors, 

TABLE 1.3-10. Differences Between Small Molecules and Therapeutic Monoclonal 
Antibodies that Can Affect Clinical Development

Small Molecules Monoclonal Antibodies

Usually administered orally Given parenterally
Transporters often important for Transporters are not important for
 disposition  disposition
Metabolism by hepatic cytochrome P450 Proteolytic degradation
Renal clearance often important Renal clearance is not important for
  molecular weight higher than 20 Kd
Half-life is shorter (usually <24 h) Half-life is long (1–3 weeks)
PD usually does not affect PK PK can be dependent on PD
Immunogenicity is a not an issue Immunogenicity is an important issue

Abbreviations: PD = pharmacodynamics; PK = pharmacokinetics.
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protecting IgGs against lysosomal degradation. The IgGs are taken up by endothe-
lial cells by nonspecifi c pinocytosis and then enter acidic endosomes. If the IgG is 
bound to the FcRn, then it is protected and released back into the blood stream; 
otherwise, it is degraded. Thus, the FcRns serve the dual function of transcytotic 
shuttle (i.e., placental transfer, etc.,) and homeostat [22, 61]. As long as therapeutic 
antibodies bind to the FcRns, they are thought to participate in this pathway. 
Whether modulation of that interaction by mutating the IgG Fc portion can predict-
ably extend or shorten IgG half-life is the subject of ongoing research. Metabolic 
interactions such as inhibition or induction of cytochrome P450 enzymes are usually 
not a consideration. Transporters must be a consideration for the understanding of 
the disposition of small molecules, whereas except for FcRns transporters, trans-
porters are of lesser concern for monoclonal antibodies.

Allergic reactions are a potential issue for both small and large molecules. The 
potential for development of signifi cant levels of antidrug antibodies needs to be 
considered for any recombinant protein, including fusion proteins and monoclonal 
antibodies, regardless of whether the therapeutic antibody is chimeric, humanized, 
or fully human. Assessment of immunogenicity begins in phase I and continues 
throughout clinical development. Incidence of immunogenicity can differ for each 
patient population and should be assessed for each indication. The development of 
assays to assess immunogenicity begins before fi ling the investigational new drug 
application. Validated assays are necessary by phase III. In the case of fusion pro-
teins, the cross-reactivity of antidrug antibodies with the endogenous human 
protein in the patient needs to be considered.

1.3.10 INTELLECTUAL PROPERTY

Farnley and colleagues [96] have recently reviewed the complexity of intellectual 
property around biotechnology and biotechnology products. The authors note that 
the IP issues for small molecules and macromolecules, with a few exceptions, may 
be more similar than commonly assumed. The most important difference relevant 
to this overview is that each step in the discovery process may potentially be subject 
to different intellectual property considerations, which the authors note as unusual. 
The major differences between small-molecule and macromolecule patenting are 
shown in Table 1.3-11.

TABLE 1.3-11. Intellectual Property Considerations for Small Molecules and 
Macromolecules

Patents Small Molecule Macromolecule

Target Yes Yes
Drug class (“antibody to target X”) No Yes
Substance Yes Yes
Drug screening Yes Yes
Drug synthesis steps in discovery stage No Yes+



1.3.11 GENERICS, “BIOSIMILAR PRODUCTS,” OR 
“FOLLOW-ON BIOLOGICS”

Although a full assessment of generics is beyond the scope of this introduction, the 
differences between small-molecule and macromolecule generics are highlighted 
briefl y in Table 1.3-12. Importantly, the terminology “generics” should not be used 
for noninnovator developed off-patent macromolecules. They are not “generic” in 
the true sense, and “biosimilar products” or “follow-on biologics” are the more 
appropriate terms. Reasons include the independently developed manufacturing 
process, the resulting possible differences in product heterogeneity, and the need 
for preclinical and clinical development. Many companies around the world are 
working toward registration of off-patent recombinant proteins. Interferons, human 
growth hormone, and erythropoietin are some of the more popular therapeutics 
that are targeted.

The development path for small-molecule generics has been clear for many 
years. In contrast, the path for biosimilar products or follow-on biologics has only 
recently been clarifi ed in Europe (October 2005), and regulatory uncertainty 
remains in the United States. The new European guideline 2004/27/EC clearly 

TABLE 1.3-12. Regulatory Criteria for Biosimilar Products or Follow-On Biologics

 Small Molecule1 Macromolecule

Terminology Generics Biosimilar products or
  Follow-on biologics
 U.S. EU U.S. EU
Regulatory 21 CFR Part Article 10 (1) TBD Annex I to the
 framework 314 Subpart C.  of Directive   Directive
   2001/83/EC   2001/83/EC
     and
     2004/27/EC
Application ANDA in CTD CTD format TBD CTD
 and review  format   Agency
 FDA moving to    consultation
  QbR by 1/07    by “scientifi c
      advice
     request”
     strongly
     recommended
Nonclinical No No TBD Yes
 studies
 required
Clinical No No TBD Yes
 studies
 required
1 Including some small proteins/peptides in the United States (e.g., insulin, human growth 
hormone).
Abbreviations: ANDA = Abbreviated new drug application; CFR = Code of Federal Regulations; 
CTD = Common technical document; EC = European Commission; EU = European Union; FDA =
Food and Drug Administration; QbR = question-based review; TBD = to be determined; U.S. = United 
States.
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anticipates a more or less full development program for biosimilar products or 
follow-on biologics, with material from the sponsor’s manufacturing process com-
pared with the innovator reference product.

Importantly, for registration in countries of the European Union, the sponsor 
of a follow-on biologic has to develop a process generating a protein suffi ciently 
similar to the reference product without access to the typically trade-secret-
protected innovator’s manufacturing process or the manufacturing cell banks. 
In addition, a signifi cant nonclinical safety and clinical program has to be 
conducted.

No biosimilar products/follow-on biologics have been approved in the United 
States, European Union, or Japan to date. Products confusingly referred to as 
“generic interferon alpha-2b” or “generic human growth hormone” available in 
some countries in Asia, Eastern Europe, and Mexico were registered after comple-
tion of clinical studies and not through the process used for small-molecule gener-
ics. In January 2006, the European Medicines Agency (EMEA) issued a positive 
opinion for the Novartis subsidiary, Sandoz GmbH (Holzkirchen, Germany), appli-
cation for the recombinant human growth hormone Omnitrope (somatropin) as 
biosimilar to the already marketed reference product Genotropin.

1.3.12 SUMMARY

Biologics-based medicines have become an increasingly important part of the 
armamentarium available for physicians to therapeutically manage disease. Many 
promising new entities are in various stages of discovery and deve lopment. Although 
some conceptual differences between small-molecule and macromolecule drug 
discovery have decreased over recent years, the fundamental overall structural 
differences dictate unique approaches for each.

Previously, macromolecules were used with little or no optimization, whereas 
small-molecule and macromolecule discovery today are both geared toward devel-
oping the optimal molecule that meets the precise needs of the underlying biology. 
In mimicking natural processes, biologics, and especially antibodies, can be opti-
mized in all binding characteristics without limitation. The overall discovery/devel-
opment process can be divided into four convenient steps:

1.3.12.1 Step 1: Target Selection and Validation

Successful drug discovery generally starts with the defi nition of a well-defi ned and 
biologically understood target. Importantly, the role of the target in disease needs 
to be demonstrated with unequivocal target validation studies and the role in 
normal physiology and existence of variants or closely related family members 
needs to be investigated. Drug discovery today often fails because targets with 
uncertain biology are being pushed into drug discovery too early.

1.3.12.2 Step 2: Choice Between Small-molecule and 
Macromolecule Platforms

At this phase of the discovery process, the biology and location of the target, the 
disease, and the commercial goal should drive the decision of whether a small-



molecule or biologics discovery approach is optimal. Overall, the management of 
a mixed portfolio using both drug discovery platforms needs to be considered in 
light of managing a risk-balanced portfolio. Biologics benefi t from a more rapid 
discovery process and a higher probability of success, with one factor being the 
lack of nonmechanistic toxicity, often leading to fi rst-in-class commercial 
opportunities.

1.3.12.3 Step 3: Defi nition of Target Product Profi le

Once the target is defi ned and the technology platform selected, the TPP needs to 
be defi ned. The TPP is an agreement between all stakeholders in drug discovery, 
development, manufacturing, commercial, and others on the specifi c goal of the 
project considering all phases of development. The TPP lays down in detail the 
expected characteristics of the development candidate considering the needs of a 
formal preclinical program. As an example, if the biologics discovery project does 
not consider cross-reactivity with an orthologue in the planned toxicology as impor-
tant, the fi nal candidate may bind to the human target only and face huge hurdles 
in development.

1.3.12.4 Step 4: Drug Discovery and Development

With key decisions from Steps 1–3 complete, drug discovery using either platform 
can proceed. It is critical that target validation work continues throughout this 
period. The TPP planning discussed under Step 3 helps to anticipate reagents 
needed much later, but it may be time consuming to prepare (e.g., transgenic mice 
with human target proteins for pharmacology studies).

In contrast to the previous decade, biologics-based medicines can be fi nely tuned 
to meet challenging affi nity, potency, or specifi city goals, and large advances have 
been made toward dialing in appropriate half-life and effector functions. Antibody 
affi nity optimization, for example, if attempted at all, may have taken a year or 
more previously, but it can be accomplished in 3 months today.

The predominant message within this introductory chapter is held in the concept 
that the drug discovery process involves a rational path of critical steps that a 
pharmaceutical scientist must think through (see Figure 1.3-1). Decisions are made 
early in a program, often in the conceptual stage, that are forward thinking and 
with an eye toward the clinical setting and meeting crucial medical needs in the 
general population. Although these steps appear identical when comparing macro-
molecular biomolecules and small-molecule paths, many key differences exist. The 
stepwise nomenclature tends to be consistent, and the two processes can be com-
pared as waves in which there are distinct nodes of intersection yet many distinct 
divergences between phases. Many of these divergences involve small steps that 
can be technology driven. For example, the exploratory phases hold similar target 
identifi cation and validation steps, whereas the subsequent lead identifi cation 
step may greatly differ in assay development strategies and high-throughput screen-
ing with hit-to-lead follow-up (small molecule) versus surrogate selection and 
characterization (macromolecule). Surrogate antibody characterization (a lead 
identifi cation function) can often run simultaneously with human antibody genera-
tion (a lead optimization function). Even at this early stage, a macromolecule most 
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likely will be subject to in vivo experiments early in the lead identifi cation phase, 
whereas it may take many months of even preliminary property optimization of a 
small molecule to probe in vivo pharmacology, especially for intracellular targets. 
As emphasized early in this overview, a great divergence is the one-dimensional 
versus multidimensional lead optimization dependencies when comparing small 
molecules and macromolecules and that much discovery speed can be gained given 
the distinct macromolecule domains. On the side of the drug development process, 
developing a large or small molecule that satisfi es the TPP parameters is similar, 
and this can be extended to its measurement and performance in clinical trials. Not 
only do manufacturing processes diverge greatly, but also the ability to make small 
or incremental process improvements without affecting the composition and integ-
rity of the bulk pharmaceutical product. In a small-molecule manu facturing process, 
a solvent or reagent can potentially be substituted to improve yield but must have 
no effect on the overall fi nal product impurity profi le, whereas the addition of an 
alternative feedstock or genetic optimization of a cell culture line can drastically 
alter a macromolecule’s characteristics. In summary, a great appreciation can be 
gained for the strategic aspects of advancing small-molecule and macromolecular 
entities and how each step of a rational process is interdependent on the next to 
effi ciently and successfully advance a therapeutic concept to the pharmacy shelves. 
Considering all aspects of small-molecule and biologics research and development, 
including the differences in attrition and speed [1], optimal integration of both 
approaches into the research and development portfolio may be the best strategy 
for the future.
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1.4.1 INTRODUCTION

From the three major classes of biomolecules including proteins, nucleic acids, and 
carbohydrates, the carbohydrates entering the constitution of glycans and polysac-
charides are, at the moment, the least exploited in biology. The recent development 
of operating methods for the analysis of carbohydrates and for the synthesis of oli-
gosaccharides support the efforts made to investigate the roles of carbohydrates in 
biological phenomena [1–4]. Different already identifi ed functions of carbohy-
drates may be interesting to be integrated within drug delivery systems conferring 
new properties and opening avenues for innovative developments. In this view, 
carbohydrates may be used either as a drug due to their own biological activities 
or as a molecule to design nanoparticles with new functionalities [5–8]. Developing 
drug delivery systems, the main challenge is to design systems able to carry and 
target a drug to the diseased organs or cells after administration in the body by 
the appropriate route [6, 7, 9, 10]. This assumes that the biodistribution of the 
carrier system is perfectly controlled after in vivo administration. In the case of a 
soluble carrier, this can be achieved by grafting defi ne types of carbohydrate 
ligands on the polymer backbone [10, 11]. Using colloidal particles like liposomes 
and polymer nanoparticles, it is now well accepted that their biodistribution is 
mainly controlled by their surface properties [9, 12–15]. Several carbohydrates and 
polysaccharides were identifi ed at the surface of cells, bacteria, and viruses as 
having a key role in biological recognition and signaling events. Therefore, the 
potential of their use as coating material or as ligands to promote specifi c recogni-
tion between carrier and target cells was carefully considered as a possible way to 
develop biomimetic drug delivery systems having different functionalities [16–24]. 
In this chapter, we will summarize the main stages of the development of carbohy-
drates and polysaccharides as components of interest to be used either as a targeted 
drug or as a component entering the design of drug delivery systems. The fi rst part 
of the chapter will focus on the principal milestones that allowed discovery of most 
of the carbohydrates and polysaccharides known today in terms of their chemical 
analysis and biological activity investigations. This part will also present status 
about the chemical synthesis of these compounds. The second part of the chapter 
will briefl y discuss the current state and limitations to the developments of nano-
particle drug carriers. Integration of carbohydrate and polysaccharide develop-
ments in the design of drug delivery systems with new functionalities will constitute 
the third part of the chapter. The fourth and fi fth parts will, respectively, review 
the current research about applications of nanoparticles as delivery systems for 
biologically active carbohydrates and the use of nanoparticle drug carriers made 
of polysaccharides for the delivery of fragile bioactive molecules.

1.4.2 CARBOHYDRATE RESEARCH: MAIN STEPS OF 
DEVELOPMENT AND DISCOVERY OF THEIR FUNCTIONALITIES

Forty years ago, Eylar [25] suggested for the fi rst time that the carbohydrate units 
found in biologically active glycoproteins could act as a kind of “chemical label” 
or “chemical passport” to promote specifi c interactions of glycoproteins with 
corresponding cell-surface receptors to achieve their transportation across the cell 



membrane. However, progress in the understanding of the biological role of glycan 
moieties included in biological structures was hampered for a long time, because 
glycans and polysaccharides were much more complex structures to study than were 
proteins and nucleic acids. Thus, it was only 30 years ago, while full chemical syn-
thesis of peptides was already possible and that of nucleic acid was in its infant age, 
that various carbohydrate containing compounds came into light as important ele-
ments in the number of biological activities [26–30]. For instance, the years 1976 to 
1983 were critical in the discovery of the antithrombine binding site of heparin, 
which now can be used to confer anticlotting and anticomplement activation proper-
ties to drug carrier systems [30–32]. The study of lectines isolated from animals that 
are now known to be involved in many biological recognition molecules involving 
carbohydrates started to grow rapidly in the 1980s thanks to the development of 
recombination techniques to produce them [28]. Identifi cation of the role of these 
molecules in recognition phenomena as well as understanding their functionality 
are interesting to be able to promote specifi c recognition between target cells and 
drug delivery systems achieving drug targeting. It is also noteworthy to point out the 
discovery of carbohydrates and carbohydrate derivatives that are currently used as 
major anticancer drugs and antibiotics in clinics [33–35]. Because of the high toxi-
city of these compounds for the healthy tissues, they are good drug candidates to 
be incorporated in nanoparticle drug carrier systems improving their specifi c 
biodistribution.

For long, progresses in glycobiology were hampered due to technological diffi -
culties in analytical order. The appearance of the high-performance anion–exchange 
chromatography (HPAEC) in the mid-1990s revolutionized the analytical capacity 
and considerably improved the accuracy of determining the carbohydrate sequences 
and arrangements in glycans isolated from glycosylated biological compounds [2, 
4]. This was a signifi cant milestone that boosted the resolution of glycan structures 
and in parallel opened new areas to further investigate their biological activity. The 
analytical techniques were constantly improved by the subsequent introduction of 
pulsed amperometry detection (PAD) and more recently by online coupling the 
HPAEC to mass spectrometry devices and nuclear magnetic resonance (NMR) 
methods using a nano-probe [3, 4, 36–38]. New methodologies continue to be 
developed improving performance of the existing analytical methods [39]. The 
introduction of screening methods using microarray and chip technologies appeared 
within the last 3 years accelerating discovery and progress toward the understand-
ing of the role of carbohydrates in biology [29, 40, 41].

Research into the biological roles of carbohydrates may be possible because 
suffi cient quantities may be isolated from natural extract. Because of their struc-
tural complexity, it is extremely diffi cult to isolate pure carbohydrates from natural 
sources. Progress in the analytical chromatographic methods has helped to improve 
preparative techniques providing purifi ed fractions of defi ned glycans from various 
natural extracts [36, 42]. However, the only way to access very pure carbohydrates 
relies on their chemical or enzymatic synthesis, which also constitutes the more 
attractive route for the production of the suffi cient quantities for biological studies 
designed to identify biological roles and eventually medicinal interests. The syn-
thesis of polysaccharides and glycans was an important technological challenge. 
The intensive efforts based on innovative strategies led to major advances, making 
the synthesis of complex carbohydrates now possible [1, 43–45]. Stereoregular 
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polysaccharides, including linear, branched, amino, and deoxy polysaccharides, can 
be synthesized by ring opening polymerization of anhydro-sugar derivatives [1]. 
The technically extremely diffi cult synthesis of highly branched carbohydrates was 
made possible with the development of solid-phase synthesis strategies [44]. 
Another important milestone was completed thanks to the recent development of 
an automated oligosaccharide synthesizer leading to accelerated access to many 
highly branched carbohydrates for identifi cation of their biological function [44]. 
Even if this methodology provides just enough glycan to study the biological role 
of the product, this really opens avenues for the identifi cation and creation of 
important compounds for future biochemical and medicinal applications [44]. For 
instance, after years of research, many synthetic heparins proposed as anticoagu-
lant drugs can be synthesized on a production scale. They are currently at different 
stages of clinical development [46]. The chemistry remains complicated, and some 
synthetic routes that have been scaled up comprised up to 65 steps.

1.4.3 DEVELOPMENT OF NANOPARTICULAR DRUG CARRIERS: 
CURRENT STATES AND LIMITATIONS

Despite several advances in chemotherapy, the real therapy of cancer and major 
infections remains a challenge. One problem comes from the nonspecifi c drug dis-
tribution resulting in low tumor or infected tissue concentrations and systemic toxi-
city. Another problem comes from the lack of stability of drugs in biological media 
and their incapacity to cross biological barriers. To improve drug concentration in 
the targeted tissues, several approaches have been suggested, including the associa-
tion of the drug to carrier systems. A large piece of work has been done using lipo-
somes as carriers, which has led to several marketed formulations so far. For 
instance, the liposomal formulation of Amphotericin B, which is the leading com-
pound in the treatment of leishmaniasis is today the more effi cient treatment 
against this parasite and other fungal infections [47]. The toxicity of Amphotericin 
B was reduced by a factor of 50- to 70-fold, which is among the most obvious benefi t 
for the use of this liposome formulation in clinics [48]. The main drawback of lipo-
somes remains the cost of the phospholipids entering their composition. To reduce 
cost, the biggest challenge is believed to come from polymer nanoparticles. Indeed 
polymers are a much cheaper material compared with phospholipids, and methods 
for producing nanoparticles are generally simpler. Other advantages of the polymer 
systems are their higher stability in biological media especially for the administra-
tion of drugs by mucosal routes and upon slight changes in the formulation. Addi-
tionally, they should be theoretically tailor-made thanks to the progress in colloid 
and polymer technology [9, 49]. However, only a couple of polymers are suitable as 
main components of the polymer nanoparticles designed as drug carrier systems [6, 
7, 9]. As for liposomes, polymer nanoparticles were developed as drug carriers to 
improve the effi cacy of the associated drug thanks to a better control of its biodis-
tribution toward the diseased organ or cells and to their faculty to overcome biolog-
ical barriers [9, 50, 51]. These colloidal particles have demonstrated enhanced 
effi cacy for numerous drugs compared with conventional formulations. Indeed, the 
biological activity of the drug associated with the carrier is generally improved, 
whereas the side effects due to their toxicity are reduced thanks to a better control 
of the biodistribution [52–57]. The improved effi cacy can also be explained by a 



higher stability of the drug in biological media and ability to overcome biological 
barriers. However, the main limitation of these systems remains the full control of 
their biodistribution because they still lack precise targeting specifi cities. This is the 
main challenge that remains to be addressed. According to our current knowledge, 
a better control of the interactions between the drug delivery system and sur-
rounded biological media should improve targeting effi cacy as well as promote the 
occurrence of highly specifi c interactions. Thus, it was postulated that the control 
of the biodistribution of drug carriers could be possible by modifying and by adjust-
ing the surface characteristics of the drug delivery systems. The modifi cation of 
surface properties of drug delivery systems by coating with poly(ethylene glycol) 
actually rerouted the carrier from a very effi cient recognition and uptake by macro-
phages of the mononuclear phagocyte system (MPS) toward long circulating parti-
cles in the blood stream [58, 59]. It is now admitted that the biodistribution of a 
drug carrier greatly depends on the nonspecifi c and specifi c interactions between its 
exposed surface and the biological components of the surrounded medium found 
either in blood, on the cell surface, or at the level of biological barriers, i.e., endothe-
lium or mucosa. Thus, efforts are now carried on tailoring the design of the carrier 
surface [12].

To be used as drug carriers, different drugs should be incorporated into the 
nanoparticles. Most nanoparticles made of synthetic polymers, including polyesters 
or polyanhydrides and poly(aminoacids), can incorporate enough lipophilic drugs. 
However, they are totally ineffi cient to incorporate hydrophilic molecules such as 
peptides, proteins, or nucleic acids. These molecules with a high therapeutic poten-
tial hardly cross biological barriers. They need to be associated with a drug carrier 
enhancing their transport across the biological barriers and preserving their bio-
logical activity because they are highly un-stable in biological media. This problem 
could be solved using nanopar-ticles made of poly(alkylcyanoacrylate) [60]. Polysac-
charides extracted from natural compound could also be used to formulate new 
types of drug delivery systems in which macromolecules from biotechnology could 
be incorporated [6–8, 61, 62].

1.4.4 INTEGRATION OF CARBOHYDRATE IN THE DESIGN OF 
NANOPARTICLE DRUG CARRIERS WITH NEW FUNCTIONALITIES

As mentioned, the interactions of nanoparticle drug carriers with the surrounded 
biological environment are key factors controlling the in vivo fate of the trans-
ported drug. Three levels of interactions may be distinguished, but all will involve 
surface phenomena between nanoparticle surface and compounds of the surround-
ing environment. Interactions occurring at the level of a mucosa may be critical to 
promote the absorption of the drug. They will be discussed in the fi rst paragraph. 
The interactions taking place in the blood compartment that greatly affect the 
biodistribution of the carrier due to interactions with blood proteins are considered 
in the second paragraph. Finally, the more highly specifi c interactions between 
drug carrier and cells in the view of targeting and allowing delivery of the drug to 
precise cells will be considered in the last paragraph of this section. As will be 
discussed, carbohydrates seem, in all of these cases, as versatile tools to control the 
interactions between the drug carriers and the biological surrounding media.
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1.4.4.1 Carbohydrates to Improve Mucoadhesion of Nanoparticle 
Drug Carriers

Mucosal routes, especially the oral route, are the preferred methods for the admin-
istration of drugs. However, many drugs remain poorly available when they are 
administered by these routes. Among other reasons, this can be due to low mucosal 
permeability for the drug, permeability restricted to a region of the gastrointestinal 
tract, low or very low solubility of the compound that results in a low dissolution 
rate in the mucosal fl uids and in elimination of a fraction of the drug from the ali-
mentary canal prior to absorption, and lack of stability in the gastrointestinal 
environment, resulting in a degradation of the compound before its absorption 
(e.g., peptides and oligonucleotides).

To reduce problems of low permeability and low solubility, it was proposed to 
retain the drug at the surface of the mucosa using bioadhesive formulations increas-
ing the contact time between the drug and the epithelium and in turn chance to the 
drug to be absorbed. In this aim several authors have suggested to use polysaccha-
rides to design bioadhesive nanoparticle drug delivery carriers. Chitosan obtained 
from deacetylation of chitin is the most commonly used bioadhesive polysaccharide. 
At the level of mucosa, chitosan is known to enhance drug absorption thanks to it 
bioadhesive properties and to its capacity to induce transient opening of the tight 
junctions without damaging the cells [63, 64]. The bioadhesive properties of chi-
tosan were described for the fi rst time by Lehr et al. [65]. They depend on the 
molecular weight [66, 67] and on the pH of the surrounded media, which affect the 
polysaccharide solubility. Chitosan is soluble at pH below 6, and its bioadhesive 
properties require that the molecule is either soluble or strongly swollen [68]. Thus, 
to improve the solubility properties of chitosan especially at pH higher than 6 
encountered at the level of several mucosa, modifi ed chitosan were synthesized. For 
instance, the partial substitution of the amino function of chitosan by methyl-5-
pyrrolidone led to derivatives enhancing the absorption of drugs at the level of the 
bucal and vaginal mucosa [68–70]. Enhancement of the bioadhesive properties and 
of drug absorption was also reported after introduction of thiol groups in the struc-
ture of chitosan. In this case, the thiol groups are assumed to form disulfi de bonds 
with the cystein-rich domains of the mucus glycoproteins standing on the gastroin-
testinal mucosa [71, 72]. Drug carriers that have been coated with chitosan also 
showed enhanced bioadhesive properties at the level of different mucosa, including 
the ocular, nasal, gastrointestinal, and pulmonary mucosa [8, 73–76]. However, it is 
worth pointing out that a simple adsorption of chitosan at the nanoparticle surface 
is not stable enough to resist desorption when the nanoparticles are in contact with 
the mucus [77]. Thus, several authors have suggested preparing nanoparticles 
directly with chitosan obtaining plain chitosan nanoparticles [7, 75] or using copoly-
mers of chitosan and the polymer constituting the nanoparticle, i.e., poly(lactic acid) 
[61] or poly(alkylcyanoacrylate) [19, 21, 62, 78].

According to Prego et al. [8], the mucoadhesive properties of the carrier and its 
interaction with the mucus occurring in vivo are determinant to provide an effi cient 
transport of the nanodevice carrying the drug across the epithelium, resulting in 
an increase of the bioavailability. The mucoadhesive properties were shown to 
depend on the coating material but also on the size of the nanoparticles [8, 79]. 
Generally, the smallest nanoparticles accumulate more because of a higher 



diffusion in the mucus layer compared with bigger particles. However, according 
to a recent study, Bertholon et al. showed that the conformation of the chitosan 
chains grafted at the surface of poly(alkylcyanoacrylate) nanoparticles also infl u-
enced the bioadhesive properties of the nanoparticles on the intestinal mucosa [21]. 
Indeed, these authors reported differences in bioadhesion with nanoparticles onto 
which chitosan was grafted either on a “side-on” conformation or on the “end-on” 
conformation. Adhesion of the nanoparticles to the intestinal mucus layer can be 
viewed as a complex process, including the diffusion of the particles in the hydrogel, 
depending on their size, followed by their interactions with the mucus glycoproteins 
depending on both the nature of the polysaccharide and its conformation at the 
nanoparticle surface. It is likely that the molecular interactions played a key role 
in this latter process. Interestingly these results suggest that the bioadhesive pro-
perties of nanoparticulate systems can be modulated by a fi ne tuning of the surface 
properties of the particles.

Several other polysaccharides were used to obtain bioadhesive formulations of 
drugs [80, 81]. Hyaluronic acid, which is applied in ocular surgery to protect the 
corneal endothelium and to manipulate intraocular tissue is also a remarkable 
bioadhesive. It was suggested as coating material at the surface of nanoparticles 
made of poly(epsilon-caprolactone) for the development of bioadhesive ocular 
formulation of bioactive molecules to increase the retention of the drug at the level 
of the precorneal zone [82]. The other polysaccharides found in pharmaceutical 
formulations that may be interesting to use as bioadhesive coated material at 
the surface of nanoparticle drug carriers are alginate, dextran, starch, and cellu-
lose derivatives, including carboxymethylcellulose and hydroxypropyl cellulose. 
These polysaccharides have in common high swelling properties in an aqueous 
environment.

1.4.4.2 Use of Carbohydrates to Control the Fate of Drug Carrier After 
Intravenous Administration

The fate of nanoparticles administered by the intravenous route is controlled by 
the interactions between the nanoparticle surface and the serum proteins. In the 
blood, nanoparticles are normally considered foreign bodies and are rapidly re-
cognized as such by the host defense system. The primary event of the recognition 
phenomena is basically nonspecifi c and results in a massive adsorption of serum 
proteins at the nanoparticle surface [14, 58, 83]. Consequently, the complement 
system is activated, leading to the labeling of the nanoparticle surface with specifi c 
activated proteins of the complement systems. Once the nanoparticles are labeled 
with activated complement proteins, they are effi ciently recognized by macro-
phages of the mononuclear phagocyte system (MPS) due to the presence of the 
corresponding receptors at the cell surface. The overall process is so effi cient that 
less than 5 minutes are generally necessary to remove from the blood 80% to 90% 
of the injected dose of the drug carrier. After these events, the drug and its carrier 
are found in macrophages of the liver and of the spleen [9, 12, 84–87]. This pheno-
menom is highly benefi cial to target drugs in the liver and spleen but hamper the 
distribution of the drug toward other biological territories.

Targeting territories, organs, and tumors located outside the MPS organs can 
be achieved by triggering the host defense systems thanks to the modifi cation 
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of blood–protein interactions with the nanoparticle surface in order to obtain 
long circulating nanoparticles. The more general approach consists of grafting 
poly(ethylene glycol) chains at the nanoparticle surface to reduce both opsoniza-
tion of the carrier surface by blood proteins and complement activation [14, 15, 58, 
88]. An alternative route is based on a biomimetic approach using carbohydrates 
as material to coat the nanoparticle surface in order to modify interactions with 
blood proteins [19, 20, 31, 32, 89–92]. The design of biomimetic drug delivery 
systems using carbohydrate as surface coating material is almost infi nite as much 
of the diversity of carbohydrates appears to be in Mother Nature as exposed at 
the surface of the eukaryotic cells, bacteria, and viruses [5, 40, 44]. So far, only 
simple polysaccharides were used to modify the surface properties of nanoparticle 
drug carriers. The simplest polysaccharide was dextran, which is an alpha-1-6-
poly(glucose). Measurements of complement activation given by different dextran-
coated nanoparticles provided contradictory results depending on the method of 
the nanoparticle preparation. Indeed, dextran-coated poly(alkylcyanoacrylate) 
nanoparticles prepared by redox radical polymerization induced only a low comple-
ment activation [19, 20, 31, 32], whereas dextran-coated nanoparticles prepared by 
other methods induced a strong activation of complement, as does sephadex, which 
is a reticulated dextran [19, 20, 32, 90, 93, 94]. The contradictory complement acti-
vation measured could not be correlated to a marked difference in the interaction 
of the nanoparticles with blood proteins. Indeed, each type of the nanoparticles 
showed a proper pattern of blood protein adsorption and no general behavior could 
be drawn [32]. The hypothesis suggested that explains the results of complement 
activation is that it may depend on the conformation of the dextran chains at the 
nanoparticle surface, which can be defi ned by the method of nanoparticle prepara-
tion. This hypothesis is supported by the results of a very recent work that showed 
that nanoparticles with dextran chains grafted at the nanoparticle surface on the 
“end-on” conformation are nonactivators when the molecular weight of dextran 
passes above a certain limit (40,000 g/mol), whereas the nanoparticles on which 
dextran are arranged on a “side-on” conformation activated complement whatever 
was the molecular weight of dextran [20]. The effect of the polysaccharide chain 
conformation was more evident with a series of chitosan-coated nanoparticles. 
Indeed, nanoparticles with chitosan on the “end-on” conformation were frankly 
nonactivators, whereas the nanoparticles with chitosan on the “side-on” conforma-
tion were strong activators [20]. Although the conformation of the polysaccharide 
chains at the nanoparticle surface seemed to be a key parameter to control comple-
ment activation, several authors showed that the presence of dextran at the nano-
particle surface reduced the adsorption of albumin in favor of a reduction of 
opso nization phenomena [92, 95]. In terms of biodistribution of the corresponding 
nanoparticles, the nanoparticles having dextran on the “side-on” conformation 
were recognized by macrophages of MPS and concentrated in the liver and in the 
spleen [13], whereas the nanoparticles with dextran on the “end-on” conformation 
remained in the blood circulation for a longer period [89].

Although chitosan-coated nanoparticles showed contradictory results in com-
plement activation depending on the conformation of the chains at the nanoparticle 
surface [20], the level of complement activation induced by chitosan was also infl u-
enced by the physico-chemical properties of the polysaccharide, including its solu-
bility, degree of deacetylation, and molecular weight [20, 96–98]. Using different 



chitosan and chitosan derivatives, nanoparticles with a prolonged circulation time 
in the blood can be obtained. Additionally, their distribution can be modulated in 
a certain way because they were found to accumulate in defi ned tissues outside the 
MPS [99–104].

In Mother Nature, sialic acids play a key role in the biological mask hiding 
epitopes at the cell surface, which are immediately recognized by macrophages 
when the sialic acid is removed from the cell surface [103–107]. The most typical 
example is given by the erythrocytes, which are rapidly destroyed when sialic acids 
are removed from their surface [106, 108, 109]. Highly virulent bacteria have also 
adopted sialic acids as coating material to escape host defense mechanisms [110–
112]. Sialic acid, which seems to inhibit complement activation, allows cells and 
particular material to stay in the blood without being recognized by macrophages 
[110]. Thus, it was suggested to coat nanoparticles with sialic acids to mask their 
surface and avoid recognition by macrophages. Two different approaches were fol-
lowed. At fi rst, the ad-sorption of a sialic acid-rich glycoprotein, orosomucoid, at the 
surface of poly(alkylcyanoacrylate) nanoparticles reduced opsonization of the nan-
oparticles and complement activation. However, the orosomucoide that was simply 
adsorbed at the nanoparticle surface was rapidly displaced from the surface by other 
serum proteins due to the Vroman effect, and the effect of the sialic acids could be 
shown on short duration [17, 113]. Second, the nanoparticles coated with sialic acid 
were obtained from a copolymer of poly(sialic acid) and poly(lactic acid). These 
nanoparticles coated with a polysialic acid remained in the blood circulation longer 
than the uncoated nanoparticles after intravenous administration to mice [114]. 
Poly(sialic acids) have the advantage of being biodegradable, and their catabolic 
products (i.e., neuraminic acids) are not known to be toxic. Another important 
advantage of poly(sialic acids) is their T-independent antigens, meaning that they 
do not induce immunological memory. Because of these properties, poly(sialic 
acids) are very promising molecules to design biomimetic drug carrier systems with 
an increased half-life in the blood stream of the drug carrier [16, 115]. The main 
limitation of the development of such drug carriers so far may be explained by the 
poor availability of poly(sialic acids), which remain a problem because they are 
produced by highly pathogenic bacteria strengths at a very high cost.

The other bioactive polysaccharide that seemed interesting to be used to produce 
surface-modifi ed nanoparticles reducing their recognition by the host defense was 
heparin. Heparin is used as a drug for its anticoagulation properties. Additionally, 
it is an inhibitor of the complement activation phenomenon [116–118]. It was demon-
strated that heparin-coated nanoparticles did not activate the complement system 
[19, 31, 32] and remained in the blood stream for a longer time compared with 
nanoparticles, which do not show heparin on the nanoparticle surface [89]. Other 
polysaccharides extracted from mushrooms were found to inhibit the activation 
process of the complement. They could be alternative polysaccharides to produce 
nanoparticles with a reduced capacity to activate the complement, such as heparin 
[119].

According to the current experiences, several polysaccharides can be used to 
modulate the interactions of nanoparticle drug carriers, with blood proteins modi-
fying their blood clearance and consequently their biodistribution. Two categories 
of polysaccharides giving nanoparticles an ability to escape recognition from macro-
phages of the MPS can be identifi ed. The fi rst category, including heparin and sialic 
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acids, specifi cally interact with serum protein according to a well-defi ned mecha-
nism, thanks to their specifi c biological activity being inhibitors of the complement 
activation phenomenom. The polysaccharide of the other category, including 
dextran, interacts with serum protein through nonspecifi c interactions. In addition 
to the specifi c and nonspecifi c interactions with blood proteins, it was clearly dem-
onstrated that the conformation of the chains grafted at the nanoparticle surface is 
one key parameter that controls the complement activation phenomena and the 
opsonization of the nanoparticle surface. The nature of the polysaccharide and the 
molecular weight took on the second level of importance [20].

1.4.4.3 Carbohydrates and Drug Carrier Targeting Perspectives

Colloidal carriers have proved to be interesting to deliver drugs by the intravenous 
route because of their potential to improve the therapeutic index of the carried 
drug while reducing their side effects. Although with the current systems available 
it can be possible to enhance accumulation of the drug in diseased tissue, especially 
in tumors, the interactions of the carriers with diseased cells and their uptake 
remain insuffi cient. The main strategy that was proposed to further enhance drug 
delivery and retention at the level of diseased cells is based on the active targeting 
of the drug [12, 120–122]. This supposes that drugs reached target cells thanks to 
a highly specifi c biodistribution of the carrier. Our experience with drug carriers 
suggests that such a degree of specifi city will only be obtained if the drug carrier 
can recognize the target cells through specifi c interactions.

One way to promote recognition between drug carriers and target cells is to 
attach ligands at the carrier surface that can bind specifi cally to target cells [12, 
121, 122]. For this purpose, more or less complex carbohydrates can be used as 
ligands of endogenous receptors for carbohydrates known as lectins at the cell 
surfaces. Lectines are universally found in the microbial world, on vegetal and 
animal cells [5, 28, 123]. They can bind various types of carbohydrates from simple 
monosaccharides to oligo- or polysaccharides of complex structures with a very 
high specifi city of recognition resulting in strong interactions. The binding is a very 
fast process, and the recognition between the carbohydrate and the corresponding 
lectin can occur whether the carbohydrate is free or bound on a macromolecule or 
on the surface of cells and of drug carriers [123, 124]. So far, the majority of the 
work done in the fi eld of active targeting was performed with liposomes and soluble 
polymers. Currently, only a few studies were carried out on nanoparticles [12, 121, 
125]. Microbial and vegetal lectins were bound to drug carriers as targeting moiety 
to fi nd complementary carbohydrate epitopes at the surface of target cells [126–
128]. However, with the recent progress in glycobiology, it seems that a better 
option would consist in grafting the carbohydrates on the drug carrier instead of 
lectins, which often lose activity during the grafting process. Another advantage 
of using carbohydrates as the targeting moieties is that the drug carrier would be 
targeted toward cell receptors with expression levels that are subjected to dramatic 
modifi cations upon physiological conditions of the cells. For instance, in several 
cancer cells, some receptors are specifi cally over-expressed, whereas other are 
downregulated and almost disappear from the cell surface. Thus, it seems better 
to use the ligand receptor, i.e., carbohydrate, as the targeted moiety attached on 
the drug carrier to take advantage of differences in the level of receptor expression 



in the targeting strategy. This method, which was applied with folic acid, actually 
showed high targeting potential [129]. Additionally, it would probably be easier to 
fi nd universal methods for grafting various types of carbohydrate moiety on nano-
particle surface in comparison with the coupling methods of proteins, which need 
to be fi nely adjusted for each protein receptor to preserve the functionality of their 
active site [44].

Many endogenous lectins in animals might serve as target receptors for drug 
carriers exhibiting complementary carbohydrates at the surface. Examples of 
animal lectins and principal characteristics, locations, and specifi cities are given in 
Table 1.4-1, whereas Table 1.4-2 summarizes variations of the level of expression 
of lectins in several diseases that were already identifi ed and reported in the 
literature.

This last table may be especially useful for identifi ng over-expressed lectins on 
diseased cells and may be used as a target to direct drug delivery carriers, bearing 
the corresponding carbohydrate ligand specifi cally toward them. Such a targeting 
strategy was successful using soluble drug carriers [126, 137, 141, 142], and in the 
case of targeting DNA/polymer complexes [130, 143–147] bearing simple carbohy-
drate or polysaccharides. Most of the work done so far with nanoparticles included 
mono- and di-saccharides as the targeting moiety. Lectins can recognize galactose 
and mannose residues after chemical grafting at the surface of polymer nanopar-
ticles [148, 149]. Galactose was used to target paclitaxel-loaded nanoparticles 
toward hepatic cells. The lectins of the hepatic cells specifi cally recognized the 
galactose residues at the surface of the nanoparticles, improving the targeting of 
the drug in these cells. Thus, the nanoparticles were found to be more toxic toward 
the cells expressing the lectin at the surface compared with cells devoid of the cor-
responding lectin [147]. It also seems that lactose bearing nanoparticles that are 
recognized by asialoglycoprotein receptors of hepatic cells of mice are internalized 
by endocytosis [148]. A carbohydrate of Lewis was suggested as targeting moiety 
to target poly(lactide-co-glycolide) nanoparticles toward cells expressing E selectins 
on endothelial cells or in infl ammatory sites. It was found that, for this more 
complex carbohydrate corresponding to an oligosaccharide, the affi nity of the 
E-selectins for the Lewis carbohydrate exposed at the nano-particle surface 
depended on the density of grafting [121].

According to these data, targeting strategies that involve carbohydrates are 
principally directed toward cell receptors involved in the mechanisms of cell regu-
lation and communication either between cells or with the surrounding medium. 
They are based on specifi c interactions with high affi nity between the ligand and 
the corresponding receptor. So far, they have been applied with simple carbohy-
drates, including monosaccharides, di-saccharides, and some Lewis carbohydrates. 
It provided more than satisfactory results regarding the level of targeting specifi city 
as evaluated in vitro using relevant cell models. Only a few studies that went over 
the in vitro stage were performed with liposomes and soluble drug carriers, provid-
ing extremely convincing perspectives [122, 141, 152]. There is no doubt that similar 
targeting effi ciency may be obtained with success using nanoparticles. It can also 
be expected that current investigations aiming to identify structures and the bio-
logical functionalities of carbohydrates at a large scale will contribute to amplify 
our knowledge of cell communication and therefore highlight new targets and 
target carbohydrate-based materials [5, 35, 40, 44, 153]. This promises very exciting 
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TABLE 1.4-2. Modifi cation of Expression Level of Different Lectins in Several 
Pathologies

Pathologies Over-Expressed Lectins Under-Expressed  Ref.
  Lectins

Cancer P Selectins in plasma  [121, 125, 
 Hyaluronate receptor    140]
  CD44 and RHAMM
 Galectins
Metastasis E Selectins  [132]
 Hyaluronate receptor  [135–138]
  CD44 and RHAMM
Colon cancer Galectins 1 et 3 Galectin 8 [126]
Meningeal leukaemia L Selectins  [121]
Malignant B-cells L Selectins  [121]
Angiogenesis E Selectins  [132]
Connective tissue  P Selectins in plasma  [121, 125]
 disease
Rheumatoid arthritis P Selectins in plasma  [121, 125]
 E Selectins
Asthma, allergy P Selectins in plasma L Selectins [121, 125]
 E Selectins
Multiple sclerosis L Selectins  [121]
Kawasaki disease E Selectins L Selectins [121]
Guillain—Barre  E Selectins  [121]
 syndrome
Intestine disease P Selectins in plasma  [121, 125]
Sever infection  P Selectins in plasma  [121, 125]
 (malaria) E Selectins
Neonatal bacterial  L Selectins [121]
 infection
HIV L Selectins  [121]
Insulin-dependent  L Selectins  [121]
 diabetes
Risk factors of stroke  L Selectins [121]
Cardiopulmonary  L Selectins [121]
 bypass surgery

developments in the future. However, as stressed by Nobs et al., one has to keep 
in mind that the ability to achieve targeting in vivo depends directly on whether 
the target is accessible from the vascular compartment [12]. In the fi rst case, par-
ticles bearing targeting moiety and having long circulating properties have a high 
probability to reach the target cells. On the contrary, when the target is extravas-
cular, for instance, in solid tumors, penetration of the carrier in the tumor tissue 
is more diffi cult because it needs to extravasate. In this case, the size of carriers 
needs also to be adjusted so that they can cross the vessel endothelial through the 
pores of the local discontinuous tumor microvasculature, which may vary between 
100 and 780 nm. Another requirement would probably concern the orientation of 
the carbohydrate moiety at the nanoparticle surface. Indeed, biological recognition 
systems are so sensitive that they are, for example, capable of differentiating small 
changes in the conformation of epitopes at the surface of pathogens.



1.4.5 ENHANCEMENT OF CARBOHYDRATE THERAPEUTIC 
ACTIVITY BY ASSOCIATION WITH NANOPARTICLE 
DELIVERY SYSTEMS

Research to understand biological functions of carbohydrates is currently extremely 
active providing new data almost everyday. The literature is growing exponentially 
in this very fast moving area. The purpose of this chapter was not to review all the 
different biological activity known for carbohydrates today but was to focus on 
carbohydrates whose biological activity is interesting for therapeutic purposes and 
whose therapeutic effi cacy may be improved by association with a nanoparticle 
drug carrier.

1.4.5.1 Anti-Infectious Agents

The emergence of antibiotic resistant strengths of bacteria, parasites, fungus viruses, 
and new pathogens are very demanding for the discovery of new anti-infectious 
agents. If the discovery of new molecules is undoubtedly the leading strategy in 
fi nding effective treatments, all active molecules will need to reach sites of infec-
tions where pathogens are located at suffi cient concentration. Several effi cient 
carbohydrate antibiotics were extracted from various strengths of Streptomyces.
They are simple aminoglycoside molecules known as streptomycins, including neo-
mycin, gentamicin, or amikacin. Other recently discovered carbohydrate anti-
biotics, including the family of the orthosomycins, are more complex molecules. 
These carbohydrate antibiotics are very attractive because they are effi cient against 
pathogen bacteria, including those resistant to antibiotics used as a last resort 
(penicillin or vancomycin). Their interest is so huge that several methods for their 
synthesis were already suggested [154–156]. However, they are generally very toxic 
for healthy tissues limiting the maximal dose of antibiotic that can be administered 
in patients and consequently the effi cacy of treatment. In general, the effi cacy of 
antibiotics can be considerably increased when they are associated with drug car-
riers thanks to a reduction of the toxicity and a higher accumulation in the infected 
cells that, in many infections, are cells of the mononuclear phagocytes system. The 
improvement of the safety profi le of the targeted drug allowed administration of 
higher doses of the antibiotic when requested to promote treatment effi cacy [48, 
157]. In other cases, the therapeutic index of the antibiotic was markedly increased 
by a factor ranging from 6 to up to 120; thus, the dose of antibiotic required to kill 
infectious agents can be considerably reduced [158–164]. Complete sterilization of 
organs can be obtained with the antibiotic targeted with nanoparticles, whereas the 
corresponding liposomal formulation can not completely sterilized the organs in 
the same experimental condition [165].

Currently, there is only one formulation of Amikacin in liposomes under clinical 
trials for treatment of tuberculosis. The antibiotic was found to be twofold to sixfold 
more active than the free drug in an acute experimental model of murine tubercu-
losis in which bacteria are located in macrophages. The count of viable bacteria 
found in the liver and spleen was reduced by a factor of 3-log

10
 compared with the 

untreated mice [158]. However, in human, this formulation was not as active as 
expected. To explain the disappointed results obtained, it was suggested that the 
liposomes could target the antibiotics in the macrophages but this was not enough 
to reach extracellular bacilli, which are clustered in cavity caseum in the human 
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infection and can be responsible for reinfection. It was suggested that these residual 
bacteria may be reached using drug carriers with long circulating properties.

So far, the more advanced studies on the targeting of antibiotics that reach the 
clinic stages were performed with liposomes. The only formulation marketed so far, 
AmBisome (Gilead, Foster City, CA), is the more effi cient treatment against leish-
maniasis and other fungal infections [47]. This demonstrates the high potential of 
targeted formulations of antibiotics to challenge devastating pathogens with toxic 
antibiotics for healthy tissue provided that they are targeted to the infected cells. It 
may be expected that research will continue considering targeting strategies of the 
most interesting carbohydrate antibiotics to improve the effi cacy of anti-infectious 
treatments. In this view, it will also be interesting to pay attention to nanoparticle 
formulations that seemed more effi cient than liposomes when they were tested in the 
same conditions probably because of their higher stability in the blood compartment 
in vivo [157, 161].

Some polysaccharides showed either antibacterial and antifungal activities or 
antiviral activity. For instance, the antibacterial and antifungal activity of chitosan 
was studied for a long time both in vitro and in vivo. They are used to control bacte-
rial infections during the wound healing process [166]. The activity of chitosan 
against pathogens is maximal at acidic pH [166, 167]. The degree of acetylation has 
no infl uence on the activity, but high-molecular-weight chitosan was reported to be 
active against the Gram-negative bacteria Escherichia coli [168]. Depending on the 
authors, either high- or low-molecular-weight chitosan were reported to be active on 
the Gram-positive bacteria Staphylococcus aureus [168, 169]. To explain activity of 
chitosan, it is assumed that high-molecular-weight chitosan may form a fi lm around 
the bacterial preventing the exchange of nutriment, whereas low-molecular-weight 
chitosan may enter bacteria cells to disturb metabolism [168]. Other mechanisms 
were suggested such as chelation of metal ions required for the synthesis of the bacte-
rial toxin or interaction with cell membrane components inducing agglutination of 
bacteria or increasing of the permeability of the cell membrane [167, 170]. Chemi-
cally modifi ed derivatives of chitosan such as diethy–methyl chitosane are more 
active than chitosan [171]. Chitosan has not yet been used in a targeted formulation 
for in vivo application. However, it was associated at the surface of nanoparticles to 
obtain fabrics with antibacterial activity.

Finally, antiviral activities were reported for polysaccharides bearing sulfonate 
groups. Most studies considered either the activity against the human herpes virus 
simplex 1 and 2 or against the Human Immunodefi ciency Virus (HIV). Generally, 
the antiviral activity depended on the molecular weight, the amount and the dis-
tribution of the sulfonate groups, and the conformation and fl exibility of the 
polysaccharide chains [172]. It was suggested that the anti-HIV activity can result 
from electrostatic interactions occurring between the negatively charged sulfonate 
groups of the polysaccharide and the positively charged amino-groups of the glyco-
protein GP120 of the virus envelope [170]. Polysaccharides with antiviral activity 
can be obtained by grafting sulfonate or sulfamide groups [172, 174]. Modifi ed 
dextranes containing carboxymethyl benzylamine and carboxylmethyl benzylaline 
sulfonates groups showed anti-HIV activity [175], whereas the anti-herpes virus 
activity was described for carraghennan corresponding to sulfated polygalactanes 
extracted from a red algae [172]. More interestingly, a sulphated polysaccharide 
extracted from the algae Caulerpa racemosa is active against strengths of the 



herpes virus resistant toward acyclovir, which is one of the leading antiviral com-
pound used in clinics [176]. These polysaccharides showing antiviral activity may 
be interesting compounds to target against infected cells.

1.4.5.2 Anticancer Activity

Several small carbohydrates derivatives showed anticancer activity and are used in 
clinics as antitumoral drugs [33–35]. Pharmacologically active concentrations of 
such an anticancer drug in the tumor tissue are often reached at the expense of 
massive contamination of the rest of the body. As it was discussed with antibiotics, 
this poor specifi city creates a toxicological problem that represents a serious obsta-
cle to effective antitumor therapy. Another obstacle to their effi cient delivery is the 
occurrence of multidrug resistance (MDR), which may appear either as a lack of 
tumor size reduction or as a clinical relapse after an initial positive response to the 
tumor tissue; it can be either directly linked to specifi c mechanisms developed by 
the tumor cells or connected to the physiology of the tumor tissue, including a poor 
vasculature and unsuitable physico-chemical conditions [177]. Outside the tumor 
tissue, the resistance to chemotherapy can be due to the more general problem of 
the distribution of a drug relative to its targeted tissue [15]. To overcome drug 
resistance, many attempts have been made using strategies that consider the more 
general problem of the control of the drug biodistribution either at the cellular level 
or at the tissue level [178, 179]. These reasons make small carbohydrate antitumoral 
drugs relevant candidates to be formulated in drug delivery systems allowing their 
targeting in tumors as it was already demonstrated with the anthracyclin doxoru-
bicin [50, 180–183].

Antitumor activity was also reported for several polysaccharides [35]. Nanopar-
ticles made of chitosan either loaded with copper or unloaded showed a higher 
cytotoxicity against tumoral cells, whereas their cytotoxicity remained low toward 
healthy cells of human liver L-02. The antitumoral effi cacy depended on the nano-
particle diameter being the highest with the smaller nanoparticles (40 nm) [184]. 
Heparin showed interesting antitumoral activity especially when it formed a 
complex with poly(beta-aminoesters), a positively charged polymer, which enhanced 
the intracellular penetration of heparin by endocytosis into cancer cells. The mech-
anism of the anticancer activity of heparin was explained by an induction of apop-
tosis in cells in which the polysaccharide was internalized. The specifi city of the 
activity against cancer cells was explained by a favorable competition of the endo-
cytosis toward these cells compared with the lower endocytosis activity of healthy 
cells. However, it may be suggested that the specifi city of the delivery may further 
be increased by a specifi c delivery of the conjugate at the level of the tumor [185, 
186]. Many other carbohydrates and polysaccharides have recently been isolated 
showing antitumoral activity. The characterization of their structure and mecha-
nism of action are still not fully elucidated, and this is part of a very active fi eld of 
investigation. Among the very recently isolated compounds showing an anti-
tumoral activity, several were extracted from plants, mushrooms, and microorgan-
isms [143, 187–191] or were collected from their culture medium [192]. It was shown 
that some extracted polysaccharides may interact with the host defense mecha-
nisms to induce a production of interleukin-2, which in turn can stimulate either 
cytotoxic T lymphocytes, Natural Killer lymphocytes, or the production of an 
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antibody against tumoral cells [184]. Another hypothesis suggested that the polysac-
charides can stimulate macrophages resulted in a production of nitrogen oxide 
(NO) and of tumor necrosis factor-alpha (TNF-α) [143, 187, 192–194]. A direct 
activity against tumoral cells was also assumed [188, 189]. Finally, certain active 
compounds may act on the angiogenesis reducing the formation of neovessels 
required for the irrigation of the tumor tissue [190, 191].

1.4.5.3 Control of Vascular Smooth Muscle Cell Proliferation

Several sulfonated polysaccharides showed an ability to control proliferation of 
vascular smooth muscle cells. Certain compounds may act on the angiogenesis 
reducing the formation of neovessels required for the irrigation of tumor tissues 
[190, 191]. They can contribute to reduce tumor size growth. Others can inhibit the 
proliferation of the vascular smooth muscle cells on a damaged artery to prevent 
and control artherosclerosis [195]. The inhibitor activity of the polysaccharides 
seemed to increase with their molecular weight because it is assumed that they are 
better internalized by cells. Among sulfonated polysaccharides, fucan showed a 
higher activity compared with heparin [196, 197]. With modifi ed dextran, the inhi-
bition of cell growth depended on the degree of substitution by sulfonate groups 
and on the presence of benzylamide groups. The production of collagen by the 
vascular smooth muscle cells was infl uenced by modifi ed dextran and heparin 
[198]. Complexes among sulfonated polysaccharides, such as heparin, hyaluronate, 
and chondroitine sulphate with chitosan, were also reported to control proliferation 
of vascular smooth muscle cells [199].

Sulfonated polysaccharides present different biological activities. To take advan-
tage of their antiproliferative activity toward vascular smooth muscle cells, it will 
be necessary to associate the polysaccharides with targeted drug carriers such as 
nanoparticles. The nanoparticles may also enhance the cellular endocytosis of the 
polysaccharides to further promote its antiproliferative activity on vascular cells.

1.4.5.4 Activity on the Immune System

Many antigens located at the surface of pathogens show more or less complex car-
bohydrate epitopes. The immune response induced by these antigens results in the 
production of antibodies, which is relevant in the aim of vaccination [200–203]. 
Thus, a few vaccines were developed using polysaccharide antigens against menin-
gitis [203, 204], pneumonia [202], and against Staphylococcus aureus, which is 
responsible for nocosomial infections [201]. Usually, an effi cient vaccine requires 
formulation of the antigen with an adjuvant. The more recent formulation strategy 
that was followed for vaccine development was based on the design of antigen pre-
senting devices using nanotechnology [205–207]. Systems proposed so far are, on 
the one hand, derived from the liposome technology based on phospholipid bilayer 
reconstitution with incorporation of antigenic protein or glycoprotein, i.e., viro-
somes [205, 206], and, from the other hand, on the reconstitution of empty viral 
capside with viral recombinant proteins, i.e., virus like particles [207]. Finally, the 
immune stimulating complex (ISCOM) corresponds to a nanosized aggregate 
(40 nm in diameter) of saponin, lipids, and antigen held together by hydrophobic 
interactions occurring among the three components [208]. These systems formed 
spontaneously upon self-molecular assembly mechanisms. They were mainly 



developed as vaccines against viral infections and are mimicking viruses showing 
the corresponding antigenic epitopes at the surface. Although they are effi cient for 
parenteral vaccinations, their application in mucosal vaccines is subjected to con-
troversy because of possible stability problems in the biological environment of 
mucosa. Thus, there is a need for development of antigen presenting systems for 
bacterial antigens including those of a polysaccharide nature and for antigen pre-
senting devices stable enough in biological media encountered at the level of mucosa 
to develop mucosal vaccination. Several types of polymer nanoparticles were pro-
posed as carriers for antigens to be used as vaccine adjuvants [209, 210]. In general, 
in these systems, the antigen is mostly encapsulated within the nanoparticles and 
is not “visible” from the outside of the carrier as it is the case of systems obtained 
by self-assembly molecules, i.e., in virosomes and virus-like particles. Polysaccharide-
coated nanoparticles would be more suitable as possible antigen presenting devices. 
To this purpose, nanoparticles were specifi cally designed to exhibit polysaccharides 
at the nanoparticle surface and can easily be obtained with various polysaccharides 
[211]. Their versatility should offer interesting developments for new vaccines as a 
polysaccharide antigen presenting device.

Although carbohydrate antigens were fi rst described a long time ago, their inter-
actions with the immune system are not limited to the production of antibodies in 
the frame of vaccination. Indeed, some polysaccharide can modulate the immune 
system activity in a specifi c manner. For instance, several polysaccharides interact 
with interleukin 10 (IL-10) [212]. Human IL-10 is known to stimulate CD16 and 
CD64 receptor expression on the monocyte and macrophage population within 
peripheral blood mononuclear cells. Soluble heparin, heparan sulfate, chondroitin 
sulfate, and dermatan sulfate inhibit the human IL-10-induced expression of CD16 
and CD64 in a concentration-dependent manner. The antagonistic effect of heparin 
on human IL-10 activity depends on N-sulfation, the de-N-sulfated heparin had 
little or no inhibitory effect on the IL-10- induced expression of CD16, and the 
effect of de-O-sulfated heparin was comparable with that of unmodifi ed heparin. 
Furthermore, the inhibition of cell-bound proteoglycan sulfation reduced the 
human IL-10-mediated expression of CD16 molecules on monocytes and macro-
phages. Taken together, these fi ndings support the hypothesis that soluble and 
cell-surface glucosaminoglycans and, in particular, their sulfate groups are impor-
tant in binding and modulation of human IL-10 activity and, therefore, promote or 
inhibit several pathways of the immune system. It may be suggested that these 
molecules grafted at the surface of a polymer nanoparticles may regulate the 
expression of the receptors at the cell surface modifying the immune system 
response in a very defi nitive and precise manner.

Small oligosaccharides can inhibit immune response by reducing production of 
oxidative species in immune cells. These components may be interesting to control 
the infl ammatory process and for treatment of autoimmune diseases. Activity 
depended on both length and conformation of the oligosaccharides. It seemed that 
oligosaccharides longer than six residues and adopting a helical conformation 
enhanced interactions with immune system components [213]. The immuno-
modulation properties shown by such oligosaccharides can be combined with anti-
infl ammatory properties of other polysaccharides extracted from Costus spicatus
[214]. Although several oligosaccharides can inhibit immune response, others 
stimulate the immune system. Polysaccharides extracted from Lycium barabrum
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promoted expression of IL-2, TNF-alpha, in the peripheral mononuclear cells in 
human [215]. Those extracted from Discirea opposita induced proliferation of T 
lymphocytes [216]. It was suggested that stimulation of macrophages resulted from 
an interaction occurring between the n-acetylglucosamine groups of the oligosac-
charides with the mannose calcium-independent receptors of the macrophages 
[217, 218].

Presenting under the form of nanoparticles, these polysaccharides may be better 
targeted toward macrophages and monocytes to focus the activity of the polysac-
charide in macrophages and to avoid reaching other cells that may be affected by 
unspecifi c action on metabolism or physiology. Indeed, it will be very important to 
target precisely polysaccharides like heparin because it has other biological activity. 
The various activities found for polysaccharides on the immune system may be used 
to fi nely tune the activity of the very complex defense system of the host. This could 
lead to the emergence of new therapeutic strategies, provided the polysaccharides 
or the oligosaccharides will be precisely targeted against the right cells of the 
immune systems.

1.4.5.5 Control of Blood Coagulation and Complement Activation

Polysaccharides and oligosaccharides may induce or inhibit blood coagulation 
depending on their structure. Chitosan and polysaccharides extracted from the 
Chinese laquer showed biological activity promoting the blood coagulation [173, 
219]. In general, negatively charged polysaccharides, including sulphate, sulfonate, 
carboxylic, and sulphonamide groups, show an opposite activity having anticoagu-
lant properties. Heparin, which is used in clinics and for storage of blood in the 
blood banks, is for sure the more generally known natural anticoagulant agent [134, 
220]. For the other polysaccharides, including sulphated and carboxylated deriva-
tives of dextran, galactomannan, pullulan, and chitosan, it was shown that the 
amount of functional groups, their distribution along the chain, and the molecular 
weight of the polysaccharide chains are all parameters that infl uence the anticoagu-
lant activity of the polysaccharide [174, 220–226]. In clinics, the main problem 
encountered with treatments based on the use of heparin is the rapid elimination 
of the polysaccharides from the blood stream. Long circulating formulations of 
heparin with longer biological and therapeutic effi cacy may consist of heparin 
associated with long circulating drug carriers. It was reported that some nanopar-
ticles coated with heparin displayed long circulating properties and that the anti-
coagulant activity of the heparin was preserved after grafting on the nanoparticle 
surface, making these nanoparticles interesting as a potential long-acting anti-
coagulant agent [19, 89]. Heparin that is used in clinics must be administered via 
the parenteral route, which is expensive, inconvenient, unsafe, and limits use by 
outpatients. The development of an oral form of heparin is more than warranted 
because the oral route remains the preferable route of administration of drugs for 
patient. It is also the safer and less-expensive route for the administration of drugs 
so far. However, heparin is a polyanionic macromolecule and is unstable under 
acidic conditions of the stomach, thus exhibiting poor oral bioavailability [227]. 
Nanoparticles were found to enhance absorption of hydrophilic macromolecules 
across the intestinal epithelium [51]. They seemed to be an interesting alternative 
for the development of an oral formulation of heparin to promote its bioavailability 
by this challenging route of administration.



1.4.6 NANOPARTICLE DRUG CARRIERS MADE OF 
CARBOHYDRATES FOR THE DELIVERY OF FRAGILE MOLECULES

Among the different delivery approaches explored so far to deliver complex mole-
cules such as peptides, proteins, and nucleic acids by mucosal routes, those based 
on the use of polysaccharide nanoparticles were found to be interesting alternatives 
toward this ambitious goal thanks to physico-chemical and biopharmaceutical 
properties of these polymers [6–8, 51]. Indeed, the mucosal delivery of these mol-
ecules is very challenging, and despite their increasing market value, their clinical 
use was hampered due to their poor natural transport across biological barriers 
and their extremely rapid degradation in biological media. Elaboration of the 
polysaccharide nanoparticles requires neither an organic solvent nor a powerful 
homogenization procedure, possibly damaging macromolecular drug activity [75, 
228]. This is an advantage regarding all other preparation methods of nanoparti-
cles. Indeed, the mild conditions used to prepare polysaccharide nanoparticles suits 
with those required to preserve the biological activity of peptides, proteins, and 
nucleic acids in the nanoparticle formulations [9]. So far, nanoparticles made of 
chitosan have opened promising alternatives for the delivery of peptides, proteins, 
and nucleic acids by the mucosal route, including oral and nasal administration and 
for topical delivery of drugs in the eye [229–231]. The system that is stable in the 
mucosal environment, including in the harsh conditions of the gastrointestinal 
tract, can interact with the negatively charged glycoproteins of the mucus, which 
cover the epithelium retaining the nanoparticles on the mucosa surface. This reten-
tion effect due to the bioadhesive properties of chitosan to mucus increases the 
chance for the drug to be absorbed. The drug-loaded nanoparticles either made of 
chitosan or bearing a chitosan coating enhanced drug penetration and absorption 
after administration by different mucosal routes. For instance, the oral absorption 
of salmon calcitonin was improved when it was associated with chitosan nanopar-
ticles. Interestingly, this system elicited long-lasting hypocalcemia levels, whereas 
calcitonin emulsions used as control led only to a negligible response [8]. To explain 
the effect, it was suggested that the nanosystems were able to enter the epithelia 
and provided a continuous delivery of the peptide to the blood stream [8, 232, 233]. 
Insulin-loaded chitosan nanoparticles also improved the delivery of insulin by the 
nasal route [234]. This formulation may be interesting for applications requiring a 
rapid supply of insulin in the blood. Indeed, the hormone is absorbed in about 30 
minutes, but the duration of the effect was quite short, lasting for 1.5 to 2 hours.

Chitosan nanoparticles as well as chitosan-coated nanoparticles were also found 
interesting for the delivery of antigens to the Nasal Associated Lymphoid tissue. 
The results indicated that the nanoparticles could facilitate the transport of the 
associated antigen across the nasal epithelium leading to an effi cient antigen pre-
sentation to the immune system. This elicited both an IgA and an IgG response 
increasing over time. For the immune response, it was suggested that not only the 
size and surface properties of the nanoparticles may infl uence the immune response 
but also the polymer composition and the structural architecture of the nanosys-
tems, which were found critical for the optimization of such antigen carriers [210]. 
For the delivery of antigen by the oral route, it has very recently been proposed to 
coat chitosan nanoparticles with alginate in order to prevent a burst released of the 
antigen in the intestinal medium and to further improve the stability of the chitosan 
nanoparticles in this very aggressive medium [235].
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Chitosan nanoparticles and chitosan-coated nanoparticles showed interesting 
bioadhesiveness on the cornea and good ocular tolerance. Their potential for the 
delivery of drugs at the ocular level was investigated. Both systems showed suitable 
delivery properties to improve topical administration of drugs at the level of the 
ocular mucosa [231]. Chitosan-coated nanoparticles, which are very versatile regard-
ing their drug-loading capacity and release properties, increased the drug levels in 
cornea and aqueous humor to a signifi cantly greater extent compared with the com-
mercial drug preparation or the drug-loaded uncoated nanoparticles. These nano-
particles were clearly able to enhance transportation of the drug across the cornea to 
reach the inner part of the eye. In contrast, chitosan nanoparticles accumulated into 
the corneal and conjunctival epithelia, where an increased concentration of drugs 
can be maintained for a prolonged duration. Initial experiments have indicated the 
adequate tolerance and low toxicity of these ocular drug carriers [73].

Several polysaccharides can form a complex with nucleic acids. This property 
was exploited to formulate DNA loaded nanoparticles to deliver genes and antisens 
oligonucleotides in vivo. Most polysaccharide-based carriers were obtained from 
chitosan and alginate [7, 236]. In vitro expression of gene transfected into cells 
using chitosan nanoparticles reached a similar level than the expression level 
obtained with reference transfection agents, including Lipofectin (Invitrogen, 
Cergy-Pontoise, France) and Surperfect (Qiagen S.A., Coutaboef, France) [237]. 
The nanoparticles presented high encapsulation effi ciency and good protection of 
DNA from DNase digestion [238]. To further improve the transfection properties 
of chitosan nanoparticles and enhance the specifi city of the carrier toward the 
target cells, Manssouri et al. suggested to attach folic acid residues to the nanopar-
ticle surface [239]. Nanoparticles made of polyesters or silica coated with chitosan 
or modifi ed chitosan may also serve as carriers for DNA plasmids or for antisense 
oligonucleotides [7, 62, 240–243]. In these nanoparticles, the nucleic acid is adsorbed 
onto the carrier surface thanks to the formation of a polyion complex with the 
polycationic polysaccharide standing at the nanoparticle surface. Another system 
made of alginate nanoparticles was reported to associate antisense oligonucleotides 
[244]. The stability of the associated oligonucleotides in the presence of serum was 
considerably improved, indicating that the carrier system may be suitable for the 
in vivo delivery of antisense oligonucleotides. The main objective of gene therapy 
is to obtain successful in vivo transfer of the genetic material to the targeted tissue. 
However, the growing potential of gene therapy will not achieve this goal until the 
issue of gene delivery has been resolved [245]. Naked DNA cannot be delivered 
effi ciently. Consequently, good gene delivery formulations are needed requiring 
good encapsulation effi ciency of DNA, protection from degradation, and specifi c 
targeting to desired cells. The optimal system is still not found. The polysaccharide 
nanoparticles presenting so far good complexing and transfection effi ciency are 
interesting potential systems. It may be expected that research on these systems 
will continue to grow and expand in the close future.

Polyanionic polysaccharides including heparin were shown to interact strongly 
with hemoglobin preserving its functionality as oxygen carrier [246]. This was 
exploited to load functional hemoglobin on heparin-coated nanoparticles to 
be used as a possible oxygen carrier for in vivo applications [247]. The nanoparti-
cles having a diameter of 80 nm showed the highest hemoglobin-loaded capacity 
compared with other carrier systems. Indeed, they can associate up to 40-mg 



hemoglobin per gram of nanoparticles, whereas other nanoparticles showed one 
third of this loading capacity [247, 248]. The functionality of hemoglobin standing 
in the heparin corona at the nanoparticle surface was preserved as well as the 
anticoagulant activity of heparin. This system in which a drug may additionally be 
incorporated in the polymer core can constitute a new generation of multifunc-
tional drug delivery system.

1.4.7 CONCLUSION

In the recent years, there has been a resurgence of interest in the biological role of 
carbohydrates. Active research that started a couple of years ago already high-
lighted the many biological roles and the diverse functions of carbohydrates in 
physiological and diseased processes. Several are useful for application as powerful 
drugs providing they are specifi cally delivered to the diseased cells. Their combina-
tion with nanoparticle drug carriers may be required improving their effi cacy and 
specifi city at the target site. From another point of view, several polysaccharides 
seemed to be interesting constituents of a drug carrier having remarkable mucoad-
hesive properties and promoting drug delivery by mucosal routes. The wide appli-
cations of carbohydrates in the design of drug delivery systems are illustrated in 
Figure 1.4-1.

Carbohydrate-based nanoparticles seemed to be well tolerated so far. However, 
full toxicological studies have not been performed yet and safety of the formulated 
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delivery systems will be an important point to clarify in the near future for further 
development for in vivo use. Finally, because carbohydrates are implicated in many 
cell recognition mechanisms and cell signaling phenomena based on high specifi c 
interactions with corresponding cell receptors, they may provide very useful tools 
to increase the targeting specifi city of drug delivery systems toward defi ned cells 
in vivo. Considerable work remains to be done before the potential of carbohydrates 
will be depicted and will be ready to be integrated into the design of better defi ned 
drug delivery systems with more precise functions. This will require the understand-
ing of the role of biological functions of more carbohydrates found in Mother Nature 
and production or synthesis of suffi cient amounts of the defi ned carbohydrate to 
clarify their functionalities. From the fi rst results of the experiences done so far on 
quite simple systems, it may be expected that carbohydrates will allow us to step over 
a new milestone in the development of drug delivery systems integrating the most 
recent developments in glycobiology.
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1.5.1 INTRODUCTION

There is no good measure of R&D productivity in the pharmaceutical and biotech-
nology industry because of the long maturation time needed to bring drugs to the 
market. The R&D investment has a long span of 7–15 years of payback time before 
drugs are approved. It takes even longer to market in major markets and turn the 
product into a profi table blockbuster [1–4]. Interim measures of R&D productivity 
like the number of patents fi led and granted, scientifi c publications (variable impact 
factor), R&D expenses, and new drug approvals provide only partial measures of 
success. The real measure of R&D success is the market and profi ts from block-
buster sales after recovery of development costs. The success of a drug is based on 
its safety and effi cacy established in clinical studies and favorable benefi t-to-cost 
ratio and advantages over current therapy. A marketed product with limited sales 
and low growth, which barely recovers development costs, is an R&D failure. New 
projects with potential medicine fail due to lack of safety and/or effi cacy. The major 
objective of the industrial R&D is to plan and execute the shortest development 
path to gain regulatory approval, strong patent position, and market the drug on a 
global basis in a short time frame and make it a blockbuster drug by expanding to 
related indications or new markets [4–8].

Company R&D productivity and effi ciency can be measured by its introduc-
tion of new billion- and multibillion-dollar medicines through in-house R&D or 
extramural R&D, licensing, partnership, or marketing rights. Pharmaceutical and 
biotechnology R&D concentrates essentially on existing therapeutic areas of 
billion- and multibillion-dollar medicines and/or of fi rst-in-class breakthrough 
products in new disease areas with double-digit growth. The R&D goal is to create, 
protect, and extend a company’s franchise, to compete with market leaders with 
products with enhanced safety and effi cacy or me-too follow-up for a breakthrough 
drug. Most current models measure past R&D performance, provide confl icting 
and variable results, and do not predict current or future outcome.

The modern blockbuster products era started four decades ago with Valium 
(Roche, diazepam), which was the most prescribed global medicine between 1969 
and 1982 with 2.3 billion doses taken in 1978 and the fi rst medicine to achieve peak 
sales of $200 million. It was later joined by benzodiazapine, antibiotics, and non-
stroidal analgesics and by several innovative medicines like Captopril, Capoten, 
and Mevacor in the 1980–1990 period [9–13]. The period of billion-dollar pharma-
ceutical brands started 10 years ago and of biotechnology brands about 5 years ago. 
A commercial report estimated the total blockbuster medicine sales in 2005 at $145 
billion and forecasted strong growth in biologics [14].

The profi tability of the top pharmaceutical companies and their market value 
has increased over the years despite a decline in new drug approvals since 1990. 
Mergers and acquisitions, cost cutting, job elimination, and rationalization of oper-
ations achieved short-term profi ts. The higher R&D budgets failed to increase the 
number of new regulatory approvals. Moreover, patent expirations on existing 
blockbuster drugs, frequent and lengthy patent challenges, high prices of medica-
tions, drug supplies to poor countries and patients, product injury litigation, drug 
withdrawals, activists’ pressure to shift R&D resources to tropical and neglected 
diseases, and tough new regulatory requirements for safer drugs and black box 
warnings hit the industry hard [15–19]. The price multiples or price earnings ratio 
of innovative pharma was fl at or declined over the past 2 years and was converging 



with that of generic companies like Forrest and Teva. It is ironic that the industry 
that took pride in development of new drugs to combat human diseases is now 
compared with big tobacco and big oil fi rms [1–4, 15–19].

Profi ts from billion-dollar (blockbuster) products invariably cover R&D and 
market failures, fund future R&D investments, pay fi nancial incentives to execu-
tives and dividends to shareholders, and fund philanthropy and charity. Fast track 
regulatory approval, medical need, media coverage, and stories of responding 
patients contribute to the success of a new medicine. Reports of links to serious 
adverse reactions, high prices with ques tionable benefi ts or low response rates, and 
black box warnings or regulatory delays have negative effects on the marketing of 
a new or existing medicine.

The Gold Rush of biotechnology-derived blockbuster bands and the paradigm 
shift in innovation from pharmaceutical to biotechnology R&D, within biologics 
towards monoclonal antibodies and from Europe to the United States will be dis-
cussed. The successes and failures of biotechnology R&D, criteria for blockbuster 
brands, global sales of biologics blockbuster brands, changing regulations, cost 
constraints, public–private partnership to deliver and develop low-cost treatments 
for tropical diseases, and information resources for biologics will be discussed in 
this chapter.

1.5.2 REGULATORY APPROVALS

Regulatory approval in the United States, Europe, and Japan is the fi rst step before 
marketing of a new/future blockbuster; this aspect is fi rst covered before discus-
sions of blockbuster drugs, global sales, and R&D performance.

Regulatory approval of a new medical product is based on the safety and effi cacy 
of a treatment established in open-label and double-blind comparative clinical 
trials of an adequate number of patients. For life-saving medicines, the number of 
patients is low, whereas for chronic diseases, the number of patients may go up to 
25,000 to defi ne rare and unexpected toxicities or adverse drug reactions. The 
major markets are in the United States [Food and Drug Administration (FDA)], 
Europe [European Medicinal Evaluation Agency (EMEA)], and Japan, with 
common registration requirements for innovative and biotechnology products 
(International Conference of Harmonization, ICH). Regulatory approval is used 
to measure the success of a company R&D, but the product may fail to make an 
impact in the market, only generate modest sale leading to a loss, or barely recover 
costs of R&D. The R&D success of a company should only be linked to the profi t-
able new blockbuster drugs introduced each year and to a sales increase of $1 
billion for existing products.

Biotechnology companies contributed over 60% of the new approvals by the 
FDA in 2005. Despite the increasing R&D costs [2, 5, 6] and the increasing 
numbers of active investigational new drugs (INDs) (41% increase from 2001 to 
2004), the number of new drug and new molecular entity and fi rst-in-class FDA 
approvals from top pharmaceutical companies has declined (Table 1.5-1). Since 
2001, over 40% of the approved products by top pharmaceutical companies were 
licensed from smaller biotechnology companies. FDA approvals for new drugs in 
2005 included 32 products including Byetta (exenatide, Lilly), Levemir (insulin 
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detemir, Novo Nordisk), Hydrase (hyaluronidase, Prima Pharm), Naglazyme (gal-
sulfase, BioMarin), Copagus (peginterferon alpha-2a+ribavarin, Roche), Revlimid 
(lenalidomide, Celgene), Nexavar (sorafenib, Bayer, Onyx), and Orencia (abata-
cept, BMS). The FDA and the EMEA approved breakthrough medicines like 
Macugen (pegaptanib, Pfi zer, OSI) for age-related macular degeneration or Avastin 
(bevacizumab, Roche, Genentech) and Erbitux (cetuximab, BMS, ImClone) for 
cancer in 2004 [4]. In 2005, several big pharma companies failed to gain approval 
for any compounds discovered in their laboratories. Most of the approved drugs 
were for rare diseases. FDA approved 26 new medicines in 2006 including Januvia 
(Sitagliptin, Merck) for type 2 diabetes, Sutent (sunitinib, Pfi zer), Sprycel (desat-
inib, BMY), and Zolinga (vorinostat) for cancer. The 8 new biologics approved 
in 2006 by FDA included Rotateq (rotavirus vaccine, Merck) for gastroenteritis, 
Gardasil (human papillomas virus vaccine, Merck) for cervical cancer, Zostavax 
(Zoster vaccine live, Merck) for herpes Zoster in adults, Vectibix (penitumumab, 
Amgen) for colon cancer, Lucentis (ranibizumab, Genentech, Novartis) for age 
related wet macular degeneration, inhaled insulin Exubera (Pfi zer), Myozyme 
(alglucosidase alpha, Genzyme) for Pompe disease, and Elaprase (idursulfase, 
Shire) for Hunter syndrome. The European regulatory agency EMEA approved 
51 products in 2006, including fi rst approvals for NCE like Accomplia (rimonabant, 
Sanofi  Aventis) for obesity, Nexavar (sorafanib, Bayer-Schering) for renal cell car-
cinoma, Thelin (sitaxentan, Encysive) for pulmonary arterial hypertension, Bara-
clude, Sutent, Sprycel, and Tygacil. Biologics approved included 2 biosimilar human 
growth hormones, Atryn (r antithrombin alpha, Genzyme) for deep vein thrombo-
sis, Byetta, Elaprase, Lucentis, and Tysabri. EMEA gave fi rst approvals for the new 
vaccine Daronix (H5N1 whole inactivated antigen, GSK) for avian infl uenza pan-
demic and Proquad (measles, mumps, rubella, and varicella, Sanofi  Aventis), in 
additional to Gardasil, Rotateq, and Zostavax. Rotarix (rotavirus vaccine, GSK) 
was approved in late 2005 and launched in early 2006.

In the past 5 years, at least six or seven products a year, each with peak sales 
potential of more than $1 billion annually, were terminated in late-stage phase III 
development or at the new drug application (NDA) fi ling stage, resulted in market 
value loss of tens of billion dollars for the affected companies. All big pharma 
companies like Merck, Lilly, BMS, GSK, and Novartis had their share of phase III 
failures, regulatory delays, NDA rejections, and requests for additional data [16, 
17]. During the past 5 years, 15 drugs with peak sales potentials of a combined $11 
billion a year were withdrawn from the market for safety reasons, some of which 

TABLE 1.5-1. FDA Drug Approvals 2001–2006

Categories 2006 2005 2004 2003 2002 2001

New drugs  26   75  118   72   78   66
New molecular  18   20   38   21   17   24
 entities (NMEs)
Priority review  10   20   29   14   11   10
Generics NA  361  384  263  321  234
Biologics   4    5    7   22   20    7
Active INDs 5445 5029 4827 4544 4158 3883

Data based on information available at www.fda.gov. The European Medicinal Evaluation Agency 
(EMEA) provides an annual review of drug approvals on its web site, www.emea.eu.int.



had received fast-track priority approval. The resulting product injury litigation 
cost for just one of the withdrawn drugs, Vioxx, may reach $15 billion (Table 1.5-2) 
[20, 21]. Black box warnings, media coverage, and links to serious adverse effects 
resulted in signifi cant sales decline for affected drugs in 2005 (Table 1.5-3). Patient 
safety and comfort was given priority by the black box warning for increased car-
diovascular risks with COX II inhibitors and antidepressants link to suicidal beha-
vior in children. The FDA rightly imposed the requirements for long-term safety 
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TABLE 1.5.3 Signifi cant Sales Decline in 2005–2006

Generic Name Brands Companies Indications Sales $ billion

    2004 2005 2006

Celecoxib* Celebrex Pfi zer Pain 3.3 1.73 2.04
Paroxitine* Paxil Glaxo Smith Kline Depression 3.9 2.2 1.15
Azithromycin** Zithromax Pfi zer Antibiotic 1.8 2.02 0.64
Pravastatin** Pravachol BMS, Daiichi Sankyo Cholesterol 5.5 5.0 4.0
Sertraline* Zoloft Pfi zer Depression 3.4 3.25 2.11
Simvastatin** Zocor Merck Cholesterol 5.2 4.4 2.8

Sales of top brands in 2005 were down due to safety concern about increased suicidal tendancies in 
younger children linked to Paxil and Zoloft and increased risk of cardiovascular events (heart attacks) 
due to COX II inhibitors and withdrawal of Vioxx and added black box warnings imposed by FDA. 
Medicinal brands with highest sales decrease in 2006 were mainly NCE synthetic products and the 
loss was due to patent expiry and generic competition.
*Black box warning ** Patent Expiry and generics

TABLE 1.5-2. Major Drug Withdrawals

Drug Company Year Adverse Effect Patients Litigation $
    Claims

Benoxaprofen Lilly 1982 Liver failure 2,000 $10 million
Redux/Pondimin  Wyeth 1997 Heart valve 130 16 billion
 (Fen-Phen)    problems  deaths  paid
   Pulmonary 62,000 5 billion
    hypertension  cases  reserve
Rezulin  Pfi zer 2000 Liver failure 400 15 billion
 (Troglitazone)     deaths
    4,000
     cases
Baycol/Lipobay Bayer 2001 Rhabdomyolysis 100 1 billion
   Kidney failure  deaths  paid
    1,500
     cases
Vioxx Merck 2004 Heart attacks 10,000 15–25 billion
   Heart failure  cases

Two drugs initially withdrawn were allowed back by the FDA in U.S. markets. Lotronex (Alosetron, 
Glaxo Smith Kline) for irritable bowel syndrome was approved in early 2000 and withdrawn 9 months 
later due to serious gastrointestinal problems. It was reapproved with restrictions in 2002. Tysabri 
(Natalizumab, Biogen Idec, Elan) for multiple sclerosis was approved in late 2004 and withdrawn in 
2005 due to rare fatal brain lesions and was allowed back in mid-2006.
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data for new coxibs and carcinogenicity data before phase III trials for Peroxisome 
Proliferator activator receptor (PPAR) agonists [20–22].

The current regulatory requirements mandate extensive testing of all biological 
products even with small differences. Demonstrating that a biosimilar product is 
as safe and effective as the originator is a diffi cult task [18, 20]. Europe has taken 
the lead in biosimilar products by establishing a legal framework for authorization 
of biogenerics, and EMEA issued several fi nal and draft guidelines in 2006 to cover 
erythropoietin, insulin, interferon, somatotropin, and granulocyte colony stimulat-
ing factor. Sandoz generic human growth hormone was approved in USA and 
Europe (EU) in early 2006 after a 3-year delay. The recent episode of an unex-
pected severe infl ammation and multiple organ failure adverse reaction in six 
healthy subjects in phase I trials in England, with an immunomodulatory human-
ized agonistic anti-CD28 monoclonal antibody for leukemia, multiple sclerosis, and 
arthritis, and similar reactions in cancer patients in the United States with another 
anti CD28 antibody, after investigations, may result in new safety regulations for 
testing biologics and monoclonal antibodies.

The history of modern drug regulations is closely linked to the incidence of 
drug-induced injury, organ failure, and deaths. Each tragedy linked to marketed 
drugs resulted in increased regulations and additional testing to prevent future 
episodes with new drugs of the same class (Table 1.5-4). The Elixir of Sulfanil-
amide episode resulted in the Food, Drug and Cosmetic Act of 1938 and Thalido-
mide tragedy in early 1960 resulted in requirements for safety and effi cacy testing 
for drugs in animals and humans.

The withdrawal of benoxaprofen resulted in a 10-fold increase in the number of 
patients (from 200 to 400 patients/year exposure to 2500 to 5000 patients/year 
exposure to the study drug) required for newer nonsteroidal anti-infl ammatory 
drugs (NSAIDs) and trials in the elderly, hepatic and renal impairment, and drug 
interactions. Astra Zeneca total patient exposure in clinical trials submitted for 
approval of rosuvastatin (12,500) was considerably greater than the 2000–3000 
patients submitted for most other marketed statins. Since the withdrawal of trogli-
tazone (Rezulin), no other PPAR agonist has been approved because of the con-
cerns about the class carcinogenicity, hepatotoxicity, and cardiotoxicity [19, 22]. 
Merck was the dominant R&D-driven and most admired company during the 
1980s and 1990s and had one of the highest market valuations in the industry. Thus, 
a sale loss of $2.5 billion of rofecoxib resulted in a loss of $27 billion market value 
in one day and another $20 billion within the next month. Analysts have provided 
estimates of up to $20 billion for rofecoxib litigation. Similarly Pfi zer lost $20 
billion in one day in market value after discontinuation of its torcetrapib-Lipitor 
Phase III trials and termination of all trocetrapib (HDL promoter) development 
projects due to higher number of deaths in the treated group.

The cost of drug development has reached astronomic proportions. Considering 
the projections of previously contested estimates from 2005 and adding in market-
ing and manufacturing costs, a new drug for a chronic disease requires $2 billion 
in investment [2, 23, 24]. Industry critics have doubted earlier estimates, which 
included interest payments on blocked R&D funds and excluded R&D tax credits. 
A new GMP facility for a biological product costs an additional $500 million [2, 
20]. With the new FDA safety focus, an average drug NDA fi le for registration for 
chronic diseases includes data on over 10,000–20,000 patients enrolled in 100–200 



clinical studies over a 7–10-year period. The requirements for life-threatening dis-
eases require only a few thousand patients. The development of a new drug typi-
cally takes 7–12 years, and clinical trials for a new vaccine require 25,000–100,000 
individuals enrolled in a 2 : 1 ratio in the treatment and placebo groups. The recently 
approved rotavirus vaccines [Glaxo Smith Kline, Rotarix (in Europe) and Merck, 
Rotateq (in the USA and Europe)] to protect children from severe gastroenteritis 
were studied in 60,000–90,000 patients. These two NDAs established a historic 
record number of patients monitored for safety. With such progression both in the 
duration of treatment and in the number of patients, new drug development is going 
to be even more costly (Table 1.5-4).

TABLE 1.5-4. Regulatory Impact of Health Crisis/Drug Withdrawals

Drug Year Regulatory Action

Elixir Sulfanilamide 1937 Food Drug and Cosmetic Act 1938
Thalidomide 1962 Safety and effi cacy testing
Contraceptives Risks 1970 Package inserts
Benoxaprofen 1982 Studies in special populations, elderly, renal 
   & hepatic insuffi ciency, genetic, gender 
   differences
Rare diseases 1983 Orphan drug act
Life-threatening diseases 1987 Treatment IND for life saving drugs
Global regulations 1990 International Conference on Harmonization
   ICH 1-ICH 7(2006): GMP; GLP, GCP
High costs 1992 Generic drug act (1984 ANDA)
Drug safety 1993 MedWatch
AIDS 1995 Fast-track approval
Fen-Phen 1997 Orlistat NDA 5,000 patients, Safety for new
   obesity drugs
Rezulin 2000 Carcinogenicity prior to Phase III for PPAR
   agonists, CV safety for Murgaglitazar in 
   2005
Tropical/neglected  2000 Public–private partnerships: MMV, GAVI,
 diseases
Baycol 2001 Safety for new statins, Rosuvastatin NDA 
   12,500 patients
Vaccines 2002 NDA >20,000–60,000 patients safety, 
   Rotavirus
Vioxx 2004 CV safety in phase III for new COX II 
   inhibitors
  Etoricoxib & Lumiracoxib NDA >25,000 
   patients
Reduced new drug  2004 Critical Path Initiative: 0 Phase Clinical 
 approvals   trials, biomarkers, and clinical trial
Low R&D productivity  design to speed up development
Black box warnings 2005 Reduced sales of affected medicines
Biogeneric guidelines 2006 Europe (EMEA), FDA 2008?

NDA-New drug application; ANDA-Abbreviated new drug application; CV-cardiovascular; PPAR-
Peroxisome Proliferator Activator Receptor; MMV-Medicines for Malaria Venture; GAVI-Global 
Alliance for Vaccines and Immunization; EMEA-European Medicinal Evaluation Agency
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The FDA’s current twin objectives are fast-track approvals of life-saving drugs 
and long-term safety and effi cacy data for chronic conditions. The FDA has taken 
several initiatives to speed up drug development by introducing 0 phase trials at 
low doses, improving clinical trials study design and fi nding validated biomarkers. 
The objective is to improve R&D productivity [4]. Fast-track approvals contribute 
greatly to the success of the breakthrough drugs or drugs with signifi cant thera-
peutic advantage and bring along media interest and coverage of the medical meet-
ings, expert opinion, and raised demand, hope, and awareness of health-care 
professionals and patients for the new medicine. The FDA and EMEA fast-track 
approvals have contributed to the blockbuster sales of several new anticancer and 
antiviral products for AIDS and RSV and new vaccines. The fi rst-year sales for 
Neulasta, Pegasys, and Avastin were $1300, $760, and $550 million, respectively, 
due to favorable regulatory and media buzz. Flu Mist (MedImmune) failed to 
benefi t from the U.S. shortage of fl u vaccines in 2004, and despite the surge in 
demand due to Avian Infl uenza in 2005, because the FDA had limited its use in 
adults (who do not require fl u vaccination) and excluded its use in the elderly and 
infants.

1.5.3 BLOCKBUSTER HUMAN MEDICINES

The “Gold Rush” of billion- and multibillion-dollar human medicine brands started 
in 1995 for the pharmaceuticals and in 2000 for the biotechnology-derived brands 
and will continue to expand in the future. Despite the proclaimed and much her-
alded “End of the Blockbuster Model” for the pharmaceutical industry, the number 
of blockbuster drugs, their market share, and contribution to profi ts for companies 
has steadily increased (Table 1.5-5).

TABLE 1.5-5 Number of Blockbuster Drugs and Market Share

$ billion

 2005 2006* 
Global Pharma Market 603 IMS 640
Global Biotech Market  63 Ernst & Young  75 
Global Generic Market  60 IMS  65 
R&D Expenses  50 PhRMA  55
Biotech R&D  20 Ernst & Young  25

Year Billion dollar drug brands Total share of global market %

 NCE NME 

1991   4  0  6
1998  29  3 16
2000  55  5 25
2003  65 13 32
2004  79 18 38
2005 109 29 42
2006 125 35 45

NCE-New Chemical Entity (Pharmaceuticals); NME-New Molecular Entity (Biologics)
*Global 2006 market estimates by author.
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BOX 1.5-1

The success criteria for blockbuster biologics are as follows:

• Life saving, reduction in hospitalization days, critical care, and life support 
systems

• Improve, maintain, restore, or reverse declining vital/organ functions
• Complete or partial disease remission
• Lifestyle changes, reverse or slow aging process, obesity, diabetes, and 

hypertension
• High safety and effi cacy profi le
• Long-term benefi ts
• Fast-track regulatory approvals
• Strong patent protection and repeated extension for new indications
• Global sales, marketing, and manufacture to meet any surge in demand

From 1991 to 2006, the number of billion-dollar medicines increased 30-fold 
and their market share by 7-fold and accelerated for biologics brands in 2004 and 
2005. The share of biotech sales of the total pharma sales increased in the United 
States from 4% in 1993 to 15% in 2005. The total number of blockbuster medicinal 
brands increased to 125 in 2006 and included 35 biologic brands with global sales 
of biologics reaching $75 billion (Table 1.5-5).

The criteria for blockbuster drugs and diseases with unmet medical need 
and market success to $5 billion, $10 billion, and $15 billion are as described 
(Box 1.5-1) [15].

The fi rst effective and safe treatments for Alzheimer’s, Parkinson’s, chronic graft 
rejection, permanent graft acceptance, obesity, chronic obstructive pulmonary 
disease (COPD), adult respiratory distress syndrome (ARDS), sepsis, and vaccines 
[common cold, respiratory syncytial virus (RSV), severe acute respiratory syn-
drome (SARS), AIDS, malaria, Avian Infl uenza, radiation, contraception, emerg-
ing new infections] will be multibillion-dollar products [15, 16].

Table 1.5-6 lists the R&D budgets, total sales, % contribution of blockbuster 
brand sales to human pharmaceutical sales and the list of blockbuster brands by 
different companies. Only companies with either R&D budgets of over $1 billion 
or with at least one blockbuster medicine in 2006 are included. The IMS sales 
fi gures for the same brand often differed from company fi gures by more than $500 
million for several drugs. The contribution of blockbuster brand sales for top phar-
maceutical companies ranged from 37% (Roche) to 74% (Johnson & Johnson). 
For biotechnology companies, the contribution of a blockbuster brand was even 
greater and ranged from 66% (Serono) to 98% (Amgen). The contribution of these 
drugs to the profi tability and the market value of the company was even greater. 
Profi ts from billion-dollar (blockbuster) products cover R&D and marketing fail-
ures in other projects, fund future R&D investments, increase dividend payments 
to shareholders, fund philanthropy and charity, provide access to medicines for 
needy patients, and bonuses and motivation to executives. This aspect has not been 
included in R&D productivity evaluation by commercial reports.



170

T
A

B
L

E
 1

.5
-6

. 
M

ul
ti

bi
ll

io
n-

D
ol

la
r 

B
ra

nd
 M

ed
ic

in
es

 i
n 

20
06

C
om

pa
ny

 
Sa

le
s 

$ 
B

il
lio

n 
R

&
D

 B
ud

ge
t 

>2
 B

il
lio

n 
>$

 1
 b

il
lio

n
 

(%
 B

lo
ck

bu
st

er
 S

al
es

) 
$ 

B
il

lio
n

 
20

05
 

20
06

 
20

05
 

20
06

J&
J 

50
(7

4)
 

53
.3

 
6.

3 
7.

1 
R

em
ic

ad
e 

R
is

pe
rd

al
 

A
ci

ph
ex

, D
ur

ag
es

ic
, 

 
 

 
 

 
 

P
ro

cr
it

 T
op

am
a

x
F

lo
xi

n,
P

fi 
ze

r 
51

(5
5)

 
48

(5
5)

 
7.

4 
7.

6 
L

ip
it

or
, N

or
va

sc
, 

V
ia

gr
a,

 X
al

at
an

, Z
yr

te
c,

 
 

 
 

 
Z

ol
of

t,
 C

el
eb

re
x

L
yr

ic
a

 
 

 
 

 
Z

it
hr

om
a

x
G

la
xo

 S
m

it
h 

34
(7

0)
 

43
 

5.
7 

6.
4 

A
dv

ai
r,

 A
va

nd
ia

 
A

ug
m

en
ti

n,
 C

or
eg

,
K

li
ne

 
 

 
 

 
V

ac
ci

ne
s

F
lo

ve
nt

, I
m

ig
ra

n,
 

 
 

 
 

 
L

am
ic

ta
l, 

P
ax

il
, V

al
tr

ex
,

 
 

 
 

 
 

W
el

lb
ut

ri
n,

 Z
of

ra
n

 
 

 
 

 
 

C
om

bi
vi

r
N

ov
ar

ti
s 

32
(4

5)
 

37
 

4.
8 

5.
3 

D
io

va
n,

 G
liv

ec
 

L
ot

re
l, 

Z
om

et
a

 
 

 
 

 
 

N
eo

ra
l, 

L
am

is
il

Sa
no

fi  
A

ve
nt

is
 

32
(4

9)
 

36
.8

 
4.

8 
5.

76
 

P
la

vi
x,

 L
ov

en
ox

 
C

op
ax

on
e,

 T
ri

ta
ce

,
 

 
 

 
 

A
m

bi
en

 A
pr

ov
el

,
A

lle
gr

a,
 F

lu
zo

ne
 

 
 

 
 

E
lo

xa
ti

n
e,

L
an

tu
s,

 
 

 
 

 
T

ax
ot

er
e

V
ac

ci
ne

s
R

oc
he

 
28

(3
7)

 
33

.6
 

4.
6 

5.
2 

A
va

st
in

,T
am

ifl
 u

, 
C

el
l C

ep
t,

 
 

 
 

 
H

er
ce

pt
in

, R
it

ux
an

 
N

eo
R

ec
or

m
on

,P
eg

as
ys

A
st

ra
 Z

en
ec

a 
24

(7
3)

 
26

.5
 

3.
4 

3.
9 

N
ex

iu
m

, S
er

oq
ue

l, 
A

ri
m

id
ex

, A
ta

ca
nd

,
 

 
 

 
 

C
re

st
or

C
as

od
ex

, P
ri

lo
se

c,
 

 
 

 
 

 
P

ul
m

ic
or

t,
 S

ym
bi

co
rt

,
 

 
 

 
 

 
Se

lo
ke

n,
 Z

ol
ad

ex
M

er
ck

 
22

(6
1)

 
22

.6
 

3.
8 

4.
8 

F
os

am
ax

, C
oz

aa
r,

 
V

yt
or

in
, Z

et
ia

, V
ac

ci
ne

s
 

 
 

 
 

Si
ng

ul
ai

r,
 Z

oc
or

W
ye

th
 

18
(5

7)
 

20
.4

 
2.

7 
3.

1 
E

ff
ex

or
, E

nb
re

l
P

re
ve

na
r,

 P
ro

to
ni

x;
 

 
 

 
 

 
P

re
m

ar
in

A
bb

ot
t 

22
(7

1)
 

22
.5

 
1.

8 
2.

2 
P

re
va

ci
d 

H
um

ir
a 

D
ep

ak
ot

e,
 K

al
te

ra
, M

ob
ic

 
 

 
 

 
 

T
ri

C
or

, B
ia

xi
n

B
ri

st
ol

 M
ye

rs
 

19
(4

0)
 

18
 

2.
7 

3.
0 

P
la

vi
x,

 P
ra

va
ch

ol
 

A
bi

li
fy

,E
rb

it
u

x
Sq

ui
bb

 
 

 
 

 
A

va
pr

o
P

ra
va

ch
ol

B
ay

er
 S

ch
er

in
g 

10
.4

 
15

.2
 

2.
2 

2.
8 

 
B

et
af

er
on

, K
og

en
at

e,
 

 
 

 
 

 
 

Y
as

m
in



L
il

ly
 

14
(5

2)
 

15
.6

 
2.

7 
3.

1 
Z

yp
re

xa
 

E
vi

st
a,

 Z
em

za
r,

 
 

 
 

 
 

 
H

um
al

og
, H

um
ul

in
,

 
 

 
 

 
 

 
C

ym
ba

lt
a

A
m

ge
n 

12
.4

(9
8)

 
14

.3
 

2.
3 

3.
3 

A
ra

ne
sp

, E
po

ge
n,

N
eu

po
ge

n
 

 
 

 
 

 
E

nb
re

l, 
N

eu
la

st
a

B
oe

hr
in

ge
r 

12
.3

 
13

.8
 

1.
5 

2.
0 

S
pi

ri
va

 
F

lo
m

ax
, M

ic
ar

di
s,

 M
ob

ic
In

ge
lh

ei
m

 
 

 
 

 
 

T
ak

ed
a 

10
 

10
.5

 
1.

3 
1.

5 
P

re
va

ci
d,

 A
ct

os
,

L
up

ro
n

 
 

 
 

 
 

B
lo

pr
es

s
Sc

he
ri

ng
 P

lo
ug

h 
 9

 
10

.6
 

1.
8 

2.
2 

 
Z

et
ia

, V
yt

or
in

, R
em

ic
ad

e
B

ax
te

r 
10

 
10

.4
 

0.
5 

0.
6 

 
A

dv
at

e 
rA

H
F

-P
F

M
 

 
 

 
 

 
 

(F
ac

to
r 

V
II

I)
M

er
ck

-S
er

on
o 

 6
.9

 
 9

.8
4 

1.
2 

1.
36

 
 

R
eb

if
, E

rb
it

u
x

A
st

el
la

s 
 8

 
 9

 
1.

2 
1.

3 
 

P
ro

gr
af

, H
ar

na
l

T
ev

a 
 4

.7
 

 8
.4

 
0.

37
 

0.
46

 
C

op
ax

on
e

D
ai

ic
hi

Sa
nk

yo
 

 8
 

 8
 

1.
4 

1.
45

 
B

en
ic

ar
 

L
ev

ofl
 o

xa
ci

n,
 M

ev
al

ot
in

,
 

 
 

 
 

 
 

P
ra

va
st

at
in

N
ov

o 
N

or
di

sk
 

 5
 

 7
.2

 
0.

6 
1.

0 
In

su
li

ns
E

is
ai

 
 5

 
 5

.7
 

0.
83

 
0.

92
 

 
A

ri
ce

pt
, A

ci
ph

ex
N

yc
om

ed
 

 4
 

 4
.4

 
0.

6 
0.

65
 

P
ro

to
ni

x
A

tl
an

ta
 

O
ts

uk
a 

 3
.0

 
 3

.7
 

0.
49

 
0.

5 
A

bi
li

fy
A

lle
rg

an
 

 2
.3

 
 3

.4
5 

0.
39

 
1.

0 
 

B
ot

ox
U

C
B

 S
ch

w
ar

z 
 3

.0
 

 3
.3

 
0.

66
 

0.
78

 
 

K
ep

pr
a

G
en

zy
m

e 
 2

 
 3

.2
 

 
 

 
C

er
ez

ym
e

G
ile

ad
 

 2
.0

3 
 3

.0
3 

0.
28

 
0.

38
 

 
T

ru
va

d
a

F
or

es
t 

 3
.5

 
 2

.9
6 

0.
3 

0.
4 

 
L

ex
ap

ro
B

io
ge

n 
Id

ec
 

 2
.4

 
 2

.7
 

0.
74

 
0.

72
 

 
A

vo
ne

x
M

ed
Im

m
un

e 
 1

.2
 

 1
.3

 
0.

4 
0.

42
 

 
Sy

na
gi

s
P

ur
du

e 
N

A
 

N
A

 
N

A
 

N
A

 
 

O
xy

C
on

ti
n

N
A

-N
ot

 A
va

il
ab

le
C

om
pa

n
ie

s 
w

it
h 

on
e 

bl
oc

kb
us

te
r 

br
an

d 
or

 R
&

D
 b

ud
ge

t 
of

 >
$1

 b
il

li
on

 a
re

 l
is

te
d.

 M
ar

ke
ti

ng
 jo

in
t 

ve
nt

u
re

s 
li

ke
 T

ak
ed

a-
A

bb
ot

t 
P

ha
rm

ac
eu

ti
ca

l, 
M

er
ck

-S
ch

er
in

g 
P

lo
ug

h 
ar

e 
no

t 
li

st
ed

.
T

he
 %

 c
on

tr
ib

ut
io

n 
of

 b
lo

ck
bu

st
er

 h
u

m
an

 m
ed

ic
in

al
 b

ra
nd

s 
to

 t
he

 t
ot

al
 h

u
m

an
 p

ha
rm

ac
eu

ti
ca

l 
20

05
 s

al
es

 o
f 

th
e 

co
m

pa
ny

 w
h

ic
h 

in
cr

ea
se

d 
ev

en
 m

or
e 

in
 2

00
6.

 
B

io
lo

gi
cs

 a
re

 i
n 

bo
ld

, n
ew

 b
lo

ck
bu

st
er

 d
ru

gs
 a

re
 i

n 
it

al
ic

s,
 b

ra
nd

s 
go

in
g 

of
f 

bl
oc

kb
us

te
r 

st
at

us
 i

n 
20

06
 a

re
 u

nd
er

li
ne

d.

171



172 R&D PARADIGM SHIFT AND BILLION-DOLLAR BIOLOGICS

In 2006, there was 1 brand with over $12 billion dollar, 3 with over $5 billion, 9 
with over $4 billion and additional 8 brands crossed $3 billion annual sales (Table 
1.5-7). Although Merck has only four blockbuster drugs, all four had sales over $3 
billion each, which is equal to 12 blockbuster drugs. Lipitor alone with sales of over 
$12 billion is equivalent to 12 billion-dollar drugs. Table 1.5-7 lists all new chemical 
entities with annual sales over $3 billion in 2006. Lipitor, Plavix, and Advair each 
had explosive sales growth during the 2002–2005 periods. An increase of over $1 
billion a year was recorded with Lipitor during 2000–2005 and for Plavix during 
the 2001–2005 periods. For Pfi zer and Sanofi  Aventis, it is like adding a new block-
buster drug each year during the above period.

The U.S. patents on 35 drugs with global sales totaling more than $22 billion 
expired in the year 2006, resulting in the loss of market to generics. Blockbuster 
products coming off patent are valued at $27 billion in 2007 and $29 billion in 2008 
[17]. Blockbuster brands nearing patent expiration in therapeutic areas like ulcers, 
hypertension, lipid lowering, depression, schizophrenia, and cancer are replaced 
by new molecules under patent cover with improved safety and effi cacy. Thus, 
Esmoprazole and two other proton pump inhibitors have replaced Prilosec (omepra-
zole). Similarly the angiotensin converting enzyme inhibitors class has been taken 
over by angiotensin receptors blockers with four brands in the multibillion-dollar 
sales category.

TABLE 1.5-7. Top Brand Medicines with Over $ 3 Billion Sales in 2006

Generic Name Brands Companies Indications Sales $ billion

    2004 2005 2006

Atorvastatin Lipitor Pfi zer Cholesterol 10.8 12.2 12.9
Fluticasone Advair Glaxo Smith  Asthma  4.5  5.5  6.13
Salmetrol   Kline
Clopidrogel Plavix Bristol Myers  Atherosclerosis  5.2  6.2  5.55
   Squibb, Sanofi
   Aventis
Esomaprazole Nexium AstraZeneca Ulcers  3.88  4.63  5.2
Amlodipine Norvasc Pfi zer Hypertension  4.46  4.76  4.85
Glanzapine Zyprexa Lilly Schizophrenia  4.42  4.2  4.36
Valsartan Diovan Novartis Hypertension  3.1  3.67  4.22
Risperidone Risperdal J&J Schizophrenia  3.0  3.55  4.18
Pravastatin Pravachol BMS, Daiichi  Cholesterol  5.7  5.0  4.0
   Sankyo
Lansoprazole Prevacid Takeda, Abbott Ulcers  3.1  3.8  3.8
Venlafaxine Effexor Wyeth Depression  3.3  3.5  3.7
Montelukast Singulair Merck Asthma  2.6  3.0  3.6
Glatiramer Copaxone Teva, Sanofi   Multiple Sclerosis  1.8  2.4  3.6
   Aventis
Pentoprazole Protonix Atlanta, Wyeth Ulcers  3.3  4.0  3.4
Losartan Cozaar Merck Hypertension  2.8  3.0  3.2
Alendronate Fosamax Merck Osteoporosis  3.1  3.2  3.1

Sales as reported by companies.
Zocor which was 5th in 2005 failed to make the list in 2006.



New-patented products in the same class replaced blockbuster anticancer pro-
ducts in the class taxol, camptothecin, and platinum after patent expiry. In biotech-
nology-derived biologics, second- and third-generation products with improved 
properties, like improved insulin, erythropoietin, and peg-interferon, replace the 
fi rst-generation products. Some companies failed to switch to new patent-covered 
formulations or analoges like Lilly with Prozac and BMS with Glucophage (no 
follow-up), and Schering Plough from Claritin to Clarinex. The pharmaceutical 
industry is very creative in producing me-too blockbuster drugs with extended 
patent life. There is no reason to believe that this trend will stop in the next 5 years 
due to looming patent expiration of several blockbuster drugs as some commercial 
reports have suggested.

1.5.4 BIOLOGICS GOLD RUSH

IMS [12] data estimated the global pharmaceutical market at $600 billion and 
biotechnology products at $52 billion in 2005. Ernst and Young [1] estimated the 
total biotechnology product sales at $54.6 billion in 2004 and $63 billion in 2005. 
Datamonitor estimated the 2005 global biotechnology market at only $40 billion. 
All sales forecasts are on the low side as the total sales of the listed biotechnology 
products in Tables 1.5-8 and 1.5-9 alone were $60.4 billion in 2005 and $71.25 
billion in 2006. There are 300 approved biotech products in the United States and 
Europe, 100 under regulatory review, and another 400 in advanced clinical trials 
for 200 diseases [1].

Several brands of EPO, TNF inhibitors, interferon, insulin, and GCSF had sales 
of over $1, $2, and $3 billion each in 2004 and 2005. The period 2002 to 2005 
recorded a sales increase of over $1 billion per year for TNF inhibitors. The top 
fi ve best-selling human medications were all biotechnology drugs by sales in 2005, 
apart from Lipitor. There were fi ve biologic brands with over $3 billion and six 
brands with over $2 billion in sales in 2005. As several companies market erythro-
poietins, interferons, insulins, GCSF, and human growth hormone under different 
brand names, these proteins rarely make bestsellers lists in commercial databases, 
unless taken together (Tables 1.5-8, 1.5-9) [22, 25].

A review of several therapeutic areas and brands indicates intense market com-
petition for market leadership and change of market leadership among different 
brands and fast growth areas (Tables 1.5-8, 1.5-9). This has been previously observed 
with me-too or follow-on pharmaceuticals. Losec overtook Zantac, which had 
overtaken the fi rst-in-class Tagamet; Enalapril over Captotril (Capoten); and 
Lipitor over Zocor and the fi rst-in-class Mevacor. Lipitor has retained market 
dominance despite the arrival of superstatin Crestor and newer combination pro-
ducts. Diovan overtook the fi rst-in-class Cozaar in 2004, for the market leadership 
of the angiotensin II receptor blocker ARB antihypertensive agents [22]. Astra 
Zeneca retained its dominance of the antiulcer market by successful switching 
patients to Nexium and limiting the decline in Losec sales after patent expiration. 
The success of Atlanta to launch a blockbuster antiulcer Protonix shows that 
follow-on patented me-too drugs carry low risk and high rewards (Table 1.5-7). 
Monoclonal antibodies for cancer and immunoinfl ammatory conditions had global 
sales of $20.5 billion in 2006 with tumor necrosis factor blockers accounting for 
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Figure 1.5-1. Blockbuster monoclonal antibodies sales growth.

$10.6 billion. Vaccines were second with global sales reaching $15 billion. The other 
major categories of biologic brands with global sales were erythropoietins for 
anemia with $12 billion, traditional and newer insulins like long acting at $9 billion 
and interferon for hepatitis and multiple scelrosis at $7 billion.

Erythropoietin has remained the best-selling human medicine for the past 3 
years, followed by Lipitor (Atorvastatin), and both of these had over $12 billion in 
sales [20–22]. The sales of erythropoietin in Japan were over $1 billion. Tumor 
necrosis factor inhibitors, interferons, and insulins with, respectively, sales of $8.6 
billion, $7.3 billion, and $6.5 billion in 2005 were the third, fourth, and fi fth best-
selling products after EPO and Lipitor (Table 1.5-8) [20–22, 24, 25]. The time 
taken to reach $1 billion annual sales for monoclonal antibodies has varied and 
was much faster for follow up and cancer products (Fig. 1.5-1). Rituxan is the 
leading antibody since 2003 by sales. The growth of Avastin and Erbitux has been 
much faster as compared to Herceptin and took only two years to reach $1 billion 
sales.

1.5.5 R&D OVERVIEW

An overview of the blockbuster medications during the past few years and a com-
parison of R&D productivity clearly show an ongoing paradigm shift of innovation 
from Europe to the United States and from pharmaceutical to biotechnology R&D. 
A comparative analysis of R&D productivity of pharmaceutical and biotechnology 
fi rms is provided.

Pharmaprojects lists over 7300 drugs in active R&D, whereas the PHRMA site 
using Kluwer Health Adis R&D Insight lists over 10,000 active R&D projects. The 
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number of new drugs in R&D has almost doubled to 1970 drugs in 2004 from 1010 
drugs in 1995 [1]. There are over 300 approved biotech products in Europe and the 
United States, 100 under regulatory review, 200 in late phase II–III clinical trials, 
and 800 in early clinical trials [1, 16, 20]. Monoclonal antibodies outnumber all 
other biologics combined in all stages of preclinical and clinical development. The 
biotechnology industry spent over $23 billion on R&D and generated over 7000 
patents in the year 2005, with patents in cancer leading over other therapeutic cat-
egories. The highest number of patents was issued for cancer, and the success of 
cancer vaccines is attracting a lot of R&D funds. Only a strong R&D pipeline 
contributes to long-term growth of the company.

Several pharmaceutical companies spent over $3 billion on R&D in 2005 for a 
portfolio of 80–150 projects, of which 50–80 were in clinical development. In 
general, only about 30% NCE are truly innovative, the rest are me-too products 
or line extensions. About 30–40% of the projects of big pharma are licensed in 
from other sources [2, 3]. The share of the top 10 global R&D companies in the 
innovative fi rst-in-class type of new molecular entities has steadily decreased over 
the past decade. It now takes 10–15 years to bring a product from discovery to 
markets. The success rate has decreased over the years, and out of a million com-
pounds screened in highly automated computerized systems High Throughput 
Screening (HTS), only 250 advanced to become development candidates for addi-
tional testing [16].

All major pharmaceutical companies run their own discovery, development, 
licensing, partnership, manufacturing, marketing, and sales for the majority of 
their product pipelines and portfolios with a relatively high risk and investment 
[1, 3]. Strategic review, analysis, and consulting fi rms have prompted big pharma-
ceutical fi rms to shift focus to targeting specifi c populations or disease areas like 
the biotechnology companies and shift R&D resources to vaccines, biologics, and 
monoclonal antibodies that have higher rates of success, form partnerships in all 
stages of drug discovery and development to reduce risks and share rewards and 
focus on disease and needs of the patients, and operate as strategic business units 
[5, 9].

There has been a paradigm shift in innovation from the pharmaceutical to bio-
technology R&D based on the number of new billion-dollar biologics introduced. 
There is a clear indication from Table 1.5-6 that biotechnology companies with 
smaller R&D budgets were more effi cient in creating new blockbuster brands. [10, 
11, 14, 16]. With the large-scale production of antibiotics, vaccines, and insulin 
during the post-World War II period, the pharmaceutical industry acquired and 
developed skills to manufacture, market, and supply medicines worldwide and 
retains its edge over biotechnology companies. An earlier paradigm shift from 
academic to industrial R&D happened in the 1970–1980 period. Pharmaceutical 
fi rms’ R&D laboratory scientists won Nobel prizes and made important discoveries 
leading to new drug classes like ACE inhibitors, proton pump inhibitors, NSAIDs, 
and immunosuppressive agents for organ transplantation. The recent paradigm 
shift during the past 5 years has been the transfer of innovative R&D from Europe 
to the United States in parallel with the shift from pharmaceutical to the biotech-
nology R&D [25–28]. The strength of the biotechnology industry, university indus-
try relationship, groundbreaking discoveries, National Institutes of Health (NIH), 
absence of price controls, and rapid uptake of high-price new treatments to avoid 
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potential litigation from patients have attracted R&D investment from European 
and Japanese companies.

1.5.5.1 R&D Productivity

There was no clear-cut relationship between a higher R&D budget and creation 
of new blockbuster medicines. If one only goes by the number of blockbuster 
medicines, the top four companies did not increase the number of such drugs in 
the year 2005 from 2004. Several companies like Pfi zer, Merck, BMS, and Wyeth 
had decreased numbers, whereas Sanofi  Aventis, Astra, Roche, and Amgen had 
increased numbers. The international R&D expansion activities, research capabili-
ties, and patent output of 65 Japanese pharmaceutical fi rms from 1980 to 1991 were 
studied. It was observed that fi rms benefi ted from international R&D only when 
they had in-house existing research capabilities in the underlying technologies [29]. 
Another study of the Japanese pharmaceutical industry innovative capabilities 
from 1975 to 1995 found that the unattractive home market pushed these fi rms into 
trivial innovations [30]. The global expansion of the Japanese companies and their 
creation of blockbuster drugs do not support the above conclusion. German majors 
like Bayer, Schering, and mostly generic Merck failed to create any new blockbuster 
medicine during the past few years, indicating the decline of the German industry 
from global to regional levels. Boehringer Ingelheim and mid-sized Atlanta were 
able to add new billion dollar molecules. The German industry moved strongly in 
2006 towards consolidation and mergers. Bayer purchased Schering and Merck 
made a move into biotechnology by acquiring Swiss Serono. Atlanta was overtaken 
by Danish Nycomed and another mid-size, Schwartz, was absorbed by Belgian 
UCB. These moves refl ect a desire to consolidate marketing and R&D. 

Drews [31, 32] raised concerns about the low R&D productivity gap despite the 
mergers in the early and late 1990s. These mergers in fact resulted in reduced R&D 
productivity to produce new approvals and blockbusters. Glaxo Smith Kline of 
today was formed from Glaxo, Wellcome, Smith Kline French, Beecham, Beckman, 
Affymatrix, Sterling, and a host of other smaller companies. Similarly Sanofi -
Aventis was a merger of the following component companies: Hoechst, Rhone 
Poulenc, Marion Merell Dow, Roussel, Rorer, Sanofi , Connaught Labs, Merieux, 
and Synthelabo. Pfi zer acquired Pharmacia, Werner Lambert, Parke Davis, Searle, 
Upjohn, and a host of other smaller companies. This applies to most top pharma-
ceutical companies except Merck. Mergers have started within the biotechnology 
industry, like Amgen taking over Immunex and Tularik, and Biogen-Idec and 
pharma companies like Roche taking over Genentech, Novartis-Chiron, 
and J&J—Alza, Centocor. Astellas was formed from the merger of Fujisawa and 
Yamanouchi, and Daichi and Sankyo merged in 2005.

As several competitive pharma R&D units were merged, several projects were 
terminated or given low priority and funds, and R&D staff was reduced or shifted, 
resulting in high turnover and low morale. The bigger company centralized R&D 
units became more risk averse. Several once promising areas of research like 
combinatorial chemistry produced huge chemical libraries with minor structural 
variations; HTS, gene therapy, proteomics, antisense, vaccines for AIDS, sepsis, 
RSV, and malaria, Alzheimer’s disease, and Parkinson’s disease have increased our 



knowledge and understanding and the number of targets. However, no breakthrough 
blockbuster medicine has emerged out of these new high-speed and costly technolo-
gies. Demain [33] attributes such failure to the elimination of natural products and 
extracts from the HTS screening and recommends including natural products in 
HTS screens. The partnerships between different companies for R&D and 
marketing alliances/joint ventures to develop products have a higher probability of 
blockbuster success [17, 34]. Historically, blockbuster drugs were aimed at the 
larger markets of depression and ulcers. Other large-market indications like cho-
lesterol and lipid lowering agents, antihypertensives, osteoporosis, asthma, and 
schizophrenia emerged due to the availability of effective and safe drugs (Table 
1.5-7). These therapeutic areas have dominated the pharmaceutical markets for 
the past two decades. Several of these drugs were discovered and initially devel-
oped by smaller companies and licensed to big pharma for marketing and late 
development.

The successful biological products were developed to treat anemia, cancers, 
infections, and infl ammatory joint diseases. The biologic blockbuster medicines 
have signifi cantly contributed to the recent increase in the number of such drugs 
and made several previously ignored indications like multiple sclerosis, pulmonary 
arterial hypertension, anemia, cystic fi brosis, vaccines, and age-related macular 
degeneration commercially attractive and highly competitive areas for new drug 
development (Tables 1.5-6, 1.5-7) [1–4, 16, 20, 34–37]. The demand for new and 
better medications remains strong as currently only about one third of the over 
35,000 human diseases have some treatment options available.

Based on new product approvals and creation of blockbuster brands, the success 
rates of biotech products are higher as compared with traditional chemically derived 
small-molecule new chemical entities. The biotechnology industry growth and 
market valuation has outpaced the pharmaceutical industry during the past 2 years. 
The increasing dependence of big pharma on small biotech is evident by the 
increasing number of licensing and R&D funding deals. The bulk of new medica-
tions approved in the years 2003–2005 originated in small biotech companies 
[35–39].

The higher R&D productivity of biotech companies is linked to their close 
relationship with academic biomedical research, higher risk taking by boldly testing 
fi rst-in-class, and new concepts and designs in clinical trials, which are driven by 
unmet medical needs even for diseases for which the pharmaceutical industry has 
shown no interest. The R&D failure rate of biotech companies is much higher as 
compared with big pharma testing of follow-on or me-too drugs [1–3, 16, 20, 32–35]. 
For blockbuster drugs, the biotechnology companies have followed the standard 
pharmaceutical company strategy. They have followed fast-track approval for the 
fi rst indication in an orphan or niche disease with high unmet medical need, market 
the drug at high prices, and expand approvals in other related diseases and new 
markets.

The risk associated with the development of human antibodies and biologics 
is lower than that with an NCE with a probability of success at 8% in phase I. Chi-
meric or humanized antibodies have a much higher success rate at the phase I stage 
(25%), due to recent advances in target selection and recombinant technology. New 
developments include techniques for converting murine monoclonal antibodies to 
mouse–human chimeric antibodies, for humanizing the antibodies, and producing 
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human antibodies using transgenic mice. These approaches minimize or eliminate 
the immune responses and rejection associated with the earlier murine antibodies 
[37–40]. The strong sales and demand from cancer and arthritis patients have out-
dated almost all commercial market research reports and sales forecasts for mono-
clonal antibodies.  The higher success rate, low cost of entry and IND fi ling, and use 
of human/humanized monoclonal antibodies—with 6 blockbuster brands, half of 
which arrived in 2005, and  the potential for more billion-dollar monoclonal anti-
bodies to reach the market—has fueled the current Monoclonal Antibody Gold 
Rush. The bandwagon has been joined by 200 companies with hundreds of new 
projects and targets and has attracted billions of dollars in R&D investment. Factors 
contributing to the success are unmet medical needs of patients, lower cost of entry 
into R&D and production, the overcoming of technical hurdles in large scale manu-
facturing, and availability of humanized or fully human monoclonal antibodies.

The R&D productivity of the big pharma with biotech companies has been 
compared for the period 1998–2004 in commercial reports [1–3]. The R&D 
expenses and the FDA approvals of the new molecular entities were linked [16, 20, 
23, 24]. The biotech approvals were less than 10, and the pharma NCE approvals 
declined from 25 to 15 from 1998 to 2005. The decline of the fi rst-in-class medica-
tions from big pharma was even more dramatic. The biotech approvals were more 
numerous than pharma approvals in 2003 and 2004, and the trend reversed in 2005. 
The big pharma R&D expenses were $50 billion in 2004, resulting in 10 NME 
approvals, whereas biotech approvals were 20 for an R&D budget of $20 billion. 
Tables 1.5-6 and 1.5-7 list the top-selling major therapeutic proteins and biological 
brands created by the biotechnology industry since 1997. The list provides thera-
peutic areas of blockbuster brands, marketing wars between different brands for 
market leadership, and shift to newer brands with improved properties.

1.5.6 R&D SUCCESS

The biotechnology industry had its share of major R&D and clinical trial success. 
The big gains for biotech products are mainly in anemia; cancer; TNF alpha inhibi-
tors; human insulin with short, mixed, and long duration of action; interferon for 
multiple sclerosis and hepatitis C; monoclonal antibodies for cancer; RSV; and 
immuno-infl ammatory diseases. This success has resulted in attracting top phar-
maceutical companies and R&D funds for biosimilar products with improved 
properties. It is easier for start-up companies in the above areas to attract capital 
and angel investors or to conclude licensing deals and fi nd marketing partners.

As EPO, insulin, interferon, and monoclonal antibodies are covered in other 
chapters, only a brief resume will follow of these major success stories of bio-
technology R&D.

1.5.6.1 Erythropoietin

Erythropoietin, Lipitor, and TNF inhibitors are likely to cross the $15 billion mark 
within the next few years. Amgen commercial success with its EPO brands has 
attracted several competitors with which Amgen has been involved in costly and 
protracted patent and marketing litigation to protect its franchise. Erythropoietin 



is the top litigated biotech product. In 2005, over 20 erythropoietins were in devel-
opment either as follow-on or improved biosimilar products [20, 41]. Numerous 
players are striving to dominate this market, including, among others, Amgen, J&J, 
Roche, Chugai, Shire, Kirin and Elanex, Teva, Sandoz, Stada, Cangene, Microbix 
and Gene Medix. Amgen patents expired in Europe in 2004 but are valid in the 
United States until 2015, and it has shifted patients to its new Aranesp brand. In 
Europe, two forms of rEPO are available: Eprex (J&J) and NeoRecormon (Roche). 
Two other forms Dynepo (Shire, Sanofi  Aventis) and CERA (Roche, PEG-EPO) 
are likely to be approved in 2007. Amgen has fi led a preemptive patent infringe-
ment against Roche for its PEG-EPO (CERA), thereby delaying its market launch 
in the United States. The FDA’s recent alert about erythropoietin (EPO) use in 
cancer patients with over 12 gm/dL of hemoglobin and the black box warning 
linking EPO agents to increased mortality, cardiovascular events, tumor growth, 
and hyptertension are likely to result in market and sales decline in 2007. The FDA 
advised doctors to use the lowest dose of EPO for patients to achieve hemoglobin 
levels of 12 gm/dL.

1.5.6.2 Tumor Necrosis Factor Inhibitors

The commercial success of antitumor necrosis factor monoclonal antibodies like 
Remicade (Infl iximab), Humira (Adalimumab), and Enbrel (Etanercept) in rheu-
matoid arthritis is due to better tolerance and superior effi cacy as compared with 
older disease modifying antirheumatic drugs (DMARDs) with variable and short 
response rates but higher toxicity leading to either their low clinical use or market 
withdrawal (Table 1.5-6) [42–44]. TNF inhibitors with methotrexate provide a 
response rate of 50–60% by the FDA, American and European Rheumatology 
remission criteria. Risks associated with TNF-blockers are serious infections, con-
gestive heart failure, demyelinating diseases, and systemic lupus erythematosus, 
but in most cases, they can be identifi ed and managed. Biological agents have revo-
lutionized the treatment of autoimmune/infl ammatory diseases like rheumatoid 
arthritis and Crohn’s Disease (CD). Enbrel was the fi rst TNF inhibitors approved 
for treatment of rheumatoid arthritis patients in 1998. The FDA (fast track) initially 
approved Remicade for Crohn’s Disease the same year. Both agents were tried and 
failed to show any effi cacy in early trials in cancer, sepsis, and congestive heart 
failure. Both Enbrel and Remicade are approved for rheumatoid arthritis (RA), 
psoriatic arthritis (PsA), and ankylosing spondylitis (AS). There is some differen-
tiation as Enbrel is effective in juvenile rheumatoid arthritis (JRA) and psoriasis 
(Ps). Remicade is approved for CD and ulcerative colitis (UC) and has shown effi -
cacy in sarcoidosis and Wagener’s granulomatosis. The third agent, Humira, is 
approved for use in RA, PsA, AS and CD.

After the launch of Enbrel, the demand for patients during the fi rst 3 years of 
marketing was so strong that Immunex and its marketing partner Wyeth (American 
Home Product) were unable to increase good manufacturing practice (GMP) pro-
duction to meet the surge in demand. There was a 30% shortfall, and these patients 
drifted to Remicade. Only Amgen’s takeover of Immunex in 2002 resolved the 
supply problems to meet demand. Remicade, with its approval in UC and CD, was 
the market leader and overtook Enbrel in sales in the 2002–2003 period. Enbrel 
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has been the current market leader in its class since 2004. Kineret (anakinra, 
Amgen) is a recombinant, nonglycosylated synthetic form of the human interleu-
kin-1 receptor antagonist (IL-1Ra) that mimics the body’s endogenous mechanism 
for regulating IL-1 and is approved for treatment of RA patients not responding 
to DMARDs and TNF inhibitors. Kineret (anakinra, Amgen) has failed to gain a 
signifi cant market share of the RA patients because it cannot be used in combina-
tion with TNF inhibitors. Orencia (Bristol-Myers Squibb abatacept) is the fi rst T-
cell costimulation modulator approved for the treatment of RA and was marketed 
in early 2006. Orencia in combination with TNF inhibitors or other biological 
agents like Anakirna is not allowed. Roche Rituxan, a monoclonal B-cell-specifi c 
antibody to CD20 (MabThera), was approved for use in RA patients along with 
methotrexate.

Recent R&D failures include Biogen Idec, Lilly-ICOS, and Alexion products in 
clinical trials. The Roche monoclonal antibody to the IL-6 receptor for RA (MRA) 
has shown effi cacy in RA patients not responding to methotrexate and TNF inhibi-
tors. If long-term safety, effi cacy, and remission of new biologics are established in 
osteoarthritis trials, it will be an important therapeutic advance and create a large 
market.

1.5.6.3 Psoriasis

Alefacept (Amevive, Biogen Idec) and Efalizumab (Reptiva, Xoma, Genentech, 
Serono), the two monoclonal antibodies, which block the activation of T cells, were 
hailed as major advances in the treatment of psoriasis. The sales of Reptiva were 
$112 million and $160 million and of Amevive were $48 and $15 million in 2005 and 
2006 below initial sales forecasts mainly due to competition from TNF inhibitors 
[45]. The technical success of R&D of non TNF biologicals for treatment of psoria-
sis has not translated into commercial success due to the large clinical data base and 
dominance of TNF antagonist products.

1.5.6.4 Insulin

A review of the insulin blockbuster brands in Table 1.5-10 indicated the market 
entry of a new company Sanofi  Aventis to challenge the market dominance by Lilly 
and Novo Nordisk and the rapid growth of the newer insulin analogs with improved 
properties. The aim of the R&D is to move away from several daily insulin injec-
tions. There has been intense R&D activity during the past few years to provide 
patients with improved insulin that is fast acting, of a long duration, and dual action. 
This approval and launch of the fi rst inhaled insulin Exubera (Pfi zer) should 
expand the market, and initial peak sales projections are $3 billion per year depend-
ing on its long-term effects on lung functions. The UK cost effectiveness agency 
has determined that the high costs of Exubera are not justifi ed as it does not offer 
any advantages over insulin injections, and concerns about long term toxicity to 
lung cells has delayed marketing by Pfi zer in USA despite FDA approval. Table 
1.5-8 lists new improved marketed and approved insulin analogs and those in 
development [46–48].



1.5.6.5 Interferon

Interferon alpha in combination with ribavarin for the treatment of hepatitis C is a 
commercial success. The biotech industry had its once promising drugs failing in 
clinical trials, and drug withdrawal by Biogen and Elan of Tysbari (natalizumab) for 
multiple sclerosis due to deaths of some patients from a rare brain infection was a 
setback. Multiple sclerosis (MS) is a neurological disorder affecting 2 million patients 
worldwide. Teva/Sanofi -Aventis Copaxone joined the three interferon blockbuster 
brands for the multiple sclerosis market led by Avonex in 2005. The total MS market 
sales reached $7 billion in 2006. Copaxone and return to market of Tysbari will 
expand the market and replace older interferon brands. Interferon sales slowed in 
2005 after 2 years of rapid growth due to the new use of a poly ethylene glycol 
(PEG)–interferon combination with ribavarin in hepatitis C and withdrawal of 
Tysabri.

Biologics are important for new emerging threats, bioterrorism, and infectious 
diseases such as pandemic infl uenza, West Nile Virus (WNV), SARS, antibiotic-
resistant tuberculosis, and the prion agent that causes the human form of mad cow 
disease, variant CJD. New vaccines to protect against HIV, RSV, anthrax, small-
pox, hepatitis, malaria, WNV, and bird (avian) fl u are in clinical testing [49–51]. 
Monoclonal antibodies and peptides have made a great contribution to the treat-
ment of cancer patients, and several antibodies and peptides have become block-
buster drugs. Many of these antibodies carry black box warnings. Several new 
anticancer agent brands are blockbuster drugs, and the list grows each year 
[52–54].

The advent of Macugen and Lucentis to treat age-related macular degeneration 
and endothelin antagonists (Tracleer, Thelin, Ambrisentan) and prostacyclin 
analogs (Epoprostenol, Treprostinil, Beraprost, Iloprost) to treat pulmonary arte-
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TABLE 1.5-10. Improved Insulin Analogs

Company Product Description 2006 Sales Status
   $ Million

Sanofi  Aventis Lantus Apidra Insulin glargine 2200
   Insulin glulisine
Novo Nordisk Insulin Aspart Rapid insulin 1700
  Levemir  Insulin detemir
Lilly/Amylin Byetta Exenatide incretin 430
   mimetics
Pfi zer Exubera Inhaled insulin Approved
   powder
Lilly/Alkermes AIR Insulin Insulin powder Phase III
Mannkind Technosphere Powder liquifi es in Phase III
  Insulin  lungs
Novo Nordisk  NN 1998 Aerosol Mist Phase III
 Aradigm
Kos KI 02 212 Liquid suspension Phase II
Novo Nordisk NN 344 Long-acting insulin, Phase I
  NN 5401  improved analog
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rial hypertension are important treatment advances. Both of these therapeutic areas 
have several active R&D projects at the approval and the clinical trial stage.

Roche has been the most effi cient and productive industrial R&D during the 
past 2 years. The association of Roche with 5 of the top 10 biotech products is a 
tribute to its success in acquiring Genentech, an investment in biotechnology and 
its alliance with biotech companies. Amgen and Genentech market cap was in the 
$90–$100 billion range in early 2006 but has come down recently, and was still 
higher than Wyeth, BMS, or Schering Plough. Other big companies like J&J and 
Lilly have a strong pipeline of biological products in development.

1.5.7 R&D FAILURES

The biotechnology industry had its share of major R&D and clinical trial failures. 
The big late-stage setbacks for biotech products are mainly in Alzheimer’s disease, 
sepsis, and vaccines for RSV, malaria, and AIDS. Despite such failures, the R&D 
funding by big pharma continues in Alzheimer’s and sepsis but has bailed out in 
vaccines and infectious diseases. The long history of failures has made it diffi cult 
for a biotechnology company working in the above areas to attract venture capital 
and angel investors or to conclude licensing deals or fi nd marketing partners.

1.5.7.1 Alzheimer’s disease

Alzheimer’s disease (AD), the most common cause of cognitive impairment in 
older patients, is characterized by the development of senile plaques and neurofi -
brillary tangles, which are associated with neuronal loss affecting to a greater 
extent cholinergic neurons. A cascade of pathophysiological events is triggered 
in AD that ultimately involves common cellular signaling pathways and leads to 
cellular and neural networks disfunction, failure of neurotransmission, cell death, 
and a common clinical outcome. The viable neurons remain an important target 
for therapeutic intervention at each stage of disease evolution. Currently, symptom-
atic drugs inhibiting the degradation of acetylcholine within synapses and more 
recently glutamate receptor antagonists represent the mainstay of therapy. However, 
interventions able to halt or slow disease progression (i.e., disease-modifying 
agents) are necessary. Although much progress has been made in this area, there 
are currently no clinically approved interventions for AD classed as disease-modi-
fying or neuroprotective drugs [55].

The fi rst four approved and marketed drugs Aricept (Pfi zer, Eisai, donepezil), 
Reminyl (J&J, galantamine), Exelon (Novartis, Rivastigmine), and Cognex (Pfi zer, 
Tacrine) are reversible cholinesterase inhibitors [55]. Memantine is an 
N-methyl-d-aspartate (NMDA)-type glutamate receptors antagonist, which is 
the fi rst in a new class of AD medications. Glutamate is the most common excit-
atory neurotransmitter in the central nervous system, and the modulation of glu-
tamatergic neurotransmission is a major target for the treatment of Alzheimer’s 
disease. Memantine was developed by Merz and licensed to Forest for the U.S. and 
Lundbeck for the European and international markets. Memantine is marketed 
under the brands Axura and Akatinol by Merz, Namenda by Forest, and Ebixa by 
Lundbeck. Clinical studies of the safety and effi cacy of memantine for other neu-
rological disorders, including glaucoma and other forms of dementia, are currently 



ongoing [56]. A series of second-generation memantine derivatives are currently 
in development and may have better neuroprotective properties than memantine. 
Recent failures have included Axonyx, Forest Labs, Elan, Myriad, and Neurocrine. 
Elan and Wyeth (American Home Products) ended trials of their Alzheimer’s 
vaccine (AN-1792) in 2002, after patients suffered swelling of the central nervous 
system or infl ammation of the brain and spinal cord. The vaccine activated the 
patient’s own immune system to attack a protein called beta-amyloid that is impli-
cated in Alzheimer’s. Several tested drugs provided good results in phase II but 
failed in phase III. Some drugs showed a biphasic response curve. Several musca-
rinic receptors agonists failed in phase II–III trials.

1.5.7.2 Anti-infective Exodus and U-turn

During the 2001–2003 period, several companies, namely Aventis, Bristol Myers 
Squibb, Eli Lilly, Roche, GlaxoSmithKline, Proctor & Gamble, and Wyeth, elimi-
nated or greatly curtailed their anti-infective R&D [57]. The reasons for pharma-
ceutical companies leaving the anti-infective area were slow growth in the West, 
unpredictable and seasonal demand, pricing pressure to donate supply or at cost to 
poor countries and patients, the vaccine unprofi tability, and low investment in 
vaccine companies. Vaccine companies were scared and hesitated to launch new 
vaccines with sales in the tens to hundreds of millions of dollars because of the 
threat of billion-dollar punitive damage settlements. The liability issues and current 
regulatory requirements for new vaccines have a negative impact on vaccine R&D. 
Public–private partnerships, along with NGO and public initiatives, have resulted 
in increased funding of newer vaccines for tropical, orphan, and neglected diseases 
like malaria, tuberculosis, and leishmaniasis.

Vaccines were back in favor and were highlighted in R&D portfolios of major 
companies (Sanofi  Aventis, Glaxo Smith Kline, Merck, Novartis, and Wyeth).  
Global sales in 2006 were $15 billion because of scare about avian infl uenza, bio-
terror organisms, and new emerging infections like SARS. Introduction of new 
cancer and rotavirus vaccines will greatly expand the vaccine market in the next 2 
years. During the past few years, the spotlight on SARS, Avian Infl uenza, new 
emerging infections, and bioterror agents have seen a few big companies like GSK, 
Merck, Novartis, and Sanofi  Aventis declaring vaccine production as a high priority 
area of R&D. It is ironic that Roche, which had closed its anti-infectives R&D unit, 
was in the news to supply its antiviral Tamifl u to stop Avian Infl uenza. The success 
of Prevenar (Wyeth), the explosive demand for infl uenza vaccines, and the approval 
of two new Rotavirus vaccines with huge safety databases have brought back the 
interest of the industry in vaccines. Pediatric vaccines, infl uenza, and hepatitis B 
vaccines have been the leading categories. Although the demand for infl uenza 
vaccine was strong, MedImmune FluMist 2005 sales of $21 million remained below 
forecast, due to high cost and its use limited to younger patients (5 to 17 years of 
age, and healthy adults, 18 to 49 years of age). A new refrigerator-stable formula-
tion was 55% more effective in children in the age range of 6 and 59 months. New 
vaccines for cancer, RSV, AIDS, and malaria will expand the market [57–61]. 
Vaccines have been the most cost-effective treatment and probably were underval-
ued, but the higher prices of newer vaccines in the $100–$400 range are likely to 
keep even these out of the reach of poor patients [49–51].

R&D FAILURES 185



186 R&D PARADIGM SHIFT AND BILLION-DOLLAR BIOLOGICS

1.5.7.3 RSV

The commercial success of a new product in most indications or additional use in 
new indications results in much higher R&D activity and funding by competitors. 
However, the success of Synagis (Palivizumab) in RSV and Drotrecogin alpha 
(activated protein C) in sepsis has resulted in industry bail-out due to the failure 
of several promising projects during the past decades [57, 62, 63]. The new drugs 
in development and currently approved drugs for RSV were reviewed recently and 
are listed in an updated Table 1.5-11 [57], which confi rms a signifi cant decline from 
over 25 to only 4 active RSV projects. Several RSV vaccines and antivirals, which 
were in phase III testing during the last review, are considered terminated either 
due to low effi cacy or safety concerns due to adverse effects. These projects are 
not listed in the companies’ current R&D pipeline, but many commercial databases 
still list these as active projects.

1.5.7.4 Sepsis

Severe sepsis or septic shock occurs when an infection (bacterial, viral, fungal, or 
parasitic)—often the result of trauma, surgery, burns, or cancer—triggers a cascade 
of immune system responses that can lead to acute organ disfunction and often 
death [62]. The death rate from severe sepsis ranges from 30% to 50%. Every day 
1400 people worldwide die from severe sepsis. The Inter national Sepsis Forum esti-
mates that more than 750,000 individuals develop severe sepsis in North America 
each year, with similar estimates for Europe, and all need to be actively treated in 
the hospital. Sepsis kills 215,000 people annually in the United States and is the 
most common cause of death in noncoronary intensive care units. The annual costs 
associated with the treatment of patients with severe sepsis are estimated to be 
US$17 billion. The incidence of sepsis is expected to increase to 2.2 million per 
annum in the leading markets over the next 10 years as the elderly population grows. 
Thus, a safe and effective treatment, which saves lives, can be a blockbuster drug 
[62, 63].

Activated protein C (Drotrecogin alpha, Xigris) is the fi rst and only drug shown 
to cure those suffering from sepsis. It had sales of $214 million and $192 million 

TABLE 1.5-11. Marketed and R&D Development Products for Prevention of RSV

Product Characteristics Company Sales 2006 Status

Palivizumab hAnti F-glycoprotein MedImmune $1100 million
 Synagis    
RespiGam Immunoglobulin MedImmune negligible
Ribavarin Antiviral Valeant Generics
Motavizumab Monoclonal Medimmune Phase III
 Numax  antibody
A 60444 Antiviral Arrow II
Live attenuated RB/HPIV3-RSV-A/B MedImmune I
ALN RSV01 RNAi Alnylam I

Notes: Several commercial databases still list RSV vaccines and antiviral in clinical development by 
companies, e.g., Wyeth, Sanofi  Aventis, and Glaxo Smith Kline. These projects are considered discon-
tinued as companies’ websites do not list any active RSV projects or there has been no new information 
for the past 3 years after completion of phase II or III trials.



in 2005 and 2006, respectively. In Lilly’s PROWESS clinical trial, drotrecogin 
alpha only reduced the absolute risk of death by 6%. It seems that, with a $6800 
price tag, this was insuffi cient to persuade physicians to prescribe the drug outside 
the most severe cases. In 3.5% of drotrecogin alpha-treated patients (compared 
with 2% of placebo treated patients), the drug also increased the risk of serious 
bleeding events. Another obstacle to drotrecogin alpha’s widespread adoption is 
that it can be hard to identify candidates for treatment [62–64].

Drug development for sepsis and septic shock has been disappointing: Numerous 
agents have demonstrated promising activity in early clinical phase I/II and then 
failed to show signifi cant effi cacy in phase III trials. In recent years, several bio-
technology fi rms have gone bankrupt or were taken over trying to develop a drug 
to combat sepsis. Billions of dollars have been wiped out in market values of the 
biotechnology companies due to failures of their drugs in sepsis.

In the early 1990s, two promising drugs named Centotoxin and E5 from Centocor 
and Xoma were in a race to be the fi rst effective treatment. The two drugs had 
shown effi cacy in early phase II clinical studies and were rushed into large-scale 
phase III clinical studies. Both drugs failed to show improvements in mortality in 
phase III and were rejected by the FDA and its advisory committee in 1992 [62].

Randomized trials of anti-infl ammatory therapies agents, including NSAIDs 
and corticosteroids, failed to show improvement in survival from sepsis and septic 
shock. Three monoclonal antibodies to endotoxin were tested in clinical trials, and 
all failed to improve survival from sepsis and septic shock. The Centocor project 
went down in 1992, and drugs from Chiron, Xoma, and Synergen failed in 1994. 
Many anticytokine therapies have not improved survival from septic shock. These 
trials include the use of naturally occurring antagonists to tumor necrosis factor 
and interleukin-1, antibodies to tumor necrosis factor, bradykinin antagonists, ibu-
profen, and a platelet-activating-factor antagonist. Additional endotoxin-directed 
therapies being studied were the use of bactericidal permeability-increasing factor, 
soluble CD14 receptors, and reconstituted high-density lipoproteins [62].

Anti-infl ammatory interventions under study include efforts to modulate nitric-
oxide activity, therapies directed at neutrophil adhesion molecules, the infusion of 
antithrombin III, tissue-factor pathway inhibitors, and pentoxyfylline. Alterna-
tively, GCSF is being studied in an effort to enhance phagocytic-cell function in 
patients with severe sepsis [62]. During the past 5 years, Chiron and Pharmacia’s 
tifacogin failed late-stage clinical trials at the end of 2001 and endotoxin from 
Baxter/Xoma (Neuprex) has failed to show clear benefi ts in large-scale studies and 
requires extensive additional studies (2002). ICOS and Suntory, Pafase, a platelet-
activating factor acetylhydrolase;  Lilly’s LY-315920 phospholipase A2 inhibitor; 
and Knoll-Abbott’s monoclonal murine anti-tumor necrosis factor-alpha antibody, 
Afelimomab, are some recent phase III trial failures.

Despite past failures, there are still several active R&D projects in late-stage 
clinical trials (Box 1.5-2).

1.5.8 COST CONSTRAINTS

The start-up cost of development, manufacture, and distribution of biological pro-
ducts is very high, and only a few companies can manufacture and test the product 
to current regulatory standards of GMP, GLP, and GCP (Good Manufacturing, 
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Laboratory, and Clinical Practice). The biologics for cancer and rare and other 
life-threatening diseases also rank as the most expensive treatments, and these 
products achieve blockbuster sales sooner than traditional pharmaceuticals (Table 
1.5-12, Fig. 1.5-1). The price of biosimilar or follow-on products will be higher as 
compared with traditional generic drugs as very few companies can invest in manu-
facturing technology.

With the introduction of biologics for the treatment of rheumatoid arthritis and 
psoriasis, the annual cost of treatment has multiplied 10-fold to $25,000. Only 
about 10% of the eligible RA patients in the United States and Europe are cur-
rently on TNFα therapy. If all RA patients were to receive TNFα therapy, the total 
cost of therapy would reach $100 billion just for one disease only. The current or 
future health-care systems are not likely to fund such cost increases for anemia, 

BOX 1.5-2

Phase III

• Eisai Eritroran, an antagonist of lipopolysaccharide
• Takeda TAK 242, which inhibits signal transduction through Toll Like 

receptor 4 Phase
• Prosthetics’ CytoTAb target anti-tumor necrosis factor alpha polyclonal 

antibody (licensed in late 2005 to Astra Zeneca)

Phase II

• Novartis (PMX 622) covalent conjugate of Polymyxin B and Dextran-70
• GSK 270773 phospholipid anti-endotoxin emulsion
• Behring Complement CI inhibitor

Phase I

• Idun (acquired by Pfi zer in 2005) IDN 6556 caspase inhibitor

TABLE 1.5-12. High-priced Biologic Medications 2005–2006

Company Trade Name Generic Name Indication Price per
    Month $

Biogen Idec Zevalin® Ibritumomab Lymphoma NHL 24,000
BMS Erbitux® Cetuximab Colon Cancer 17,000
Genzyme Fabrazyme® Agalsidase Beta Fabry Disease 15,000
Genzyme Aldurazyme® Laronidase MPS 1 16,600
Genzyme Cerezyme® Imiglucerase Gaucher disease 16,600
Serono Serostim HGH Dwarfi sm 7,000
Lilly Xigris® Activated Protein C Sepsis 6,800
MedImmune Synagis® J Palivizumab RSV 5,600
Genentech Avastin® Bevacizumab Colon Cancer 4,400
Roche Herceptin Trastuzumab Breast Cancer



cancers, infectious, cardiac, metabolic, neurological, and rare diseases as well as 
increasing acute care, diagnostic, and device costs [65, 66].

Treatment of psoriasis with new biologics costs in the range of $25,000–$45,000 
per year as compared with $2200 for methotrexate and $3000–$5000 per year for 
phototherapy. The cost of erythropoietin for renal dialysis is $10,000 per year and 
for cancer patients $1000 per month of treatment. New vaccines are priced in the 
$200–$400 range. Xigris is priced at $6800 per injection and drug-coated stents at 
over $3000. The European government-funded healthcare systems and insurance 
companies try to delay and limit access to costly new medicines and try to negotiate 
lower prices.

The average price of new cancer treatments and for rare diseases has increased 
from the $20,000–$25,000 range to the $100,000–$280,000 range per year of treat-
ment [51–54, 66]. If two or three new drugs were to be combined for treatment of 
colon cancer like Eloxatin, Erbitux, and Avastin, the yearly cost could easily reach 
$0.5–1 million per patient. If Erbitux was used for all eligible colon cancer patients 
in the United States, it would cost $1.2 billion. Several European health insurance 
systems, oncologists, and patient organizations have raised questions about the 
cost–benefi t ratio and called for regulatory rejection of anticancer medications with 
short-term limited benefi ts. In the future, about 80% of cancer patients will 
be from poor countries or without insurance coverage. Colon cancer survival 
doubled in the past decade, but the costs multiplied by 340 for the fi rst 2 months 
of treatment [66].

The clinical testing of these high-priced drugs in poor and uneducated patients 
in the developing countries is problematic due to ethical and moral grounds. These 
drugs are not likely to be marketed in poor countries or made available to respond-
ing patients at the end of the trial. The high cost of these life-saving medicines 
raises several critical issues concerning access, payment, and the legal, moral, and 
ethical aspects of supply and demand to poor countries and patients [67, 68].

Initial reluctance and resistance by industry to reduce the prices of AIDS medi-
cations for poor countries/patients, let aside patent protection to increase supplies, 
or reduce prices in national emergencies like the Anthrax scare in the United States 
(Bayer Ciprofl oxacin), SARS, and Avian Infl uenza (Roche Tamifl u) has eroded 
the image of the research-based innovative pharmaceutical industry.

Biotechnology products have so far escaped pricing pressure to reduce costs as 
the treatments were for life-saving or rare diseases and were marketed by big phar-
maceutical fi rms. As biological medications prove effective in treating chronic dis-
eases like arthritis, psoriasis, macular diseases, and diabetes, big biotechnology 
fi rms will come under pressure to reduce costs and face class-action litigation for 
product injury. Biotechnology industry leaders should fi nd an appropriate balance 
between the current “high cost high profi ts, low volume” model to “affordable cost, 
high volume, reasonable profi ts” model to increase the availability of life-saving 
medications to poor patients and countries.

1.5.9 PUBLIC–PRIVATE PARTNERSHIPS

Several public–private partnerships support development of drugs, vaccines, and 
diagnostics to address diseases that predominantly affl ict the poor or to make drugs 
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available to patients in poor countries and operate on the virtual company model 
[57, 69, 70]. As most pharmaceutical and biotech R&D has been directed toward 
diseases of the Western World, there has been no interest in developing vaccines and 
treatments for the tropical and neglected diseases like AIDS, Chagas’ Disease, 
contraception, dengue, diarrhea, leprosy, leishmaniasis, lymphatic fi lariasis, malaria, 
onchocerciasis, schistosomiasis, trypanosomiasis, tuberculosis, and sexually trans-
mitted diseases. None of the major companies has an R&D laboratory in Africa, 
and only two, Glaxo Smith Kline and Astra Zeneca, have R&D laboratories in Asia 
(outside Japan). International and national organizations like the World Health 
Organization (WHO) failed to develop new medications for tropical diseases and 
lacked suffi cient resources. Universities or research institutes were not able to 
attract interest from the industry for promising leads, and companies terminated 
their own R&D leads because of lack of profi ts or commercial success.

Developments in the area of neglected diseases have opened up new opportuni-
ties for licensing by universities and companies. Over the past decade, private 
foundations and donors have provided social venture capital to launch several 
nonprofi t “companies” that have now collectively raised over a billion dollars from 
philanthropic and government donors to support product development.

The price of AIDS drug tritherapy is $10,000 a year per patient in the United 
States and Europe. Indian companies have reduced the cost to $130 per patient per 
year and introduced a single tritherapy combination. When Roche was initially 
reluctant to increase production or reduce the price of its Tamifl u to treat Avian 
Infl uenza for developing countries claiming a diffi cult synthetic process, some 
Indian companies made the active ingredient from Shikimic acid within one week

The Foundation for the National Institutes of Health identifi es and develops 
opportunities for innovative public–private partnerships involving industry, aca-
demia, and the philanthropic community (www.fnih.org). There were over 100 
public–private partnerships funded with over $1 billion, with 60 active R&D pro-
jects for vaccines and drugs for tropical and neglected diseases by the end of 2005 
(Table 1.5-13).

TABLE 1.5-13. Public–Private Partnership for Tropical and Neglected Diseases

Aeras, Global TB Vaccine Foundation (Aeras) (http://aeras.org)
Bill and Melinda Gates Foundation (www.gatesfoundation.org/GlobalHealth/
 InfectiousDiseases/)
Drugs for Neglected Diseases Initiative (www.dndi.org)
Foundation for Innovative New Diagnostics http://www.fi nddiagnostics.org
Global Alliance for TB Drug Development (www.tballiance.org)
Global Alliance for Vaccines and Immunization GAVI at WHO (www.who.int)
Global Forum for Health Research (www.globalforumhealth.org)
Global Fund to fi ght AIDS, Tuberculosis and Malaria (www.theglobalfund.org)
Institute for One World Health http://www.oneworldhealth.org
International AIDS Vaccine Initiative (www.iavi.org)
International Partnership for Microbicides http://www.ipm-microbicides.org
Malaria Vaccine Initiative (MVI). (http://www.malariavaccine.org)
Medicine for Malaria Venture (www.mmv.org).
Pediatric Dengue Vaccine Initiative http://www.pdvi.org
Program for Appropriate Technology in Health http://www.path.org



1.5.10 INFORMATION RESOURCES

Traditional and new media play a vital role in projecting breakthrough and block-
buster medications and raising awareness among the general population (Table 
1.5-14). The FDA/EMEA website provides detailed summaries and assessments 
of the actual data submitted in support of the NDAs. The transcripts of the FDA 
Advisory Committee meetings are valuable sources of information for approved 

INFORMATION RESOURCES 191

TABLE 1.5-14. Web Information Resources for Biotechnology Products

FDA http://www.fda.gov
EMEA http://www.emea.eu.int
WHO http://www.who.int/en/
Canada http://www.hc-sc.gc.ca/
UK http://www.mhra.gov.uk/
NICE http://www.nice.org.uk/
NIH http://www.nih.gov/
CDC http://www.cdc.gov
BIO http://www.bio.org/
EuropaBio http://www.europabio.org/
PHRMA http://www.phrma.org/
IFPMA http://www.phrma.org/
GPHA http://www.gphaonline.org/
DIA http://www.diahome.org/
IMS http://www.ims-global.com/
DataMonitor http://www.datamonitor.com/
Prous http://www.prous.com/
ScienceDirect http://www.sciencedirect.com/
Thompson http://www.thompsonpharma.com/
PharmaProjects http://www.pjbpubs.com/pharmaprojects/
BioCentury http://www.biocentury.com/
BioSpace http://www.biospace.com/
Mayo http://www.mayoclinic.com/
CenterWatch http://www.centerwatch.com/
ClinTrialsGov http://www.clinicaltrials.gov/
Cochrane http://www.cochrane.org/index0.htm
http://www.blackwell-synergy.com
http://www.springerlink.com/
http://www3.interscience.wiley.com/
http://www.biomedcentral.com/
http://gateway-di.ovid.com/
http://www.isinet.com/
http://www.centerwatch.com/

Accenture http://www.accenture.com/
Bains, http://www.bain.com/bainweb/home.asp
Boston Consultancy Group http://www.bcg.com/
IBM. http://www.ibm.com/us/
Frost & Sullivan. http://www.frost.com/prod/servlet/frost-home.pag
Reuters. http://www.reutershealth.com/en/index.html
Ernst & Young http://www.ey.com/global/content.nsf/International/Home
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and new drugs under review, concerns about safety and effi cacy and about prescrib-
ing information, and requirements for additional studies (http://www.fda.gov/foi/
electrr.htm). Similar information is available on the Internet for public scrutiny, by 
the FDA/EMEA for the accepted IND fi les of new medications. The NIH (NIAID), 
Centers for Disease Control, Institute of Medicine, Mayo Clinic, Center Watch, 
WHO, and Public Citizen websites offer valuable information about the disease 
and its treatment and the list of ongoing trials. Company websites offer prescription 
information and other details about the currently approved drugs, clinical trials 
results, sales data, and R&D portfolio, patent litigation, and expenses. The com-
mercial websites of Pharma Projects, Prous Science, Thompson, and BioCentury 
are other important sources for drug R&D. BiomedCentral and PubMed offer free 
access to many full text papers and abstracts. The ISI web of Science, Science 
Direct and BiomedCentral, and PubMed were consulted for reviews. To keep the 
number of references reasonable, original research papers have often been replaced 
by very recent reviews. Cochrane Reviews is a good source of new drug clinical 
safety and effi cacy. For commercial reports, only information available in the public 
domain was used and cited. Negative media stories about high prices, profi tability, 
quality/ethical problems, and links to serious adverse reactions may lead to declin-
ing sales or regulatory action.

1.5.11 INDUSTRY AND MEDICINAL BRANDS IN 2006

Most of the top companies had reported 2006 annual earnings and sales of 
top selling brands within the fi rst two months of the new year. The Japanese com-
panies had reported annual sales or forecasts based on actual results of 1–3 Q 2006, 
which was used. The new data was incorporated in the tables and text at the last-
minute stage. 

A review of the 2006 sales, market, earnings, and R&D showed several new 
trends and surprises in the top ten company listing as well as best selling medicinal 
brands [71,72]. Pfi zer, which has been the most valuable company during the past 
fi ve years, was overtaken by Johnson & Johnson in sales last year and briefl y for a 
few months in market value but has now regained its top position in market valua-
tion. Pfi zer retained the top spot as the most profi table and with the highest R&D 
budget. Glaxo Smith Kline (GSK) retained the third position by total sales, market 
cap, and profi tability, and topped the list with highest sales increase in 2006. Roche 
consolidated its return to the top ten groups by overtaking Novartis in market cap 
and closing the gap with Amgen in sales of biologics. Roche and Sanofi  Aventis 
ranked second and third by sales of biologics as in 2005. Overall, increased R&D 
spending by the pharmaceutical and biotechnology industry failed to increase the 
number of new drugs approved. Only Merck and Amgen increased their R&D 
budget in 2006 by $1 billion over previous year. Roche, with no blockbuster going 
off patent in 2006, came out as the most effi cient R&D company. Sanofi  Aventis, 
despite loss of 3 blockbuster drugs to generic competition, came out second with 
creation and growth of several blockbuster brands. Merck and BMS ranked in the 
third position, while Takeda and Astra Zeneca took the fourth and fi fth positions 
(Tables 1.5.8, 1.5.15) [71,72]. 
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Several pharmaceutical companies highlighted their R&D in biologic, deals and 
links with biotechnology companies, and sales of biologic brands. Roche is likely 
to overtake Amgen in biologic sales in 2007 to emerge as the top biotechnology 
company. One of Roche’s unit, Genentech, was the most valued biotechnology 
company in 2006. The big pharmaceutical companies made signifi cant strides in 
biologic sales and Roche, Sanofi  Aventis, Merck-Serono, J&J, and Wyeth made the 
list of the top ten biotechnology companies, leaving only 5 pure biotech companies 
in the top ten [71,72]. Teva, the world’s top generic company, took the fourth posi-
tion in increased net sales (Table 1.5.15). 

Lipitor remains the top selling medicinal brand with $12.9 billion in sales, fol-
lowed by Advair and Plavix.  Rituxan, with sales of $4.7 billion, was the best selling 
biologic brand followed by Enbrel, Remicade, and Darbepoetin. Medicinal brands 
with the highest sales increase in 2006 were mostly biologic and all the brands with 
highest sales decline due to patent expiry and introduction of generics were 
synthetic chemicals. Anticancer, tumor necrosis factor inhibitors, monoclonal anti-
bodies, and vaccines had signifi cant sales growth. The monoclonal antibody Rituxan 
for cancer and arthritis emerged as the top selling biologic brand followed by TNF 
inhibitors (Enbrel, Remicade) and Darbepoetin, each with sales above $4 billion. 
All the top sales decliners in 2006 were new chemical entities in patent expiry phase 
in major markets. There was no biologic brand in this list. Sanofi  Aventis with 3 
blockbuster brands lost to patent expiry was followed by Bristol Myers Squibb and 
Pfi zer with two each. Five top products each had sales drops of over $ 1 billion each 
(Table 1.5.16) [71,72].

1.5.12 CONCLUSION

R&D success has been clearly linked to the development and creation of billion-
dollar human medication. Current regulations favor fast-track approval of life-
saving medication and long-term safety and effi cacy data for chronic diseases. The 
blockbuster drugs are the main driver of industrial R&D and contribute a major 
share of the total pharmaceutical sales, profi ts, and market value of the successful 
companies. The criteria for blockbuster drugs are defi ned, and output of blockbuster 

TABLE 1.5-16. Top Selling Medicinal Brands in 2006 ($ billion)

NCE NME Sales Increase Sales Decline

Lipitor 12.9 Rituxan 4.7 Herceptin 1.59 Zocor 1.6
Advair  6.13 Enbrel 4.4 Rituxan 1.5 Zithromax 1.38
Plavix  5.55 Remicade 4.2 Copaxone 1.2 Zoloft 1.14
Nexium  5.2 Aranesp 4.12 Avastin 1.1 Paxil 1.05
Norvasc  4.8 Procrit 3.2 Tamifl u 0.9 Pravachol 1.0
Zyprexa  4.36 Herceptin 3.14 Aranesp 0.82 Allegra 0.87
Diovan  4.22 Neulasta 2.7 Lantus 0.80 Plavix 0.6
Risperdal  4.18 Epogen 2.5 Enbrel 0.70 Protonix 0.6
Pravachol  4.0 Novulin 2.5 Lipitor 0.70 Losec 0.3
Lansoprazole  3.8 Factor VIII 2.5 Remicade 0.70 Amaryl 0.29

NCE-New chemical entity; NME-New molecular entity
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drugs by pharmaceutical and biotech R&D are compared. Biotech R&D was more 
productive and successful than pharmaceutical R&D in creating new blockbuster 
brands. The current Gold Rush of biologics indicates a paradigm shift in innovation 
from pharmaceutical to biotechnology R&D. Another perceptible shift is the indus-
trial R&D bail-out from Europe toward the United States, once again based on the 
success of the U.S. biomedical science and biotechnology fi rms. Biotechnology 
R&D success includes several blockbuster brands of erythropoietin, tumor necrosis 
factor alpha blockers, insulin, interferon, and GCSF, monoclonal antibodies, vac-
cines, and anticancer, which had sales of over $1 billion during the 2004–2006 
period. Biotechnology R&D failure includes Alzheimer’s Disease, sepsis, and vac-
cines for RSV, malaria, and AIDS. Several public–private partnerships, operating 
on the virtual drug development company model, have taken up the void left by 
industry bail-out of tropical and neglected diseases. The high cost of biologics and 
link to serious adverse reactions will become important as biologics are used to treat 
chronic conditions like rheumatoid arthritis and psoriasis. New and old media have 
played an important role in raising awareness about new blockbuster biologics 
brands. 

There were no indications or signs during the past 3 years from the big consul-
tancy fi rms predicting the “End of the Blockbuster Era.” On the contrary, the 
number of blockbuster brands has shown steady and continuous growth and now 
accounts for a major share of market, sales, and profi ts of the pharmaceutical and 
biotechnology industry. Pharmaceutical companies’ outright acquisition of biotech-
nology companies and the licensing of technology/late stage projects in develop-
ment increased signifi cantly. The market and sales data once again provide strong 
support for the R&D paradigm shift to biologics and within biologics towards 
human monoclonal antibodies with a message: “It’s biologics, Stupid.”
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2.1 INTRODUCTION

Over the last three decades, the scientifi c efforts mainly focused on molecular 
biology, genetics, recombinant DNA (rDNA) technology, and lastly genomics and 
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bioinformatics have had a huge impact on our understanding of disease pathophysi-
ology and of drug actions at the molecular level. In addition, the accumulated 
genomic knowledge has provided the ability to predict drug–drug interactions and 
the emergence of adverse drug reactions (ADRs) in clinical practice, a fact of great 
importance in modern pharmacology and therapeutics. The elucidation of specifi c 
clinical- as well as genetic-related factors predisposing to individual drug–drug 
interactions, ADRs, or drug disposition also gives new dimensions to new drug 
development and pharmacotherapy [1–5]. Furthermore, the evolution of genomic 
technologies offered new tools for extracting drug-related information especially 
through the emergence of pharmacogenomics in recent years [6–9] (for term defi -
nition in pharmacogenetics, pharmacogenomics, and other drug-related areas, 
see the website: http://www.genomicglossaries.com/). Pharmacogenomics aims to 
strengthen drug effi cacy and to prevent most, if not all, ADRs from emerging 
during pharmacotherapy. Furthermore, pharmacogenomics provides the method-
ology and the knowledge to medical practitioners to genetically test each patient 
before the administration of the drug of interest, a practice that obviously can lead 
to personalized drug therapy. To this end, improved pharmacotherapy outcomes 
are expected by anticipating and minimizing toxicity related to drug delivery in 
everyday patient care. By integrating the genomic drug-related data into drug 
delivery, pharmacogenomics is moving toward the application of pharmacotyping 
in drug prescriptions, where clinical and genomic information will be used to 
ensure maximum effi cacy and safety in clinical practice, as it has been recently 
proposed [10].

Interestingly, this is happening in parallel with the efforts focusing on the cre-
ation and establishment of unifi ed information-based platforms in medicine, a fact 
that obviously will accelerate the technological advancement for the integration of 
genomic data in clinical practice. The latter has been recently facilitated through 
the technological developments that now allow the application of molecular diag-
nostics and devices at the nanoscale level. Such a direction, however, stresses the 
need for a multidisciplinary approach in future health care by permitting nano-
medicine to apply molecular diagnostics and new innovative drugs in a way that is 
benefi cial in routine medical practice both in disease diagnosis and in therapeutics. 
This is a major advantage, because the development of nanotools is in high demand 
in information-based medicine and the application of suitable platforms for the 
exploitation of genomic information in medicine and pharmacy. Thus, the intercor-
relation of the molecular knowledge extracted from the clinical, genomic, and 
technological health-related areas as well as the transformation into a form readily 
applicable in health care can be achieved. As a matter of fact, the evolvement of 
nanomedine seems to go in parallel with the capability of genomic technologies to 
transform medicine and pharmacy, and in this regard, their use depends on well- 
and properly educated practitioners able to work in a well-organized and informa-
tion-based clinical infrastructure. Collectively, this approach in pharmacotherapy 
belongs to the broader concept of personalized medicine because its major goals 
are considered the anticipation and minimization of the individual risk of disease 
onset and progression as well as the individualized drug therapy for improved 
patient care [11].

Overall, by using the principles of pharmacogenomics, personalized medicine, 
and pharmacotyping in patient care, and by monitoring their impact on current 
drug development and delivery, a major benefi t is expected upon co-evaluation of 



genomic with clinical data to improve pharmacotherapy outcomes. In this regard, 
the clinical validation of genomic data for routine drug prescription, the training 
of future health-care professionals, and the integration of molecular medicine into 
clinical trials for new drug development have to be defi ned and clearly addressed. 
Also, the need for extensive discussions about the ethical, societal, and economic 
impacts arising from the application and use of genomic data in patient care is now, 
more than ever, a necessity. The latter stresses the need for the proper education 
of health-care professionals in order for them to actively be involved in, and posi-
tively infl uence, all these issues in health care. The experience already gained has 
shown that this can be achieved in the near future, because the fi rst pharmacoge-
nomics test (AmpliChip Cytochrome P450) approved by the U.S. Food and Drug 
Administration (FDA), recently, to improve the delivery of drugs that are sub-
strates or inhibitors of cytochrome P450 (CYP)2D6 and/or CYP2C19 has been 
introduced in everyday clinical use. Also, recently released on March 22, 2005 by 
the FDA, the guidelines for industry concerning the submission of pharmaco-
genomics data upon the process of application of new drug development, a fact 
expected to have a major impact on the fl ow and generation of data in clinical 
pharmacogenomics and the application of pharmacotyping in drug prescription. 
This means that the detection of single nucleotide polymorphisms (SNPs) or other 
genetic variations and the establishment of specifi c genotypes and haplotypes for 
several genes must be fi rst defi ned and clinically validated at such a level as to 
explain why one patient responds well in drug therapy, another does not, or even 
another experiences serious ADRs. In fact, this will be a major transition in phar-
macotherapy because pharmacotyping will be fi nally achieved, and, to this end, the 
medical practitioner in collaboration with other specialties will also be based on 
patient’s genotyping–haplotyping analysis data for initiating and maintaining drug 
dosage therapeutic profi les for individual patients [5, 10]. However, in order for 
these new directions in therapeutics to succeed with maximum benefi ts to patients 
and society, the future advances in pharmacogenomics and bioinformatics have to 
fi rst allow the smooth digital integration and second the easy end-user utilization 
of genomic and clinical data in unifi ed information-based platforms within the 
healthcare system.

2.2 PHARMACOGENOMICS AND PHARMACOTYPING FOR 
COMPLEX AND POLYGENIC DISEASES

The concept of ensuring maximum effi cacy and safety upon drug delivery is the 
long-desirable target of pharmaceutical care that implies improved pharmacothe-
rapy profi les and outcomes in clinical practice and coincides chronologically with 
the establishment of pharmacology as a basic and clinical discipline. Also, the 
ability to lower the incidence of drug toxicity and the emergence of ADRs is a 
fundamental issue for the empowerment of health care in terms of patient’s quality 
of life and cost (Box 2.1). Nowadays, this situation in pharmacotherapy has been, 
more or less, closer to reality. This happens due to the rapid development of 
genomic and information-based technologies and their application in pharmaco-
therapy and clinical practice (Figure 2-1). For example, it is now well accepted 
that, in terms of drug toxicity, many ADRs arise because of inter-individual 
genetic differences in drug metabolizing enzymes, drug transporters, ion channels, 
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BOX 2.1 MAJOR POINTS RAISED IN HEALTH CARE 
UPON THE INCIDENCE AND THE SEVERITY OF ADRS IN 
CLINICAL PRACTICE

• In a meta-analysis from 39 prospective studies in U.S. hospitals, it has been 
proposed that 6.7% of hospitalized patients developed ADRs during phar-
macotherapy and 0.32% showed fatal ADRs, the latter causing about 
100,000 deaths per year in the United States [12].

• The report released from the Institute of Medicine in December 1999 has 
shown that nearly 98,000 deaths in the United States annually were attrib-
uted to medication errors including ADRs [13].

• Furthermore, 10–17% of patient hospitalizations are directly related to the 
emergence of ADRs, an effect that poses patient pharmaceutical care and 
safety as a fundamental issue in each healthcare system [14].

• It has been estimated in the United States that the cost attributed to the 
emergence of ADRs is approximately $100 billion, a fact that further 
stresses for the improvement of drug delivery in clinical practice [15].

• In a 2-year period of study conducted in by the Department of Internal 
Medicine in a Norwegian hospital and from 732 deaths reported amongt 
the 13,993 in-patients, 133 of them were directly attributed to ADRs 
observed during pharmacotherapy [16]. This result gives almost 10 deaths 
per 1000 hospitalized patients, a number that urgently demands an improve-
ment of drug delivery by strengthening drug effi cacy and minimizing toxic-
ity in the healthcare system.

• It has also been estimated that about 7% of all hospital admissions in the 
United Kingdom and Sweden are due to ADRs developed in clinical prac-
tice [15].
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receptors, and other drug targets [1, 2, 5, 10, 17, 18]. Furthermore, several pharma-
cogenomics studies have revealed various examples of clinically relevant genetic 
polymorphisms that are associated with altered drug response in patient care. 
Representative examples of such polymorphic gene variants of pharmacogenomics 
relevance are shown in Box 2.2. Although these intriguing data are very interesting 
in trying to understand the correlation between genetic make-up and various drug 
effects in the body, much work is needed for this type of drug-related genomic 
information to be transformed, integrated in everyday clinical practice, and, fi nally 
be available on a broader basis in health care.

Through the sophisticated technological advances achieved thus far, the genomic 
knowledge is entering clinical practice and being used to analyze complex diseases 
including cardiovascular diseases, asthma, cancer, and degenerated disorders [38–
42]. Furthermore, the broad use of automated DNA sequencing techniques and 
the application of DNA microarray (DNA chip) systems permit the rapid and reli-
able assessment of a large number of genes implicated in drug response and/or 
disease phathogenesis [43–45]. Alternatively, and of equal importance, specifi c 
gene variants have been found either to predispose for, to contribute to, or even to 
increase the susceptibility of individual persons for disease development and pro-
gression. Unanimously, the availability of DNA microarray technology helped 
genomics research to achieve widespread interest particularly in clinical sciences 
and pharmacotherapy. As a matter of fact, it is a valuable technique for the improve-
ment of clinical diagnosis and the understanding of molecular etiology and patho-
physiology of polygenic and multifactorial conditions, e.g., cardiovascular diseases 
and degenerating disorders, because it gives researchers the ability to assess and 
evaluate each time the expression of nearly all genes presented in the human 
genome. For example, there have been several attempts, in the past few years, to 
establish specifi c polymorphic gene variants at pharmacodynamic loci predisposing 
to cardiovascular diseases or to affect drug response such as angiotensin-converting 
enzyme (ACE), angiotensin II type-1 receptor (AT-1), apolipoprotein E (APOE), 
α-adducin, and adrenergic receptors that could alternatively be used to improve the 
pharmacotherapy profi les of drugs exerting their effects through binding to these 
receptors [46–49]. It is also very interesting for anyone to see now, that genomic 
studies, throughout the last period of 10–15 years, have revealed several chromo-
somal loci and genes implicated for example in cardiomyopathies, arrhythmias, 
heart failure, and hypertension. The identifi cation of several genes whose function 
is associated with diseases like hypertrophic or dilated cardiomyopathy, human 
long-QT syndrome, and essential hypertension give new insights on a molecular 
basis to heart disease progression and may help in orienting the proper drug thera-
pies in a given population. Among them are included genes encoded for β-myosin 
heavy-chain, cardiac troponins and α-tropomyosin in hypertrophic cardiomyopa-
thy; dystrophin, tafazzin, and actin in dilated cardiomyopathy; cardiac sodium 
channel (SCN5A) and potassium channel (HERG) in long-QT syndrome; as well 
as ACE, α-adducin, angiotensinogen, and β2-adrenergic receptor (β2AR) in essen-
tial hypertension [33, 39, 50]. Furthermore, even more impressive is the fact that, 
in the case of cardiomyopathies, genomic analysis has been able to establish specifi c 
molecular gene expression profi les that clearly defi ne different molecular classes 
of cardiomyopathy such as of sarcomyopathy, cytoskeletalopathy, and cytokino-
pathy [51–54]. However, although these represent intriguing results in genomic 
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BOX 2.2 GENETIC POLYMORPHISMS IN SPECIFIC GENES 
ASSOCIATED WITH VARIOUS DRUG RESPONSE AND 
EMERGENCE OF ADRS IN CLINICAL PRACTICE*

Genetic polymorphisms of pharmacogenomics importance that can modulate 
the pharmacological response of specifi c drugs implicate the following genes:

 1) CYP2C9 that has been implicated in warfarin, phenytoin, tolbutamide, 
and/or glipizide has had various clinical responses [1].

 2) CYP2C19 that has been involved in proton pump inhibitors (e.g., omepra-
zole) has had an altered clinical response [19].

 3) ABCB1 gene that has been associated with the development of molecular 
resistance of anti-epileptic drugs [20, 21].

 4) UDP-glucuronosyltransferase 1A1 (UGT1A1) that has been involved in 
irinotecan toxicity [20, 22].

 5) Human leukocyte antigen (HLA-B) that has been associated with aba-
cavir hypersensitivity [23, 24].

 6) Glutathione-S-transferases (GSTs) that have been correlated with 
platinum chemotherapeutic agents and D-penicillamine altered response 
[25, 26].

 7) N-acetyltransferases (NATs) that have been implicated with the emer-
gence of sulfonamides hypersensitivity and the toxicity observed in some 
cases of isoniazid, procainamide, and hydralazine administration [27].

 8) HERG potassium channel (KCNH2) that has been found to modulate 
quinidine and/or cisapride safety in clinical practice as well as KvLQT1 
potassium channel (KCNQ1) that causes a similar effect on terfenadine 
and disopyramide response [28, 29].

 9) Thiopurine methyltransferase (TPMT) activity has been well correlated 
with 6-mercaptopurine, 6-thioguanine, and azathioprine toxicity seen in 
some patients [1, 30, 31].

10) Several genetic polymorphisms of serotonin 5-HT2A and 2C receptors 
have been implicated with various pharmacological responses to clozapin 
delivery [32].

11) The angiotensin II type I-receptor (AT-1) gene has been associated with 
the altered drug response of losartan seen in certain patients [33].

12) The apolipoprotein E4 (APOE4) allele has been correlated with the 
variability of tacrine pharmacotherapy [34].

13) The gene of 5-lipoxygenase (ALOX5) has been studied in relation to 
zileuton and montelukast altered drug response [28].

14) Several genetic polymorphisms of β2-adrenergic receptors (β2AR) have 
been shown to modulate the β2-agonist (e.g., albuterol) effect in clinical 
practice [35, 36].

15) The ABCG2 transporter gene, a member of the ATP-binding cassette 
transporters, in which an Arg to Gly mutation at amino acid 482 (G482 
mutation) has been shown to confer high-level resistance to various anti-
folate chemotherapeutic agents [37].

* Modifi ed from Ref. 5.



medicine, the recognition of the complexity of such diseases clearly demands the 
development and clinical validation of suitable genetic diagnostic markers; the 
application and use of more sophisticated, clinically validated genomic and bioin-
formatic tools; as well as the design of prospective pharmacogenomics studies, in 
order to further advance the molecular understanding of the disease pathophysio-
logy and to improve the therapeutic intervention in clinical practice.

Regarding the degenerating diseases, the structural and functional genomics 
analysis of patients with Alzheimer’s disease (AD) has recently identifi ed several 
genetic loci that potentially contribute to disease pathophysiology in cooperation 
with both environmental and epigenetic factors [40]. In particular, genetic predis-
position to AD development is demonstrated either for genes whose variants exhibit 
a mendelian inheritance pattern, e.g., the amyloid precursor protein (APP), and 
the presenilin-1 (PS1) and -2 (PS2), or for those considered to be potential suscep-
tibility genes contributing to AD predisposition, e.g., APOE, ACE, interleukin-1α
(IL1α), nitric oxide syntase-3 (NOS3), low-density lipoprotein-related protein 1 
(LRP1), and α-2-macroglobulin (A2M). Furthermore, recent results have sug-
gested that specifi c genotypes and haplotypes may cause different drug response 
rates in individual AD patients receiving cholinesterase inhibitors and/or non-
cholinergic agents used for their therapeutic intervention [34, 40]. This progress in 
AD genomics clearly shows that pharmacogenomics analysis of complex and poly-
genic disorders has started to give valuable clinical results. As a matter of fact, the 
broader application of pharmacogenomics can be an alternative and suitable plat-
form for further assessing the pathophysiology and molecular diagnosis of complex 
diseases, as well as for the identifi cation of new drug targets to improve healthcare 
outcomes and patient’s quality of life. To this end, however, as in the case of car-
diovascular diseases, the establishment of clinically validated specifi c molecular 
diagnostic biomarkers and pharmacotyping profi les for individual patients is still a 
demand, in order for these efforts to be fi nally achieved in clinical practice.

2.3 PHARMACOTYPING CONCEPTS AND CYP-MEDIATED 
METABOLISM OF DRUGS

By considering the example of CYPs that are involved in the phase I drug metabo-
lism in the body, the importance of pharmacogenomics studies and their clinical 
relevance in drug disposition will be further defi ned. Nowadays, 57 putative func-
tional genes encoding different CYP enzymes and 58 pseudogenes have been 
characterized [55, 56] (see also the website: http://drnelson.utmem.edu/Cyto-
chromeP450.html). The major human CYP enzymes involved in drug metabolism 
include CYP1A2, CYP2A6, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, 
CYP2E1, CYP3A4, and CYP3A5 that exhibit several polymorphic sites of clinical 
signifi cance (see the website: http://www.imm.ki.se/cypalleles). Indeed, several 
experimental studies of applied pharmacogenomics research have already been 
published that correlate specifi c CYP gene variants with altered drug effi cacy and 
safety and clearly shed light on the elucidation of the molecular mechanisms 
involved in inter-individual drug response observed among patients suffering from 
the same disease. The existed complexity at the genomic level in drug metabolism 
is additionally complicated by considering the high number of polymorphic gene 

PHARMACOTYPING CONCEPTS & CYP-MEDIATED METABOLISM OF DRUGS 207



208 FROM DEFINING BIOINFORMATICS AND PHARMACOGENOMICS

variants encoding CYP enzymes discovered, especially those belonging into CYP 
families 1, 2, and 3. It has been estimated that enzymes belonging to these families 
mediate about 70–80% of all phase I-dependent metabolism of clinically used 
drugs. Interestingly, polymorphic enzymes that mainly account for ∼40% of CYP-
mediated drug metabolism are those of CYP2C9, CYP2C19, and CYP2D6 and, 
for this reason, are considered very important in pharmacotherapy by making 
problematic the application of a general drug dosing scheme for the drugs whose 
disposition is determined by these enzymes [15]. Similarly, by evaluating the inci-
dence of ADRs, it has been shown that ∼56% of drugs cited in ADR-related studies 
are metabolized by polymorphic enzymes of phase I, in which ∼86% account for 
the CYP-mediated metabolism. On the contrary, only 20% of drugs that are sub-
strates of non-polymorphic enzymes are cited in the ADRs reports [15, 57].

It is now well known that the genetic variability observed in CYP enzymes cor-
responds into four phenotypes of clinical relevance in drug delivery. The defi nitions 
used to identify these four phenotypes of CYP-related drug metabolism are as 
follows:

1. Poor metabolizers (PMs) for those individuals that have shown no enzymatic 
activity in diagnostic tests. Therefore, this is a phenotype that refers to people 
who lack the functional CYP enzyme and slowly metabolize the drug sub-
strates, allowing their concentration to reach high plasma levels.

2. Intermediary metabolizers (IMs) for those individuals with reduced enzy-
matic activity. These people are heterozygous for one defi cient allele or carry 
two alleles that cause lower CYP enzyme activity.

3. Extensive metabolizers (EMs) for individuals with physiological enzymatic 
activity, a fact that suggests the existence of two wild-type (normal) alleles 
allowing normal drug metabolism.

4. Ultrarapid metabolizers (UMs) for individuals having higher than normal 
enzymatic activity. Therefore, this is the phenotype applied to people carry-
ing multiple gene copies of the respected enzyme. That trait is dominantly 
inherited and allows these individuals to rapidly metabolize the drug sub-
strates and to achieve low, and sometimes ineffi cient, plasma levels.

Several examples of drugs whose dosage is related to CYP phenotypes have already 
been reported that further envisage on the importance of CYP polymorphisms for 
routine drug prescription and the modulation of pharmacotherapy outcomes. For 
example, CYP2D6 and CYP2C19 are responsible for the metabolism of most psy-
choactive drugs, including antidepressants. In particular, specifi c dosage recom-
mendations for patients with EM, IM, and/or PM phenotypes of either CYP2D6 
or CYP2C19 have been suggested for 14 antidepressant drugs [58]. Furthermore, 
the kinetics of nortriptyline is dependent on the number of active CYP2D6 genes, 
and the dosage required to reach the same plasma levels varies from 30–50 mg in 
CYP2D6 PMs to 500 mg in UMs [15]. Another example applies to sertraline, a 
substrate of CYP2C19 (and an inhibitor of CYP2D6), because CYP2C19 PMs 
develop ADRs (nausea and dizziness), a fact that might be attributed to increased 
sertraline plasma concentrations. In addition, the metabolism of valproate (com-
monly used to treat bipolar disorders) has been found to be infl uenced by CYP2C9 



polymorphism, an effect of clinical relevance. Thus, the broader application of 
CYP-related pharmacogenomics knowledge to implement clinical experience can 
improve pharmacotherapy outcomes through the establishment of individualized 
dosage-regimens that take the difference in drug metabolic capacity into account.

Similarly, the fundamental role of CYP-related knowledge in minimizing the 
incidence of drug–drug interactions in clinical pharmacology and the application 
of such information in improving pharmacotherapy outcomes is now well appreci-
ated in drug delivery and can be further defi ned by the example of cholinesterase 
inhibitors (rivastigmine, tacrine, donepezil, and galantamine), which are agents 
used to treat symptoms of patients suffering from AD. By assessing the drug–drug 
interactions of this group of agents published in several clinical studies, it can be 
suggested that the individual CYP-isoform implicated in the metabolism of each 
cholinesterase inhibitor also specifi es the type of interacting drugs referred to 
modulate its pharmacokinetic parameters and clinical outcome [59, 60]. In particu-
lar, because the metabolism of rivastigmine is mediated predominantly by esterases 
rather than by hepatic CYP enzymes, clinically relevant drug interactions impli-
cated by this phenomenon are unlikely. This fact for rivastigmine was indeed veri-
fi ed by in vitro assays and pharmacokinetic studies conducted in humans. To this 
regard, in a retrospective analysis including four major clinical trials with 2459 
patients, it has been shown that no increase in adverse events occurred among those 
patients who received 22 different therapeutic classes of drugs commonly used in 
elderly populations, including antihypertensive, anti-histamine, anti-infl ammatory, 
or anxiolytic agents [59].

Tacrine is primarily metabolized by the hepatic CYP1A2 (and to some extent 
by CYP2D6), so substrates, inhibitors, or inducers mainly of CYP1A2 are expected 
to alter its bioavailability. This is indeed the case: (1) with fl uvoxamine (50 or 
100 mg/day), which is a potent CYP1A2 inhibitor that caused ∼85% reduction of 
tacrine metabolism; (2) with cimetidine, also a CYP1A2 inhibitor, where it has 
been observed that plasma concentrations of tacrine were increased by ∼30%, so 
a reduction of its dosage has been advised when co-administered with cimetidine; 
(3) with estradiol also metabolized by CYP1A2 that caused an increase of ∼60% 
in AUC and of ∼46% in the mean Cmax of tacrine. Following these data, it has also 
been reported that tacrine decreased by ∼50% the clearance of theophylline, which 
is also a substrate of CYP1A2, so reduction of theophylline dosage has been sug-
gested upon its co-administration with tacrine. In addition, tobacco smoking that 
induces CYP1A2 metabolism signifi cantly accelerates tacrine metabolism, a result 
indicating that clinicians should be aware that smokers may require higher doses 
of tacrine than that would be given to nonsmokers [60].

Similarly, in the case of donepezil that is primarily metabolized by the hepatic 
CYP3A4 and CYP2D6, it is expected that substrates, inhibitors, or inducers 
of CYP3A4 and of CYP2D6 can alter its bioavailability. This prediction is in-
deed verifi ed in certain pharmacotherapy dosage regimens: (1) with ketocon-
azole (200 mg/day), a potent inhibitor of CYP3A4, where a signifi cant increase 
(23–30% at steady state) in the plasma concentrations of donepezil was observed; 
and (2) with paroxetine and sertraline, which are both of them CYP2D6 inhi-
bitors, in which a careful patient monitoring has been recommended upon co-
administration, due to possible interaction of donepezil with these drugs through 
inhibition of CYP2D6. On the contrary, upon the delivery of donepezil with 
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risperidone and/or thioridazine, the latter two are substrates, but not inhibitors, of 
CYP2D6, and no signifi cant interaction was observed. The same has been shown 
with digoxin (no signifi cant CYP metabolism), theophylline (substrate of CYP1A2), 
warfarin (substrate of CYP2C9), and/or cimetidine (inhibitor of CYP1A2 and 
CYP2C19) [60].

By proceeding through the analysis to galantamine, similar results have been 
obtained. Galantamine is also metabolized by CYP3A4 and CYP2D6, so again 
the potent inhibitors of these isoenzymes are expected to result in signifi -
cant drug–drug interactions. Such interaction was indeed observed: (1) with paro-
xetine (an inhibitor of CYP2D6 and CYP2C19) that caused an increase in the 
bioavailability of galantamine by 40%, as it has been reported upon their co-
administration; and (2) with ketoconazole (an inhibitor of CYP3A4 and CYP2C19) 
that exerted a signifi cant increase in the bio availability of galantamine by 40%. 
However, no signifi cant interaction of galantamine with warfarin and digoxin 
has been observed in clinical studies [60].

The above-mentioned example of cholinesterase inhibitors clearly shows the 
predictive value of CYP-related information during everyday drug prescription, 
because the avoidance of co-administration of drugs implicated with the same CYP 
isoform can ultimately improve pharmacotherapy outcomes, at least for drugs 
whose metabolism is the rate-limiting step upon the establishment of their thera-
peutic concentrations in the body. However, and more importantly, this knowledge 
has already started to implement routine clinical practice, since the fi rst pharma-
cogenomics test was approved by the FDA on December 23, 2004. The “AmpliChip 
Cytochrome P450 Genotyping test” permits the identifi cation of 31 different poly-
morphisms of CYP2D6 (29 polymorphisms) and CYP2C19 (2 polymorphisms), 
and it is used along with clinical evaluation and other tools to determine the best 
treatment options for patients taking drugs that are either substrates or inhibitors 
of these metabolizing enzymes. The development of this test is of great importance 
in pharmacotherapy, because it represents the fi rst step toward the broader applica-
tion of pharmacotyping concepts in drug prescription.

2.4 PHARMACOTYPING CONCEPTS FOR MODULATING THE 
PHARMACODYNAMICS AND PHARMACOKINETICS OF DRUGS

Interestingly, and in addition to CYP gene variants already mentioned in the previ-
ous section, specifi c genetic polymorphisms were also analyzed in genes encoding 
P-glycoprotein (P-gp), G-protein coupled receptors (GPCRs), thiopurine methyl-
transferase (TPMT), ACE, arylamine N-acetyltransferases (NATs), and/or UDP-
glucuronosyltransferases (UGTs), just to mention a few, which have also been 
shown to correlate with altered drug response and incidence of ADRs in humans 
[20,22, 27, 30, 35, 46, 61–63], (see also Box 2.2). To better clarify the correlation 
of such gene variants with the pharmacotherapy outcome, experimental data related 
to either the ABC-type transporters function or to the variability of anti-asthmatic 
drug delivery will be discussed. P-gp is an ATP-dependent transporter (effl ux 
pump) belonging to the superfamily of ABC transporters that includes 48 already 
identifi ed members in humans. The role of P-gp in limiting intestinal, brain, and 
placental transport, as well as in biliary and urinary excretion of its substrates, is 



now well recognized. Thus, variations in its gene (ABCB1 or MDR1) that existed 
in several individuals may infl uence drug disposition and alter drug response [20, 
63]. These genetic variations can affect the function of P-gp as transporter by alter-
ing its binding with drugs and other xenobiotics [20]. Confi rmatory to this notion 
is the mutant variant of ABCB1 designated as ABCB1-C3435T, which has been 
characterized recently and has been shown to be well associated with the variability 
of antiepileptic drug response [21]. At the same time, further functional character-
ization of specifi c P-gp gene variants, or other ABC-type transporters, and elucida-
tion of the molecular mechanisms that underlined their involvement in interindividual 
drug variability are expected to give new insights into the selective modulation of 
the P-gp function in the blood-brain barrier for optimizing therapeutic intervention 
and improving patient pharmaceutical care [64]. The clinical relevance of the 
mutant alleles of ABC-type transporters in pharmacotherapy was further con-
fi rmed in another member of this class. Recent studies have established that an 
Arg to Gly mutation at amino acid 482 (G482 mutation) in the ABCG2 transporter 
confers high-level resistance to various antifolate chemotherapeutic agents (e.g., 
methotrexate) [37].

Nowadays, specifi c polymorphisms in individual genes have been studied to 
explain the variability seen upon anti-asthmatic drug delivery, like β2-agonists (see 
also Box 2.2). For example, it has been estimated that as much as 60% of interin-
dividual variability in anti-asthmatic drug response observed with β2-agonist deliv-
ery might involve genetic factors modulating the pharmacotherapy outcome [35]. 
Thirteen SNPs identifi ed in the promoter and the coding region of β2ΑR gene were 
found to be organized into 12 haplotypes. Some of these haplotypes have shown 
signifi cant divergence in different ethnic populations, and this fact is associated 
with the bronchodilator response to β2-agonists in patients with asthma [36]. As 
asthma is considered a complex and polygenic disease, several other gene variants 
have also been shown to contribute to the pharmacotherapy outcome in asthmatics 
in addition to β2AR polymorphisms. Such genes include those of 5-lipoxygenase 
(ALOX5) for zileuton, muscarinic receptor-2 (M2) and 3 (M3) for muscarinic antag-
onists (e.g., ipratropium bromide), glucocorticoids receptor for glucocordicoids 
(e.g., prednisolone, beclomethasone), and phosphodiesterase-4A (PDE4A) and 4D 
(PDE4D) for theophylline delivery [65]. However, although these correlations add 
valuable knowledge to basic and clinical pharmacology, more systematic efforts at 
the molecular level must be undertaken toward thorough elucidation of the under-
lined mechanisms of genetic drug response variability, in order for the anti-
asthmatic therapy and outcome to be fi nally enriched and improved.

2.5 CANCER PHARMACOGENOMICS AND PHARMACOTYPING

Recent progress in cancer pharmacogenomics suggests that improvement of che-
motherapy outcomes for specifi c anticancer drugs, like 5-fl uorouracil (5-FU), iri-
notecan, platinum agents, and thiopurine-like drugs, can be achieved. In particular, 
specifi c polymorphisms in genes encoding the enzymes dihydropyrimidine dehy-
drogenase and thymidylate synthase have been shown to infl uence the effi cacy and 
toxicity of 5-FU in certain individuals. The applicability, however, of such an 
approach by selecting patients who are likely to tolerate and respond to 5-FU 
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therapy remains very complicated, and it is not easily attainable for everyday care 
[20, 66]. Furthermore, it has been proposed that polymorphisms in the promoter 
region of the gene encoded UDP-glucuronosyltransferase 1A1 (UGT1A1) may be 
clinically useful for predicting severe patients’ toxicity to irinotecan, thus making 
this drug an excellent candidate for individualized therapy, as it has been recently 
proposed [67]. Irinotecan belongs to the camptothecin class of topoisomerase I 
inhibitors and has been shown to have potent activity against many types of solid 
human tumors, in particular, gastrointestinal and pulmonary malignancies [22, 67]. 
It is a prodrug that is converted in the body by carboxyesterase-2 to SN-38 metabo-
lite with more than 1000-fold enhancement of cytotoxic activity. The rate-limiting 
step of SN-38 pharmacokinetics is considered the UGT glucuronidation reaction 
via hepatic UGT1A1, whereas the presence of the homozygous UCT1A1*28 geno-
type in patients as a molecular predictor of toxicity risk (the promoter region con-
tains seven TA repeats instead of six in the normal wild-type genotype) seems to 
be associated with high risk of grade 4 neutropenia in clinical practice [67]. The 
predictive value of the UCT1A1*28 genotype, in order clinicians to address more 
defi nitive guidelines regarding the effective and safe dose of irinotecan in these 
patients, however, remains to be established.

Also, in the case of platinum chemotherapeutic agents (cisplatin, carboplatin, 
and oxaliplatin), several polymorphic genes have been implicated in their effi cacy 
and toxicity. These genes are the XPD and XRCC1 that encode proteins involved 
in the cellular DNA excision repair system and that of glutathione-S-transferases 
(GSTs) [66]. Although these results can be con-sidered as positive indicators for 
the improvement of cancer patient care, additional work must be done in order for 
the general applicability and acceptance of genetic information related to platinum 
agents response to be established in clinical practice.

However, one of the most studied examples of applied pharmacogenomics that 
clearly shows how the translation of genomic information is being transferred to 
guide patient therapeutics is related to TPMT gene polymorphisms. Interestingly, 
specifi c TPMT gene variants have been isolated and clinically validated in studies 
showing that their presence is associated with high-risk toxicity in individuals 
taking thiopurine drugs (6-mercaptopurine, 6-thioguanine, azathioprine) [30, 31, 
68]. Currently, eight TPMT alleles have been identifi ed, including three variant 
alleles designated as TPMT*2 (with G238C mutation), TPMT*3A (with G460A 
and A719G mutations), and TPMT*3C (with A719G mutation) that account for 
about 80–95% of intermediate or low TPMT enzymatic activity, and for this reason, 
they are analyzed during genotyping and haplotyping population studies [30]. The 
pharmacogenomics data regarding the TPMT defi ciency correlated well with thio-
purine drug toxicity and were so clear and convincing that a TPMT genetic test 
was developed for clinical use before the initiation of 6-mercaptopurine delivery 
to children suffering from acute lymphoblastic leukemia (ALL) [69, 70]. The clini-
cal usefulness of this genetic test was based on pharmacogenomics data suggesting 
that the calculation of a drug dosage scheme could be achieved though the identi-
fi cation of the specifi c TPMT genotype in each child. However, the diffi culty of 
applying the genetic test in clinical practice was further demonstrated by the dis-
cussions after the attempts to apply TPMT pharmacoge nomics data upon thiopu-
rine drug prescription. Such discussions have been extended even to the need and 
usefulness of the genetic testing as compared with the traditional biochemical tests, 



e.g., the use of a red-cell assay for the detection of TPMT enzyme defi ciency [11, 
70]. The example of a TPMT genetic test clearly shows the diffi culties that these 
new concepts of drug delivery will meet before their general acceptance in routine 
everyday use. Undoubtedly, to ascertain for applied pharmacogenomics a fi nal 
success, more systematic work and advancement in information-based technologies 
are needed. In turn, this will allow better transformation of genomic data into 
clinical forms to fi nally lead into the wide use of genetic testing with high-quality 
and validity outcomes, thus ensuring specifi c dosage recommendations of individ-
ual drugs in routine pharmaceutical care [71, 72].

Of special interest, however, related to the application of pharmacotyping in 
anticancer therapeutics are issues concerning the development of drug resistance, 
as this phenomenon consistently affects the pharmacotherapy outcomes and 
patient’s quality of life. Over the past several years, novel exploitable targets for 
cancer drug development have been revealed that recently resulted in the develop-
ment of some innovative drugs already applied to clinical practice. Such targets 
include enzymes like tyrosine kinases involved in signal transduction pathways, 
genes regulating apoptosis and differentiation of malignant cells, cell-lineage tran-
scriptional factors, angiogenesis factors, and unique proteins driving the cell cycle 
machinery [73–78].

The development of imatinib (Gleevec) as an effective agent capable of inducing 
cellular apoptosis for the treatment of patients suffering from chronic myelogenous 
leukemia (CML) represents such a bright example of mole cularly targeted antican-
cer therapeutics [79]. Gleevec is a selective inhibitor of Bcr-Abl fusion tyrosine 
kinase specifi cally present in CML patients that results from a reciprocal transloca-
tion between chromosomes 9 and 22. This translocation causes the genetic fusion 
of bcr with exon-1 of c-abl resulting in a defect known as Philadelphia chromosome. 
Although the use of imatinib give very impressive and promising results for the 
therapy of CML as well as for other tumors by also inhibiting the c-kit kinase, the 
development of drug resistance causes a real restriction point into its clinical use 
for all CML patients [80]. This restriction is partially attributed to the occurrence 
of specifi c mutations in the gene encoding the Bcr-Abl fusion tyrosine kinase, a 
result that poses the drug resistance development of major concern in modern 
cancer pharmacotherapy.

The diffi culties in reaching improved pharmacotherapy outcomes have also been 
reported upon the clinical use of gefi tinib (Iressa) developed for solid tumor thera-
peutic intervention, which has had limited, success. This agent, indeed, has been 
shown to be effective and benefi cial only in non-small cell lung cancer (NSCLC) 
patients whose tumor cells exhibit mutations in the epidermal growth factor recep-
tor (EGFR) gene leading to activated forms of the extracellular domain of EGFR 
kinase [81–84]. Furthermore, the failure of gefi tinib to prolong patient’s lives 
limited its use in the United States during 2005, whereas at the same time caused 
a withdrawal of its marketing application in Europe [85]. This effect, however, has 
not been seen in the case of erlotinib (Tarceva), which is another EGFR tyrosine 
kinase inhibitor in clinical use, where a survival benefi t in lung cancer patients has 
been measured in prospective clinical studies. At the same time, discussions regard-
ing the development of multitargeted tyrosine kinase inhibitors to overcome the 
limited effi ciency of gefi tinib, like zactima that inhibits both tyrosine kinases of 
EGFR and vascular endothelial growth factor (VEGF) receptor-2, have sparked 
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new research efforts in the fi eld of developing tyrosine kinase inhibitors as new 
anticancer drugs. Overall, the experience already gained from the development and 
use in clinical practice of drugs of the new class of tyrosine kinase inhibitors (imat-
inib/Gleevec; gefi tinib/Iressa; erlotinib/Tarceva) has clearly shown that the path 
from the initial enthusiasm of innovative drug discovery to improving pharmaco-
therapy outcomes via the identifi cation of the molecular basis of responders and 
nonresponders has not been straightforward and easily attainable [77].

The problems confronted in clinical practice upon the delivery of tyrosine kinase 
inhibitors as drugs obviously support the notion for the exploitation of alternative 
and more sophisticated ways that must be undertaken in order to better cure cancer 
patients. Also, it stresses the need for thorough understanding of the molecular 
mechanisms that underline vital cellular processes before pharmacotyping can be 
generally applied in clinical practice. To this end, and to avoid such undesirable 
effects, the development and use of drugs that can induce simultaneously differen-
tiation and apoptosis of leukemia cells have also been suggested [78]. Both pro-
cesses result in restricted cell growth and thus represent a desirable target for the 
development of new anticancer therapeutics. To this end, the process of cell renewal 
in leukemia versus that of cell differentiation and/or apoptosis seems to be linked 
somehow to each other, thus giving hope that both differentiation and apoptosis 
can be simultaneously activated in order to serve as potential platforms for develop-
ing combined therapeutic approaches [78, 86, 87]. Toward this direction, the use of 
model cellular systems for more detailed analysis of the function of genes and the 
elucidation of their specifi c interactions in normal and disease states represents a 
useful alternative experimental design of clinical signifi cance, as it has been recently 
shown [78, 87].

Interestingly, great progress has recently occurred in breast cancer biology and 
pharmacotherapy by revealing the structural interactions of the drug Herceptin 
and its receptor HER2. Herceptin is a humanized monoclonal antibody (known as 
trastuzumab) that was approved by the FDA in 1998 for breast cancer treatment 
and was the fi rst genomic-research-based targeted anticancer therapeutic entered 
into clinical practice [77]. Its effects are achieved through the binding in the HER2 
receptor (also known as Neu or ErbB2), a member of the epidermal growth factor 
receptor (EGFR; also known as ErbB) family of tyrosine kinases, and its prescrip-
tion is based on the expression level of HER2 in the patient’s tumor tissue (indi-
vidualized therapy) [88]. The recent elucidation of the crystal structure of the 
entire extracellular regions of HER2 complexed with the Herceptin antigen-binding 
fragment (Fas) gives new information on the drug-receptor structural inter actions, 
and this knowledge may lead to better drug design and development of new thera-
peutics of this type [89]. Furthermore, such studies envisage a better understanding 
of cancer biology at the molecular level and permit the design of more specifi c 
pharmacogenomics studies to help establish pharmacotyping in cancer chemo-
therapy. In particular, such an interesting step related to human breast cancer 
progression and metastasis is considered in the recently published work on the gene 
expression profi les of the premalignant, pre-invasive, and invasive stages of this 
type of tumor, as well as the identifi cation of a “gene signature” for breast cancer 
metastasis to lungs [90, 91]. Through this approach of genomic analysis, the better 
understanding of disease pathogenesis and metastatic potential can be achieved 
and the identifi cation of specifi c genomic targets for better drug development could 



also be attained. Moreover, by analyzing gene expression profi les in cancer phar-
macotherapy treatments, it would be possible to characterize molecular gene net-
works that in turn might have important clinical cosequences for improving patient 
care. This happened in the case of ALL where 124 genes were identifi ed to dis-
criminate between different treatments of chemotherapeutic agents (methotrexate 
and mercaptopurine), a result that can be reversely applied afterward in order for 
the individualized therapy to be based on the expression level of such genes. Such 
a direction implies the application of genomic analysis of the identifi ed genes for 
each ALL patient before initiating therapy with the referred drugs [92]. This pro-
cedure that uses transcriptional profi ling analysis has been recently proposed as 
one way for applying pharmacogenomics in cancer pharmacotherapy [93]. Overall, 
however, the accumulated knowledge at the molecular level is expected to help 
toward elucidating the underlined complexity of both cancer biology and antican-
cer drug response variability. In any case, however enriching our knowledge of the 
molecular biology of cancer will ensure that better pharmacological interventions 
will be achieved in the near future.

2.6 THE CHALLENGES IN PHARMACEUTICAL AND MEDICAL 
EDUCATION TO MEET THE CENTRAL DOGMA OF 
PHARMACOTYPING AS WELL AS OF PERSONALIZED 
AND INFORMATION-BASED MEDICINE

The achievements and challenges in pharmaceutical research that have already 
been discussed in previous sections have added new and innovative knowledge in 
basic pharmacology and therapeutics and now stress for the appropriate adjust-
ments in education and curricula in both medicine and pharmacy faculties [94–96]. 
Also, new roles for healthcare providers have emerged in the changing environment 
of pharmacotherapy and clinical practice that clearly coincide with their need for 
better education in pharmacogenomics and personalized medicine. It is evident 
that better training will be achieved by the development of new curricula based on 
the integration of drug-related genomic knowledge and bioinformatics technologies 
into the teaching process. However, healthcare educators already face diffi culties 
in teaching pharmacogenomics and personalized medicine concepts in order to 
give students the skills and the knowledge to keep them up to date with recent 
advances in relevant drug-related issues [94]. The classic background bridge of 
physiology with chemistry and pharmacology needed in order for students to 
understand drug-related actions and effects in the body has now been expanded to 
include the knowledge coming from biochemistry, molecular biology, genetics, and 
fi nally genomics (Figure 2-2). The latter is now considered crucial for more thor-
ough understanding of several aspects of drug delivery in order for future health 
and pharmaceutical care practitioners to improve their skills for better drug selec-
tion, dosage regimens, and co-administration of drugs in individual patients. 
Undoubtedly, this need for better training in pharmacogenomics, for both edu-
cators and healthcare providers, will be in increasing demands in the years to come, 
because developments are achieved by genomic technologies in all drug-related 
areas and rapidly introduced into health care and clinical practice [5, 10, 25, 94]. 
However, the successful integration of such knowledge in the educational process 
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is a diffi cult task. At fi rst, this means the development and use of new interactive 
computer-assisted learning methods capable of combining drug-related informa-
tion with the function of genes and proteins being expanded through the genome 
and proteome. Second, it implies that the proper introduction of these programs 
into the teaching process organized in a tight timetable for completing both theory 
and clinical practice is needed [25, 97–100]. Another challenging issue in the design 
of new curricula has to deal with students’ future demands to keep pace with the 
new trends in clinical and pharmacy practice rapidly entering and enriching the 
drug-related era, even after their graduation, because such profound changes in 
pharmacotherapy are continuously entering into the clinics, thus affecting the 
practice of modern medicine and pharmacy.

Pharmaceutical education also has to address some ethical aspects related to the 
application of genomic technologies in pharmacotherapy. In other words, by inte-
grating genomics data into the clinical practice and the drug delivery process, 
several societal- and clinical-related issues are raised and must be taken into 
account during the educational process. It is evident that the application of phar-
macotyping requires the health and pharmaceutical care practitioner to look into 
the patient’s genetic makeup and to correlate the extracted information with clini-
cal knowledge in standardized pharmacogenomics protocols in order to validate 
the compatibility of the drug dosage profi le for the individual patient examined. In 
addition, pharmacogenomics data impinge on people’s genetic variations and traits 
implicated in altered drug response that are usually different among populations 
from various parts of the world [15, 101, 102]. So, an obvious question is raised: 
How can pharmacogenomics-based molecular diagnostic tests be clinically tested 
and validated in order to be generally applied to all populations around the world, 
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by taking apart the patient’s ethnic or racial origin? The same question seems to 
apply to the case of the drug developmental process and the criticism developed 
regarding the use of pharmacogenomics criteria for the stratifi cation of patients 
recruited in clinical trials in order to gain better benefi ts for the effi cacy and safety 
of the drug being tested [103–106]. As recently claimed, at least 29 drugs (or com-
bination of drugs) have been shown to produce different effects in terms of effi cacy 
and safety among ethnic or racial groups [102]. Although there is enough skepti-
cism on these issues, one cannot easily preclude the discussion of such phenomena 
from the drug delivery process and must group patients according to the existed 
drug-related information that correlates with variability observed in pharmacolo-
gical response. The latter is strengthened by the fact that several individuals show 
a genetic etiology implicated in their altered pharmacotherapy outcome. In any 
case, the categorization in pharmacotherapy profi ling, i.e., pharmacotyping, must 
be focused and always be referred to specifi c drugs and not to specifi c ethnic popu-
lations [5, 25]. In addition, the development of DNA-based molecular diagnostics 
by no mean must dismiss the utilization of classic biochemical tests such as mea-
surement of enzymatic activity, but they have to work in parallel. As molecular 
diagnosis is getting simpler, cheaper, and readily automated, then the application 
of pharmacogenomics will become more easily integrated into the clinical practice 
[107–110]. Undoubtedly, as the fi eld of pharmacogenomics and personalized medi-
cine continues to expand toward the development of relevant clinical research data, 
more issues will be raised for society that will need to be addressed. However, until 
pharmacogenomics research is generally accepted in patient care, its benefi cial 
clinical impact together with the ethical and societal aspects raised must be taken 
into consideration by all scientists involved in its application to clinical practice. In 
particular, clinicians along with pharmacists and bioinformaticians must work 
together in order for pharmacogenomics clinical use to be compatible with good 
pharmaceutical and clinical practice guidelines [5, 25]. Furthermore, issues related 
either to quality or validation of the genetic tests that could be applied in pharma-
cotherapy and therapeutics must be clearly addressed, before the usage of genomic 
information in routine patient care. In any case, however, the positive consequences 
in the clinical practice will be greatly enhanced by imperatively incorporating the 
fundamental principles of pharmacogenomics, personalized medicine, and phar-
macotyping into the core curricula of pharmacy and medical schools. And for sure, 
this will be benefi cial for both health and pharmaceutical care, as well as for the 
society and the public in general.

2.7 THE DEVELOPMENT OF INFORMATION-BASED PLATFORMS 
TO ENSURE MAJOR BENEFITS FOR PHARMACOTYPING 
IN CLINICAL PRACTICE

As mentioned, genetic variations detected in genes encoding proteins implicated 
in drug action could affect their function and thus might result in an altered drug 
response (e.g., decreased metabolism, inadequate intracellular transport, impaired 
function on target site, etc.). Also, genomic technologies provide valuable tech-
niques for uncovering the molecular mechanisms leading to pathogenesis and pheno-
type of specifi c human diseases. The accumulated data are organized into specifi c 
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databases; most of them can be accessed through the Web. Some of these func-
tional genomics databases related to genetic disorders, gene polymorphisms, ADRs, 
and drug response variability are shown in Box 2.3. In this frame of genetic 
research, new genes, proteins, and genetic variations of clinical importance can be 
detected in individuals, because the new technology allows the screening of thou-

BOX 2.3 FUNCTIONAL GENOMICS DATABASES RELATED TO 
GENETIC DISORDERS, GENE POLYMORPHISMS, ADVERSE DRUG 
REACTION, AND DRUG RESPONSE VARIABILITY (MODIFIED 
FROM REF. 25)

 1. David Nelson’s Cytochrome P450 Homepage
 http://drnelson.utmem.edu/CytochromeP450.html
 2. Human Cytochrome P450 Nomenclature Website
 http://www.imm.ki.se/CYPalleles
 3. The SNP Consortium-High-density maps of SNPs in the human 

genome
 http://snp.cshl.org
 4. Adverse Drug Reactions Unit (Australia)
 http://www.health.gov.au/tga/adr/index.htm
 5. Australian Adverse Drug Reactions Bulletin
 http://www.health.gov.au/tga/adr/aadrb.htm
 6. Database of cytochrome P450-mediated drug interactions
 http://www.drug-interactions.com
 7. Database of drug-induced arrhythmia
 http://www.torsades.org
 8. Entrez SNP
 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=snp
 9. Pharmacological Targets Database (PTbase)
 http://research.bmn.com/ptbase
10. The “Online Mendelian Inheritance in Man” (OMIM) database (catalog 

of human genes and genetic disorders)
 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM
11. The International HapMap Research Project with haplotyping data of 

the human genome
 http://www.hapmap.org/
12. The offi cial database of the International Union of Pharmacology 

(IUPHAR) on Receptor Nomenclature and Drug Classifi cation
 http://www.iuphar-db.org/iuphar-rd/index.html
13. The Pharmacogenetics and Pharmacogenomics Knowledge Base (Phar-

mGKB) (It is an integrated resource database that contains genomic data 
and molecular, cellular, as well as clinical phenotype data related to drug 
response.)

 http://www.pharmgkb.org/



sands of genes simultaneously. Genotyping and haplotyping analysis of individuals 
can identify specifi c gene variations and correlate them with drug effects, an 
approach that can obviously lead to individualized drug therapy. Furthermore, the 
conventional concept applied in drug therapy of considering patients suffering from 
the same disease as the homogenous population and using a similar drug therapy 
of all patients is changing in the genomic era. Under the new bioinformatic and 
genomic technologies used in personalized medicine, each patient is being handled 
as an individual, a practice that applies differentiation in pharmacotherapy [5, 25]. 
As a matter of fact, the detection of SNPs or other variations and the establishment 
of specifi c genotypes and haplotypes for several genes could explain why one 
patient responds well in drug therapy, another does not, or even why some people 
experience serious ADRs. Overall, if our understanding of these idiosyncratic 
pharmacological effects is fi nally achieved, then drug prescription would be greatly 
infl uenced. In fact, this will be a major transition in pharmacotherapy because 
pharmacotyping will be fi nally achieved, meaning that the physician could be based 
on the patient’s genotyping–haplotyping analysis data for initiating and main-
taining drug dosage therapeutic regimens for individual patients [5, 10, 25]. As 
the future prescription process is expected to be done by the physician in a fully 
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14. The Endogenous GPCR List
 http://www.tumor-gene.org/GPCR/gpcr.html
15. GPCRDB: An Information System for G Protein-Coupled Receptors 

(GPCRs) (Version 8)
 http://www.gpcr.org/
16. NucleaRDB: An Information System for Nuclear Receptors (Version 4)
 http://receptors.ucsf.edu/NR/
17. The Wnt Gene Homepage (Wnt proteins form a family of highly con-

served secreted signaling molecules that regulate cell-to-cell interactions 
during embryogenesis. Wnt genes and Wnt signaling are also implicated 
in cancer.)

 http://www.stanford.edu/~rnusse/wntwindow.html
18. Genomic glossaries and Taxonomies—Evolving Terminology for Emerg-

ing Technologies (Cambridge Healthtech Institute)
 http://www.genomicglossaries.com/
19. Genome Programs of the U.S. Department of Energy Offi ce of 

Research
 http://www.doegenomes.org/
20. Human Genome Project Information
 http://www.ornl.gov/sci/techresources/Human_Genome/home.shtml
21. The “GeneTests” website is a publicly funded medical genetics informa-

tion resource developed for physicians, other healthcare providers, and 
researchers in order to provide authoritative information on genetic 
testing and its use in diagnosis, management, and genetic counseling.

 http://www.geneclinics.org
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computerized environment with the aid of genomic and bioinformatic information 
concerning patient status, pharmacotyping could better ensure drug effi cacy and 
safety. Such a case also means a transition from a drug-selection process mainly 
based on the physician’s own experience into a more, highly integrated, information 
and computer-aided pharmacotherapy, thus making drug delivery digitized, more 
effi cient, and safer. It is evident, however, that the genetic information derived from 
pharmacogenomics studies must be incorporated into clinical practice in such a 
way to assess simultaneously, besides drug effi cacy, the risk of ADRs attributed to 
specifi c drug specimens. This fact can be further exploited through the recent sci-
entifi c achievements of nanotechology and nanomedicine that obviously facilitate 
the development, validation, and establishment of information-based infrastruc-
ture in health care. As the advances in health sciences, either at a basic or a clinical 
level, are incorporated into clinical practice, nanotechnology can create the suitable 
diagnostic and drug delivery platforms in the healthcare system for better exploita-
tion of such information at the molecular level. However, the path toward this goal 
is diffi cult enough, especially considering the existing complexity in physiology of 
individual cells and even more in the whole organism. The latter coincides with the 
high-level degree of cellular dynamics and homeostatic capability to respond to 
intrinsic or environmental factors by extremely complex structural and functional 
diversity. Toward this direction, the successful development of suitable nanodevices 
and the construction of biocompatible nanomaterials in nanomedicine implies that 
several factors ranging from the level of physiology and molecular biology to that 
of physics and chemistry must be taken into consideration. Furthermore, the iden-
tifi cation of functional SNPs and the establishment of specifi c haplotypes for genes 
implicated in drug response, or ADRs, could also be used as a marker for drug 
prediction effects in a given individual, or even for a specifi c group of patients [25]. 
In this way, a standard framework for information-based medicine must fi rst be 
developed, in order for this later approach to support an infrastructure for person-
alized medicine to achieve pharmacotyping in routine pharmaceutical care.

Another crucial aspect toward the successful application of pharmacogenomics 
and personalized medicine is related to the way in which the unprecedented load of 
the genomic information available at the molecular level has to be easily and rapidly 
transformed into a type-form applicable for everyday use by the medical practitio-
ner or other specialties in health care. Indeed, the fast growing accumulation of 
genomic data concerning drug action is a real challenge that needs to be clarifi ed in 
terms of the development of suitable tools capable of analyzing such information 
in a manner to be readily compatible for clinical use. This is of great importance in 
current drug delivery and biomedicine. In such a case, the validation of the genomic 
data mining processes will totally be based on the development of suitable comput-
erized and data integration systems in order for these then to support the clinical 
transformation of the gathered genotyping and haplotyping profi ling data from 
individual patients, before making such information applicable for routine patient 
care. Moving toward personalized medicine also means the existence of tools and 
molecular diagnostics capable of assessing genome-related clinical information in 
laboratory medicine to make the extracted information easily appli cable by the 
physician. This is task very diffi cult, because before the transfer of techniques from 
genomic-related research laboratories to those used for the routine analysis of clini-
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cal samples in diagnostic laboratories, these techniques must be extensively assessed 
for their ethical, social, and cost–benefi t consequences [104]. As a consequence, the 
gradual integration of technologies transferring genomic information into the clinic 
needs the development of carefully selected and evaluated specifi c genetic biomark-
ers for the diagnosis of disease and prediction of drug response, as well as the use 
and application of genome-wide linkage analysis capable of genotyping, gene array, 
proteomics, transcriptomics, and metabolomics profi ling [5, 105–107]. These devel-
opments of laboratory medicine should also highlight the way that must be under-
taken in order to assure the level of quality and validity needed in genetic and 
molecular diagnostics tests. If this is confi rmed in practice, then the individualized 
drug delivery profi ling based on a patient’s clinical, genomic, and bioinformatics 
data will be achieved in pharmacotherapy, e.g., pharmacotyping [5, 10]. Further-
more, the advent of specialized techniques coming from the advances of functional 
genomics will greatly infl uence the application of genomic information in laboratory 
and clinical practice. This also means that unifi ed platforms must be developed to 
permit compatibility in handling different data gathered from unrelated sources like 
those of drug databases, clinical trials, DNA sequencing, and functional genomic 
analysis, in a way to ultimately support the clinical application of pharmacogenom-
ics, personalized medicine, and pharmacotyping in health care.

The use of computational and bioinformatics approaches to predict the pharma-
cokinetics (absortion, distribution, metabolism, excretion; ADME) and pharmaco-
dynamics properties of a drug are well appreciated throughout the process of drug 
development and delivery. Moving forward, the application of in silico methods and 
technology to evaluate safety and effi cacy issues in pharmacotherapy by predicting 
mainly the emergence of drug interactions and ADRs in clinical practice are now 
considered major advancements to ultimately improve the success of new drug 
discovery and delivery outcomes [111]. Unfortunately, the data and the information 
generated up to now through the application of genomic and high-throughput 
technologies are impressive in scale but limited in clinical usefulness due to differ-
ent database system formats and organization. For such an effort to fi nally succeed, 
information-based platforms in the drug development era and health care have to 
be developed to evaluate and integrate knowledge from different genomic and 
clinical sources in a manner that is simple for the end user. To this end, the applica-
tion of semantic technologies with ontologies able to integrate the proper knowl-
edge in a way that will be reusable by several applications and in different scientifi c 
areas can be a more benefi cial approach toward better and quicker exploitation of 
genomic information in health care and therapeutics [112]. In any case, however, 
a crucial aspect in health care and pharmacotherapy to achieve major benefi ts from 
the technological and scientifi c advances in genomics and bioinformatics has been 
to create infrastructure and utilities that easily integrate each time the knowledge 
generated from different disciplines and facilities.

The clinical integration of genomic data in information-based platforms will also 
be greatly advanced by careful design and experimentation of pharmacogenomic 
studies, by ensuring genetic test quality, and evaluating and validating the data in 
routine patient care. This direction in medical and pharmacy practice will positively 
affect the rate by which genotyping data are transformed into specialized types 
applicable in personalized medicine, thus allowing pharmacotyping concepts to be 
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generally accepted as the new dimension in drug delivery to ensure drug effi cacy 
and safety. The future advancement of patient care is directly related to the ability 
of medical practitioners to collaborate with other specialties to apply genomic 
technologies in clinical practice through the development of suitable tools and 
information-based platforms compliant with the good pharmaceutical and clinical 
practice guidelines [5]. Although this direction needs a multidisciplinary approach 
in order to fi nally be achieved, a recently published study has clearly shown that it 
is an affordable task. In particular, the maintenance warfarin dose was estimated 
through an algorithm generated by evaluating at the same time several clinical, 
pharmacogenetic, and demographic factors that were obtained before the warfarin 
initiation therapy was applied to patients [113]. The development of such a phar-
macogenomics-based algorithm to predict an individual’s response to coumarin 
therapy and the patient’s maintenance dose has been recently discussed, showing 
that the better elucidation of genetic variants that can affect the coumarin drug 
response is an effi cient and benefi cial way to improve pharmacotherapy outcomes 
[114]. However, before the generalized application of such pharmacotyping/phar-
macogenomics concepts in drug delivery, the complexity of personalized prescrib-
ing in terms of raised ethnicity issues has clearly to be addressed and dismissed in 
clinical practice [115]. By means of suitable, cost-affordable, and precious pharma-
cogenomics methodology, the in vivo selection, structural genomics analysis, func-
tional verifi cation, and clinical validation of biological samples can be safely 
performed in laboratory medicine in a manner that is compatible with information-
based platforms. Overall, pharmacogenomics- and informatics-based approaches 
are expected to be fi nally used, giving hope, in the years to come, that the associa-
tion of specifi c genetic markers with drug delivery dosage regimens, even for the 
therapy of complex diseases, is a realistic approach and can be achieved in everyday 
health care.

2.8 CONCLUDING REMARKS

By knowing how to better use drugs in clinical practice with enhanced effi cacy and 
safety through the exploitation of genomic knowledge, the drug delivery era will 
certainly be advanced and medical practitioners will gain further roles in this chal-
lenging health and pharmaceutical care environment. But in order for this attempt 
to fi nally succeed, the appropriate education must be given to healthcare profes-
sionals through the development of new curricula and educational approaches. The 
training has to be focused on pharmacogenomics, personalized medicine, and 
pharmacotyping concepts as well as on bioinformatics and information-based 
medical practice. Also, the differences and peculiarities in health care and educa-
tion found among several countries all over the world must be seriously taken into 
account, when the profound changes in post-genomic drug delivery and clinical 
practice are organized through the development of information-based platforms to 
implement and improve patient care. The trends in patient care-related issues or 
even the changes happening in one part of the world must be carefully examined 
and then adjusted before their use in other regions and vice versa. And for sure, 
this will be benefi cial for both health and pharmaceutical care, as well as for the 
society and the public in general.
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3.1.1 INTRODUCTION

Toxicogenomics is a relatively new discipline within the fi eld of toxicology. The 
phrase was fi rst coined in 1998 at the fi rst Toxicogenomics Workshop held as part 
of the U.S. and European Community Consortium on Molecular Toxicology in 
Palo Alto, California. In its broadest sense, it is defi ned as the use of OMICS 
technologies to investigate issues of toxicity [1]. In its narrowest sense, it is defi ned 
as investigating the safety of compounds by using only cutting-edge gene expression 
technologies [2, 3]. In this chapter, the broader defi nition will be applied. Toxicoge-
nomics is the use of OMICS technologies to assess the safety of new chemical 
entities or other compounds used in diagnostics or therapeutics [4–6].

OMICS technologies encompass genomics, proteomics, metabonomics, and 
pharmacogenomics [5]. Other descriptive terms (for example, transcriptomics, 
toxicoproteomics, and toxicogenetics) have been used intermittently, but most 
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references have centered on those listed above. Genomics is the study of gene 
expression through the use of high-throughput screening techniques, such as gene 
expression microarrays. Other gene expression techniques have been added to this 
category, and these methods include gene reporter assays, branched DNA amplifi -
cation assay, scintillation proximity assay (SPA), rapid analysis of gene expression 
(RAGE), serial analysis of gene expression (SAGE), and various polymerase chain 
reaction PCR-based assays (e.g., real-time, quantitative, representational differ-
ence analysis, differential display) as has already been reviewed [7]. However, in 
some cases, it may be a stretch to qualify the method as “high-throughput” because 
several of these technologies either address gene expression more indirectly, such 
as SAGE, or can only address a few genes at a time, such as PCR. Proteomics, on 
the other hand, is the study of protein expression using either two-dimensional 
polyacrylamide gel electrophoresis (2DE) annotated by mass spectrometry (MS) 
or protein expression microarrays [7, 8]. Metabonomics is the use of high-resolution 
combinations of nuclear magnetic resonance (NMR), chromatography, or mass 
spectroscopy to evaluate metabolite profi les of body fl uids or cells [9]. Finally, 
pharmacogenomics is the study of genetic variability to explain the adverse effects 
caused by compound–cell interactions [10–12]. Most pharmacogenomics studies 
have focused on single nucleotide polymorphisms (SNPs). This chapter will describe 
all of these OMICS methods and show how they can be applied to studying toxicity 
in pharmaceutical development. Case studies will be presented from very early 
citations to examples of current applications. Data analysis methods will not be 
discussed but are discussed in Chapter 2. This chapter will conclude with the 
authors’ views on what the future may hold.

3.1.2 GENOMICS IN TOXICOLOGY

The applications of genomics to toxicology will be discussed with the focus on 
gene expression microarrays and how they have been used to investigate toxicity. 
Microarrays are covered in detail in Chapter 5.6. Briefl y, they are manufactured 
by attaching pieces of DNA or RNA molecules to a nitrocellulose fi lter, a glass 
slide, or a silicon wafer [13]. Although early forms of arrays used nitrocellulose 
fi lters (now referred to as “macroarrays”), the most common substrate used 
today is a glass slide. Once the arrays have been printed with portion(s) of 
DNA or RNA (referred to as “probes”), they can be stored for further processing. 
The next step is to make the “targets” or isolated RNAs from both control 
cells and treated cells. These RNAs are labeled with a tag (most commonly 
fl uorescent) and hybridized to complementary probes on the printed arrays. The 
microarrays are washed, scanned, and image analyzed to derive quantitative 
values for each probe signal. The remaining steps include data analysis of this raw 
information yielding (1) statistical analysis of replicate arrays and a measure of 
the variability in the processing steps, (2) similarities between gene expression 
patterns of control and treated samples, (3) identifi cation of signifi cantly expressed 
genes that may be biomarkers, and (4) patterns of gene–gene and gene–cell 
interactions.

Microarrays have been used as a screening tool in drug discovery and develop-
ment. However, the focus and application of arrays in toxicology differs from dis-



covery in several aspects. The emphasis in discovery is feasibility: to ascertain the 
interaction of the compound and drug target rapidly. The emphasis in toxicology 
is development and validation: to understand this interaction more fully and, more 
importantly, to assess if any adverse effects are occurring. The focus here is on (1) 
validation of the compound–target interaction, (2) the prediction of adverse effects, 
and (3) the discovery of any alternative mechanisms of action resulting in “off-
target” effects and aiding in the redesign of the candidate to a less toxic 
substance.

One of the most signifi cant factors in microarray experiments is the experimen-
tal design. The overall design is dictated by whether a one-color (one label) or 
two-color (two labels) array system is being used [14, 15]. A one-color system 
requires that the control and treated samples are run on separate arrays, and there-
fore, intra-array as well as interarray variability needs to be considered. A two-
color system requires that both the control target and the treated target compete 
for a complementary probe molecule on the same array. In this system, the impor-
tance of the intra-array variability is lessened. This aspect is the same whether a 
discovery approach or a toxicology approach is being used.

However, several aspects of the experimental design do differ between microar-
ray screens used in discovery or toxicology. In toxicity assessments using microar-
rays, the emphasis on validation is an essential requirement of the experimental 
design. Particular attention needs to be paid to (1) types of species; (2) gender; (3) 
cell or tissue system; (4) treatment scheduling, dose, and route; (5) appropriate 
controls; (6) numbers of replicates, and (7) correlation with independent morpho-
logical and pathological toxicity assays [4, 5, 14]. Making these choices is critical 
for minimizing the process variability in order to maximize and visualize the bio-
logical variability. In 2001, The Microarray Gene Expression Data (MGED) 
Society proposed a list of guidelines for microarray work, known as the Minimum 
Information About a Microarray Experiment (MIAME) guidelines [16]. These 
guidelines are recommended requirements for how experiments are designed and 
reported. A set of guidelines specifi cally for toxicogenomics applications was 
drafted, but this draft has not yet been agreed to [17, 18].

Another aspect unique to toxicology research is the emphasis on analyzing the 
activity of annotated genes as opposed to unannotated genes. Annotated genes are 
genes whose sequence and function is already known. Unannotated genes are genes 
whose sequence is known but have not been assigned a function. As the focus for 
toxicology is validation, one priority is correlating signifi cant expression of anno-
tated genes observed in the data with their previously published values. A second-
ary priority is discovering which annotated genes or proteins are involved in any 
adverse or “off-target” effects. The fi nal priority is discovering whether any unan-
notated genes are involved in these adverse effects and what their function or role 
may be. Therefore, when selecting microarrays to use, arrays that have the most 
annotated genes are preferred. Two exceptions to this recommendation are (1) 
whole genome arrays and (2) focus arrays. The availability of whole genome arrays, 
or arrays containing the entire complement of genes for that organism, make the 
selection of arrays biased toward annnotated genes a mute point. Focus arrays are 
sets of a smaller number of genes printed several times on one substrate. These 
arrays allow for profi ling different samples using one array and, conceivably, hun-
dreds of compounds could be screened in a high-throughput manner.
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A third aspect of the experimental design that differs is the use of control or 
untreated samples. Discovery-focused experiments have emphasized the use of 
pooled samples to maximize consistency and minimize cost [19–25]. Pooled samples 
are individual samples from a cell or tissue system within a species and from the 
same treatment group that are pooled together to make one sample. In some cases, 
the control samples (from normal, non-diseased individuals) are pooled to make a 
“universal” reference [19]. However, the concerns are that (1) the resulting gene 
expression is an average of the group of samples, (2) the whole range of expression 
for the individuals within the group is not observed, and (3) pooling can only take 
place if the biological variation is greater than the process variation. [21–24]. One 
proposed method to address some of these concerns is “sub-pooling” where only 
subsets of samples are pooled and there are still replicates run for each group 
[25].

Toxicology-focused experiments may also include different sets of control 
samples. One set of control samples includes untreated samples both at the initial 
time point as well as at subsequent time points. If suffi cient activity is found in the 
untreated control curve, this activity may need to be subtracted from the activity 
of the test curve. Another set of control samples includes samples from treatments 
using both positive and negative control compounds. Investigating the gene expres-
sion of the test compound is done by comparing it with the gene expression of the 
known control compounds. All of these controls need to be woven into the data 
analysis scheme.

As the focus is on validation, part of the evaluation is to determine how much 
the individual samples from a group vary in their gene expression. If the samples 
are pooled, the differences between responders and nonresponders will not be seen 
[24].

To understand toxicogenomics, it may be important to understand how microar-
rays evolved. An ongoing effort for developing more effi cient sequencing by hybrid-
ization methods led to various initial microarray efforts where large numbers of 
genes could be screened at a time [26–30]. The fi rst use of a microarray was in 
1987 by Augenlicht et al., where macroarrays were used to differentiate a disease 
state [31]. In this case, cDNAs from a reference polyA mRNA library of the human 
colon carcinoma cell line, HT-29, were inserted into bacterial plasmids. Over 4000 
clones were isolated and gridded onto several nitrocellulose fi lters. Radiolabeled 
cDNA probes from several biopsy samples (ranging from patients at low risk for 
colon cancer to familial adenomatous polyposis [FAP] patients to colon cancer 
patients) were then hybridized to the fi lters. The amount of radiolabel was scanned 
and analyzed. The amazing fact from this experiment was that a high percentage 
(20%) of FAP biopsies (in which the cells had not yet accumulated into adenomas) 
was upregulated as compared with the low-risk biopsies. These results suggested 
that increased gene expression seemed to correlate with early stages of the 
disease.

Initial toxicology studies using microarrays focused on screening and prioritiz-
ing lead compounds. Gray et al. designed a combinatorial library of protein kinase 
inhibitors used in cancer therapy and initially screened the compounds through an 
in vitro toxicity activity assay [32]. Then, three compounds were selected, and their 
interactions with yeast were investigated with oligonucleotide microarrays. The 
microarray results confi rmed the diminished activity of one compound observed 



in the in vitro assay. Another collaborative study between Incyte and Tularik 
screened several lead compounds for effi cacy and toxicity using two-color micro-
arrays [33]. The result was that the optimized lead compound had a similar 
profi le to a known toxin, which led it to be redesigned to a better nontoxic lead 
compound.

One early study focused on discovering alternative modes of action. Karpf et al. 
used microarrays to broadly screen for genes expressed when a colon adenocarci-
noma cell line was exposed to 5-aza-2′-deoxycytidine [34]. Several genes were sig-
nifi cantly expressed. When investigated further, an alternative pathway was 
discovered and linked to the signal transducer and activator of transcription (STAT) 
genes.

The fi rst comprehensive gene expression profi ling time-course study using 
microarrays was fi rst cited in 1998 by Cunningham et al. [35–38]. Using an acute 
short-term exposure regimen, rats were treated with toxic doses of three known 
hepatotoxins: benzo(a)pyrene (BP), acetaminophen (APAP), and clofi brate 
(CLO). mRNA isolated from the livers were analyzed using a cDNA microarray 
containing 7400 rat genes. Signifi cant gene activity was observed at the early time 
points (12 hours, 1 day, and 3 days), and less activity was observed at the later time 
points (7, 14, and 28 days). All three compounds resulted in different expression 
profi les. Several cytochrome P450 genes and genes involved in phase II reactions 
were expressed over all six time points; however, the genes were induced at differ-
ent times depending on the compound used (Figure 3.1-1). Three different data 
analysis methods were compared. It was hypothesized that both nongenotoxic 
(causing damage by a non-DNA mechanism) APAP and CLO would have the most 
signifi cantly expressed genes in common compared with genotoxic (damage caused 
by a DNA mechanism) BP. However, with all three analysis methods, APAP and 
BP showed the most overlap of signifi cantly expressed genes. Interestingly, both 
APAP and BP have their primary metabolic pathway involving cytochrome P450, 
whereas the metabolism of CLO involves both cytochrome P450 and β-oxidation.
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Figure 3.1-1. Normalized differential expression values for each gene across all time points 
(0 h, 12 h, 24 h, day 3, day 7, day 14, and day 28) for the following treatments: acetaminophen 
(APAP), benzo(a)pyrene (BP), and clofi brate (CLO). The highest relative expression is 1.0, 
and the lowest is 0.1. Three genes from the cytochrome P450 family (CYP1A2, CYP2B1, 
and CYP4A3) and two genes from the glutathione-S-transferase family (GST-α and GST-θ)
give expression profi les that are similar to other members of the family but not identical. 
Gene expression profi les differ among all three gene families: CYP, GST, and sulfotrans-
ferase (ST).
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Since these early citations, the use of gene expression microarrays as a tool for 
predictive toxicology has progressed. An early emphasis was to use microarrays to 
classify compounds based on their resulting gene expression profi les [39–46]. More 
recently, specifi c “sets of genes” giving rise to a gene expression profi le have been 
used to distinguish classes of compounds [47, 48]. For example, Hu et al. showed 
through hierarchical clustering that distinct differences were observed between the 
gene expression profi les of direct- and indirect-acting genotoxins. When an array 
of over 9900 probes was used, a set of 58 genes could distinguish between these 
classes of compounds.

Another emphasis was to use gene expression microarrays to investigate mix-
tures. The profi les of the cellular interactions of mixtures were compared to the 
profi les of each component of the mixtures [49, 50]. Nadadur et al. compared the 
profi le of residual oil fl y ash (ROFA) in rat lung to the single profi les of vanadium 
sulfate and nickel sulfate, which are known components of ROFA. ROFA is derived 
from the exhaust plume of a power plant and is used as a model mixture to inves-
tigate the effects of air pollution. Using a focus macroarray, 12 genes were found 
to be signifi cantly expressed in all three treatments. In a more recent study, arrays 
were shown to be able to distinguish toxic components of another type of mixture, 
wastewater effl uent. From this study, Wang et al. found 11 genes that may ascertain 
the presence of endocrine-disrupting compounds in the environment [51].

A third emphasis was to match gene expression profi les to phenotypic changes. 
This correlation is the current goal for toxicogenomics. It will help toxicogenomics 
to be established as a tool in the regulatory arena. Early investigations focused on 
correlating gene expression from in vivo biological systems to gene expression from 
in vitro systems [52, 53]. Taking this concept further, attempts were made to cor-
relate gene expression with specifi c organ regions exhibiting toxicity [54]. More 
recent studies have focused on anchoring specifi c cellular histopathological changes 
to gene expression [55–61]. To identify these changes, investigators have used laser 
capture microdissection (LCM) to extract specifi c cells exhibiting the phenotypic 
changes and then comparing the gene expression profi les of these cell populations 
with “normal” cell populations [62–66].

Finally, the most pressing issue in toxicogenomics may be the relevance of gene 
expression to toxicity. In other words, how does both the qualitative and the quan-
titative expression of a gene relate to toxicity? Several studies, including most of 
the papers already cited, have attempted to fi nd this answer. Investigations by 
Heinloth et al. and Zhou et al. reported seeing gene expression changes before the 
observance of the overt toxicity [63, 67]. In each paper, subchronic doses of a toxi-
cant were used and links of their expression with phenotypic changes were 
attempted. Today, research is ongoing, with the ultimate goal, to defi ne a set of 
biomarkers that can predict toxicity earlier than the occurrence of phenotypic 
changes.

3.1.3 PROTEOMICS IN TOXICOLOGY

Two new words, proteome and proteomics, were coined a decade after classic terms 
such as genome and genomics. Here proteome, the complement of a genome, refers 
to the expression of all proteins in an organism, organ, or cell line at any given 



time. The study of the proteome, its interactions, and its post-translational modifi -
cations (such as glycosylation, phosphorylation, etc.) that may be associated with 
a specifi c disease or toxicant is defi ned as proteomics [68, 69]. One advantage of 
proteomics is the ability to profi le several thousands of proteins on a single platform 
and provide insights into post-translational modifi cations. Another advantage is 
that because proteins govern the normal physiology and disease processes, a more 
accessible endpoint of any changes in gene expression can be determined by direct 
analysis of proteins. Also, unlike genomics, proteomics offers the advantage of 
readily assaying both tissues and body fl uids (e.g., plasma and serum) to investigate 
the molecules correlating with disease and drug action [70]. The proteomic analysis 
of body fl uids is of particular interest as it can provide a noninvasive method for 
biomarker identifi cation [71].

In the realm of toxicology, proteomics is one of many new technologies being 
used today to identify novel protein biomarkers and signature patterns in protein 
profi les that measure sensitive cellular changes in response to xenobiotic exposure 
[72–75]. The most widely used technique to date for proteomic science is high-reso-
lution 2DE coupled with MS. First developed in 1975, it separates proteins in the 
fi rst dimension based on their isoelectric points and in the second dimension by 
molecular weight [76]. Typically, 2DE can resolve hundreds to thousands of pro-
teins from a single sample [77, 78]. To avoid overcrowding on a single gel, research-
ers now run multiple “zoom” gels that cover narrow pH ranges (e.g., covering 1 pH 
unit) [79]. In the mid-1990s, 2DE was coupled to MS allowing for annotation of 
the resolved spots. Proteins resolved using 2DE are analyzed by MS to give mass 
spectra. Subsequently, individual spots are excised from the gel and trypsin-digested 
to give shorter peptide fragments for sequencing. With the help of software pro-
grams and sequence databases, the peptide mass spectrum is compared with known 
partial gene and protein sequences and is then assigned an annotation. Recent 
developments in MS techniques, such as “tandem MS” (MS/MS), allow for better 
analysis of protein sequences, by avoiding ambiguity arising when MS data match 
more than one protein sequence. A more detailed description of proteomic methods 
is found in Chapter 14.2.

The use of proteomics in toxicology can be divided into two classes: (1) investi-
gative studies and (2) screening/predictive toxicology [71]. The mechanism of 
toxic damage in several model systems has been elucidated with proteomics [72, 
79, 80]. But proteomics offers the prospect of identifying new toxic mechanisms 
along with traditional toxicology methods [74, 79, 81]. Such insights may provide 
valuable information about specifi c effects caused by a specifi c group or class of 
compounds. In addition to supporting investigative studies, proteomics promises 
to provide insight into screening and predictive toxicology. The screening of new 
compounds for toxicity can be possible by following specifi c signatures of protein 
expression, thus identifying them as predictive biomarkers of toxicity [82]. The 
sensitive nature of proteomics offers the detection of toxic effects at low dosage 
levels, which escape conventional screening methods, such as histopathology and 
clinical chemistry [83]. In addition, proteomics provides a method for the early 
detection of potential toxicity and the opportunity of ranking compounds during 
drug development. A recent review lists publications that use proteomics in toxicol-
ogy studies, with the most popular application being biomarker identifi cation [84]. 
The issues surrounding the experimental design and the emphasis on development 
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and validation covered in the previous section for genomics applies to proteomics 
as well.

As an investigative tool, proteomics has been used to determine the failure of 
several drug candidates due to adverse drug reactions [72, 74]. In an early study, 
Anderson et al. developed a rodent liver proteomic toxicity database [85]. This 
database, containing profi les of effects of 43 compounds on liver, was among the 
fi rst available for the detection, classifi cation, and characterization of a wide range 
of hepatotoxins. The development of such a database has considerable implications 
for predictive toxicology. The potential hepatotoxicity of a new and unknown com-
pound can be determined by comparing its effects on the proteome against known 
toxins from the database [74, 85].

New biomarker discovery from such studies can lead to early detection of delete-
rious effects. In a more recent study, researchers validated toxicological protein 
markers from an in vivo system (rat liver) as well as from an in vitro system (human 
HepG2 cell line) [86]. They reported a total of 11 protein markers with reactivity 
toward multiple toxic compounds and no reactivity toward nontoxic compounds. 
An important conclusion from this work is that cells in culture can be used as an 
in vitro toxicity testing system to assess hepatotoxicity. However, in the future, a 
much more extensive study may be required to identify a larger group of toxicology 
markers to detect more diverse types of toxic reactions.

Toward understanding the mechanistic action of toxicology using 2DE, Foun-
toulakis et al. showed the hepatotoxic effects of paracetamol (aceta minophen) 
overdose in human and rodent liver [74]. They found that the expression of 35 
proteins was altered after treatment with paracetamol or its nontoxic regioisomer 
3-acetamidophenol. Paracetamol selectively increases or decreases the phosphory-
lation state of proteins. This effect translates to a decrease in protein phosphatase 
activity [80]. The control of cellular functions of cells may be lost as a result of the 
dephosphorylation of certain regulatory proteins due to paracetamol overdose.

A dose- and time-dependent proteomics study with gentamicin confi rmed the 
histopathological fi ndings of renal toxicity at high doses and renal regeneration 
during the recovery phase [72]. Gentamicin, a known renal toxicant, represents a 
class of aminoglycosides. The effects of gentamicin treatment were observed after 
proteomic evaluation of rat kidney cortex samples. Examination of rat serum 
samples exposed to varying doses of gentamicin identifi ed a protein being consis-
tently overexpressed. Surprisingly, this particular protein marker was present both 
at the low treatment dose as well as at early time points before changes were 
observerd by routine clinical pathology. Intriguingly, during the recovery phase, 
the marker returned to control levels, thereby highlighting the sensitive nature of 
proteomics. Such protein markers are of great interest as they provide a non invasive 
means of monitoring the onset of toxicity before any evident cellular damage.

Although 2DE offers a high-quality approach to proteomic research, it has 
certain limitations: Only major components of protein mixtures are visualized, the 
detection of low and high molecular mass of basic and hydrophobic proteins is 
ineffi cient, and it is a highly laborious technique. Alternative technologies, such as 
the protein microarrays, allows investigators to control conditions, such as pH, 
temperature, ionic strength, and different stages of protein modifi cation, while 
monitoring the protein–protein interactions of thousands of proteins spotted on an 
array [87]. Protein microarrays not only provide a technique for high-throughput 



screening but also a method to study interactions of proteins with non-protein-
aceous molecules. Zhu et al. have developed a protein microarray of the yeast 
proteome from 5800 open reading frames [88]. The expressed proteins are purifi ed 
and printed on glass slides with high spatial density to form a yeast proteome 
microarray. They were used to screen for interactions with proteins and phos-
pholipids. The researchers identifi ed many new calmodulin- and phospholipid-
interacting proteins. Thus, protein microarrays can serve to screen for several 
hundreds to thousands of biochemical activities on a single chip. In toxicology, 
these arrays can be used to screen for adverse protein–drug interactions, to detect 
post-translational modifi cations leading to disease, and to identify biomarkers for 
drug targets and early disease detection [89].

A recent advancement is the coupling of MS with LCM for identifi cation of 
tumor markers specifi c for cancer [89]. Specifi c cells of pathological interest are 
selected with LCM under direct microscopic visualization, laser captured, and 
removed from the tissues. The extracted lysate from the cells is applied directly to 
spots on the substrate of a surface-enhanced laser desorption/ionization (SELDI) 
MS, ionized, and desorbed from the surface, and a time-of-fl ight (ToF) proteomic 
profi le of the entire cellular system is observed. This method has been recently 
applied to toxicology [90].

Several efforts are attempting to improve proteomic technologies to map and 
measure proteomes and subproteomes. However, no single proteomic platform 
seems to ideally suit and quantify the broad range of protein expression in a given 
cell/tissue system. More than one proteomic platform may likely be needed to dis-
tinguish the multiple forms and post-translational modifi cations of proteins, to 
address the inadequate annotation of proteomes, or to accomplish integration of 
proteomic data with genomic and metabonomic data. Additionally, advances in 
genomics data through investigations of pathways and subcellular structures 
induced by toxicity may guide studies in proteomics.

3.1.4 METABONOMICS IN TOXICOLOGY

The term metabonomics was derived from early work in Dr. Jeremy Nicholson’s 
laboratory [9]. This term along with metabolomics has been used in several cita-
tions interchangeably [91–94]. Attempts have been made to clarify the defi nition 
of each term [95–99]. It seems that agreement has been reached where metabonom-
ics is the broader encompassing term of metabolite profi ling and metabolomics 
refers specifi cally to profi ling in cells [9, 95, 98].

This technology is covered in detail in Chapter 14.3, but briefl y it uses combina-
tions of NMR, MS, and chromatography to profi le multiple components in biofl uids, 
tissues, or cells. The main advantage of metabonomics is the serial sampling of a 
biofl uid noninvasively. The earliest papers used high-resolution 1H-NMR alone for 
profi ling [100, 101]. The technique became more sophisticated when bioinformatics 
tools, such as pattern recognition and expert systems, were applied to the data [102, 
103]. Today, the following combinations of techniques are used: liquid chromatog-
raphy–nuclear magne tic resonance (LC–NMR), magic angle spinning–nuclear 
magnetic resonance (MAS–NMR), gas chromatography–mass spectroscopy 
(GC–MS), LC–MS, capillary electrophoresis–mass spectroscopy (CE–MS), and 
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LC–NMR–MS [97, 98]. The fi rst technique listed in the combinations above refers 
to the method used to separate the multiple components of the sample, and these 
components are identifi ed using the second technique [96]. The advantages and 
limitations for each combination of techniques have already been reviewed [94, 
97].

Two of the earliest papers using metabonomics in toxicology were studies by Nich-
olson et al., which investigated mercury and cadmium toxicity in the rat [101, 104]. 
Each of these papers used an experimental design that reiteratively sampled a bio-
logical system over either dose or time using high-resolution 1H NMR. The changes 
in the urinary excretion patterns correlated with the expected histological changes. 
However, an interesting note was that in the case of cadmium, a urinary metabolite 
related to nephrotoxicity was found that was undetectable using traditional methods. 
A more extensive study that included a-naphthylisothiocyanate and 2-bromoethyl-
amine showed changes in the metabolite profi les ahead of the time point where the 
clinical chemistry or microscopic changes would be detected [105].

As with the previously described OMICS technologies, one emphasis has been 
to profi le groups of compounds using metabonomics [103, 105, 106]. Each com-
pound gave a unique metabonomic profi le and was successfully classifi ed using 
pattern recognition techniques. A second emphasis was to be able to monitor not 
only biofl uids, such as urine or plasma, but also tissues and cells. Moka et al. per-
formed the fi rst study to classify carcinoma biopsy samples by MAS–NMR [107]. 
Since then, two studies have used metabon omics to investigate toxicity using 
a wider approach where urine, plasma, and tissue samples are all analyzed 
[108, 109].

To collaborate and share information, a proposal for a users group in metabo-
nomics was put forth [110]. Since then, the Consortium for Metabonomic Toxicol-
ogy (COMET) was formed and the fi rst report from this group was given in 2003 
[111]. The fi nal report was just published [112]. This report describes what meth-
odologies have been assessed, the development of a curated database for metabo-
nomic profi les, and computer-based experts systems for data analysis.

3.1.5 PHARMACOGENOMICS IN TOXICOLOGY

Pharmacogenomics and pharmacogenetics are two terms that have created confu-
sion because they have been used interchangeably and defi ned differently by several 
authors [113]. The most widely accepted term, pharmacogenetics, is the study of 
an individual’s response to a drug as determined by their genetic makeup [114]. 
Pharmacogenetics as a fi eld of study has been around for several decades [113]. 
Early studies focused on observations of patient variability in metabolizing various 
drugs such as primaquine, succinylcholine, and dibucaine [115–118]. Comprehen-
sive reviews have been written, including one by Werner Kalow, a pioneer in this 
fi eld, and more details are covered in Chapter 5.7 [11, 113, 114, 119, 120]. In this 
chapter, the term “pharmacogenomics” will be used to refer to the use of high-
throughput screening techniques for the detection of the genetic variation of an 
individual and its role in toxicity, especially in causing adverse effects.

In toxicology, most pharmacogenomics studies have focused on variations within 
the drug metabolizing enzymes (DMEs) [11]. These DMEs catalyze the phase I 



and phase II metabolic reactions. Several examples have been cited for arylamine 
N-acetyltransferase (NAT1 and NAT2), thiopurine-S-methyltransferase (TPMT), 
glutathione-S-transferase (GST), as well as the various cytochrome P450 enzymes 
(e.g., CYP2A6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, and CYP3A4) [10, 11, 
120–122]. Early studies showed that individuals with these genetic variations can 
be classifi ed as “poor,” “extensive,” and “ultrarapid” metabolizers [114, 121, 123]. 
From a toxicity standpoint, this variability is extremely important in that poor 
metabolizers could accumulate the drug within their tissues causing a toxic response, 
whereas in extensive metabolizers, the drug has an extremely short half-life and 
may not stay around the tissues long enough to exert its desired effect. For example, 
an individual with the gene variant CYP2D6*2, which represents an “ultrarapid 
metabolizer,” can possess a much higher activity for cytochrome P450 isozyme 
2D6, whereas an individual with the gene variant CYP2D6*10 possesses a defective 
enzyme and therefore is a “poor metabolizer” [121, 123]. Individuals who have slow 
or fast metabolism rates have been observed in several mammalian species 
[124–128].

Early examples of polymorphisms being detected in a high-throughput manner 
are studies that used oligonucleotide microarrays containing perfect-match and 
mismatch sequences. These studies investigated polymorphic changes in breast 
cancer, HIV infection, and cystic fi brosis [129–131]. A more recent study used a 
chip containing over 11,000 SNPs to detect genetic variabilities in over 100 DNA 
samples—a high-throughput variation on associ ation studies [132]. Another array 
format blended nanotechnology by using multiplexed nanoparticle probes with 
printed oligonucleotides to distinguish genetic polymorphic variants [133].

3.1.6 SYSTEMS BIOLOGY

Systems biology is a recent term that encompasses looking at the entire biological 
system from the molecular, cellular, tissue, organism, population, and fi nally, eco-
system levels. As Witkamp describes it, “systems biology is a realization that organ-
isms do not consist of isolated subsets of genes, proteins and metabolites” [134]. It 
is also the application of network biology or comprehensive computational methods 
to analyze the data produced by the combination of OMICS technologies [134–137]. 
The ultimate goal of toxicogenomics is to predict compound–cell and cell–cell inter-
actions in silico, and the application of systems biology brings this one step closer 
[5, 138, 139].

In attempts to obtain this goal, several studies have correlated datasets from 
combined genomics and proteomic studies and combined genomics and metabo-
nomics studies. An early toxicogenomics study by Cunningham et al. combined the 
datasets from the rat toxicity study with three hepatotoxins evaluated by gene 
expression microarrays described earlier with a matched proteomics arm (Figure 
3.1-2) [8, 35–38, 140, 141]. In this study, a portion of the gene and protein expres-
sion profi les matched but the remaining did not. Four other studies also tried cor-
relating gene and protein expression in evaluating the effects of zinc, carbon 
tetrachloride, lithium, and bromobenzene [142–145]. The experimental design for 
these studies used only one or two time points with one dose, and in all three 
studies, only a portion of overlap between gene and protein expression was observed. 
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Finally, Coen et al. attempted to correlate metabonomics with genomics [146]. 
They observed some overlap between the two technologies and, hence, concluded 
that these technologies are complementary in providing a view into toxicity.

A fully integrated approach using genomics, proteomics, and metabonomics was 
attempted by two groups of investigators. Schnackenberg et al. studied the hepato-
toxicity effects of valproic acid [147]. Correlative changes in glucose metabolism 
were shown by both metabonomics and proteomics methods. However, no signifi -
cant changes were observed with the gene expression method. Kleno et al. used 
genomics, proteomics, and metabonomics to investigate the hepatotoxicity of 
hydrazine [148]. Disruption in both glucose and lipid metabolism were present in 
all three datasets, and therefore, once again, these three technologies were shown 
to be complementary.

3.1.7 FUTURE TECHNOLOGIES IN TOXICOGENOMICS

The fi eld of toxicogenomics continues to evolve and develop. For all the technologies 
listed above, research is continuing to develop more effi cient, more high-throughput 
versions. The fi eld of nanotechnology may aid in this effort. The various engineered 
nanomaterials may enable the current microarray format to be redeveloped on a 
nanoscale level and provide more rapid and possibly instaneous results. Some of 
these engineered nanomaterials, such as single-walled carbon nanotubes, are being 
developed for applications in the communications and information technologies 
fi eld and may lead to increased capacity and advances in bioinformatics. The entire 
fi eld of biosensors is being redeveloped on the nanoscale to nanosensors—from 
microelectronic membranes (MEMs) to nanoelectronic membranes (NEMs). A 
preliminary study done by Cunningham et al. assesses the toxicity of these nanoma-
terials using genomics (Figure 3.1-3) [5, 149, 150]. In this study, the gene expression 

DMSO Clofibrate

Figure 3.1-2. Proteome changes in livers at day 3 from rats treated with the vehicle DMSO 
(left) and clofi brate (right). The dose of clofi brate was a toxic dose at 250 mg/kg i.p. Two 
sets of specifi c changes are observed within the outlined areas.



profi les of three known nanoscale materials were compared and two were found to 
be more similar with each other. This similarity correlated with the similarity in 
their chemical structures. As more and more engineered nanomaterials are being 
made, the applications for these materials in the life sciences will only grow. As a 
result, their safety will also need to be assessed.

In addition to the microarray formats discussed above, different substances are 
now being printed as reviewed by Cunningham [13]. Arrays are being manufac-
tured with chemical ligands [151, 152], whole cells [153–155], tissue slices [156–
158], peptide nucleic acids [159], and nanomaterials [160–166]. These new formats 
will increase the ability to investigate cell and tissue interactions more extensively 
than previously known.

Facing the future, other new technological fi elds are making their way to the 
forefront of research and could have pertinent applications for investigating toxic-
ity. RNA interference (RNAi) is a burgeoning area (as covered in Chapter 7.6). 
This fi eld was fi rst thought to include only investigations of naturally-occurring 
microRNA (miRNA) molecules and synthesized short-interfering RNA (siRNA) 
molecules. An early paper used siRNAs to the aryl hydrocarbon receptor (AhR) 
and the AhR nuclear translocator (ARNT) to look at gene silencing [167]. Since 
this 2003 paper, many references have now reported using siRNA molecules as 
knockout molecules to investigate mechanisms of toxicity. miRNA molecules, on 
the other hand, have been sequenced and printed on macroarrays and microarrays 
[168–169]. These array tools may allow the expression of these molecules, and 
consequently, their function to be investigated. Recently, other types of short non-
coding RNA molecules have been reported as well as naturally-occurring siRNAs 
[170–172]. It will be interesting to see what roles, if any, each of these new classes 
of short RNA molecules play in toxicity.

Another technological fi eld is the exciting area of stem cells. Although work has 
been ongoing with adult stem cells for many years, research involving embryonic 
stem cells continues to hold great promise. Cell lines for mouse and rat have been 
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Figure 3.1-3. K-means clustering of gene expression profi les from human skin cells treated 
with TiO2 (Compound A: A1, A2, A3), carbon black (Compound B: B1, B2, B3), and SiO2

(Compound C: C1, C2, C3). Columns are the top 100 signifi cantly expressed genes; rows 
are the samples representing triplicate arrays for each biological sample. The red color 
denotes upregulation of the gene, and the blue color denotes downregulation of the gene. 
Insignifi cantly-expressed genes are denoted by the black color. The expression profi les for 
TiO2 and SiO2 are more similar than the profi le for carbon black. (This fi gure is available 
in full color at ftp://ftp.wiley.com/public/sci_tech_med/pharmaceutical_biotech/.)
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used in several research areas to develop new animal models and devise new thera-
pies [173, 174]. The next front is human embryonic stem (HES) cells. Currently, 
this tool is in the midst of an ethics and morality debate [175]. However, the same 
debate was waged when fetal tissue was fi rst used in the laboratory setting over two 
decades ago. If an investigator could direct the differentiation pathway of HES to 
more mature tissue-specifi c cells, the need for primary human tissue, which is 
already diffi cult to get, would be lessened. This application would increase dramati-
cally the capability of in vitro toxicity assays.

Toxicogenomics is a growing and ever-changing fi eld within toxicology. All of 
these advances in research and development could completely change the safety 
assessment landscape within just a few years. As the regulatory assays become 
more predictable, the time from discovery of a pharmaceutical agent to its market 
release will be lessened.
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3.2.1 INTRODUCTION

The preclinical pharmacokinetics of protein pharmaceuticals is distinctively differ-
ent from small-molecule drugs. The phase I and phase II metabolizing enzymes, 
for example, the cytochrome P450 and glucoronosyl transferases, which play 
dominant roles in the metabolism of small-molecule drugs, are not signifi cantly 
involved in protein metabolism. Instead, because all protein pharmaceuticals 
invariably share a common polypeptide backbone, they are susceptible to pro-
teolysis as a clearance mechanism. However, the disposition, pharmacokinetics, 
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and pharmacodynamics of proteins can be modulated by a variety of additional 
factors, including glycosylation and receptor binding, binding proteins, and neutral-
izing antibodies.

3.2.2 DISPOSITION OF MACROMOLECULES

3.2.2.1 Absorption

During drug development, the oral route is often targeted as a preferred route of 
administration for small molecules. However, the oral route is not usually an option 
for protein pharmaceuticals. Each organ in the gastrointestinal tract contains a 
variety of digestive proteases that enable it to break down nutritional proteins to 
small peptides and amino acids that can be absorbed in the intestine via secondarily 
active transport mechanisms. These digestive pro teases also cause the extensive 
hydrolysis of the polypeptide bond in protein drugs in the gastrointestinal tract 
resulting in poor bioavailability. Protein pharmaceuticals are usually, therefore, 
administered via injection, such as the intravenous, subcutaneous, or intramuscular 
routes.

The absorption of protein drugs from extravascular sites is dependent on the 
size of the molecule. Upon subcutaneous administration, small molecules with 
molecular weights less than 1 kD predominantly enter the systemic circulation via 
blood capillaries, whereas subcutaneously administered proteins with molecular 
weights greater than 16 kD enter the systemic circulation predominantly via the 
lymphatic system. The extent of the lymphatic recovery after subcutaneous admin-
istration is a linear function of molecular weight (Figure 3.2-1) [1–5].
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Figure 3.2-1. Linear relationship between cumulative lymphatic recovery and molecular 
weight of various therapeutic peptides and proteins. Data were extracted from the literature 
[1–5].



Nonparenteral routes of administration for protein drugs in general are not 
extensively used; however, recombinant human deoxyribonuclease I solution 
(dornase alfa or PULMOZYME) and, more recently, insulin powder by inhalation 
(EXUBERA) have been approved for clinical use in the United States [6]. The 
approval of inhaled insulin may provide the stimulus for greater interest in the 
inhalation route for other protein drugs in the near future. The lung presents a 
large surface area for transport and high permeability compared with other 
barriers. Inhaled insulin is administered as a novel powder formulation that is 
metered from a propellant-free metered dose inhaler. However, delivery to the 
lungs, particularly to the alveolar regions deep in the lung, presents several tech-
nological challenges and the overall system bioavailability (which is based on the 
amount of drug loaded into the inhaler device) of inhaled insulin is 9–22% that of 
the subcutaneous route. The reduced bioavailability is managed by dose adjustment 
and compared with subcutaneously administered regular insulin, the serum 
insulin con centrations after inhalation peak earlier (at 7–80 minutes compared 
with 42–274 minutes for subcutaneous regular insulin) and decay more rapidly; 
the pharmacodynamics of glucose changes are also correspondingly more rapid 
[7]. The duration of inhaled insulin action are comparable with regular insulin 
[6].

3.2.2.2 Distribution

The distribution of protein drugs is limited compared with that of small-molecule 
drugs and is primarily a function of the physico-chemical properties of the macro-
molecule and the physiological characteristics of the vasculature and cellular mem-
branes [8]. Primary molecular descriptors, such as size, charge, and lipophilicity, 
will determine or infl uence the extent of specifi c and nonspecifi c protein binding 
and passage through various types of capillary endothelia [8]. The relatively large 
size of peptide and protein drugs alone can often account for the limited volume 
of distribution of these compounds, which is generally restricted to the extracellular 
space. Following intravenous injection, the initial volume of distribution for most 
macromolecules is confi ned approximately to plasma volume (3–8 L), and the total 
volume at steady state is typically only up to two fold greater.

Active transport and receptor-mediated uptake also may infl uence the biodis-
tribution of macromolecules. For example, the internalization of monoclonal anti-
bodies into cells may occur via Fcγ receptors, found on various immune and 
hematopoietic cells [9], or binding to membrane-localized antigens [10]. Thus, 
active uptake processes can serve to increase the volume of distribution to a large 
extent relative to that which would be expected based only on physico-chemical 
properties. Receptor-mediated endocytosis may represent a signifi cant elimination 
pathway as well (see the Receptor-mediated elimination subsection) and is recog-
nized as a major process infl uencing the overall disposition of macromolecules 
[11].

One must carefully interpret the volumes of distribution of peptides and proteins 
reported in the literature. Most studies rely on a so-called noncompartmental 
analysis to estimate primary pharmacokinetic parameters (see Section 3.2.3.1). 
However, this method is only valid for linear systems, assuming that the site of drug 
elimination is in rapid equilibrium with the sampling site (plasma). The former 
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condition is often assumed for compartmental models as well, including those with 
nonlinear mechanisms of elimination. Therefore, uptake processes and relatively 
slow or complex tissue catabolism may confound reported distribution volumes of 
select macromolecules estimated by these common methods.

Binding Proteins. For some therapeutic proteins, specifi c and nonspecifi c pro-
tein interactions can modulate distribution and activity. Soluble receptors are the 
best-characterized specifi c binding proteins and α2 macroglobulin, an acute 
phase protein, has been implicated in the binding of several cytokines. Binding 
and neutralizing antibodies are another class of binding protein that will be dis-
cussed separately in the section on Immunogenicity, Binding, and Neutralizing 
Antibodies.

Soluble cytokine receptors (SR) occur naturally in human serum and urine and 
play a role in determining the disposition and biological activities of cytokines in 
health and in pathological states. Additionally, bioengineered soluble receptors 
and their immunoglobulin derivatives have been investigated as specifi c cytokine-
inhibiting therapeutic agents [12, 13]. However, the physiological role(s) of natu-
rally occurring SR is controversial and not well understood.

As expected, the SR can inhibit cytokine bioactivity by competing with the 
receptor and, when these antagonist-like effects are observed, the dose-response 
curve of the cytokine effect as a function of SR dose usually decreases monotoni-
cally, and almost complete inhibition is observed at the highest SR doses. In animal 
models, soluble receptors for interleukin-4 [14], interleukin-7 [15], interleukin-6 
[15, 16], and tumor necrosis factor-α [17] have been shown to enhance rather than 
inhibit cytokine responses under certain conditions [17–19]. When these agonist-
like effects are observed, the dose-response curve of the cytokine effect as a func-
tion of SR dose is bell-shaped, with no inhibition of cytokine bioactivity at low SR 
doses, maximal cytokine bioactivity at intermediate SR doses, followed by increas-
ing inhibition of cytokine activity at higher SR doses. As the SR effects of the 
cytokines biological response is dependent on experimental conditions and can be 
either agonist-like or antagonist-like, the physiological roles of SR have been diffi -
cult to assess. Cytokines generally have short half-lives consistent with their physi-
ological roles in cell-cell communication and the apparent SR-mediated agonism 
of cytokine activity occurs because the SR stabilizes the cytokine in vivo either by 
reducing the rate of spontaneous activity decay [17] or by increasing the half-life 
of cytokine [20]. The formation of SR-cytokine complex reduces cytokine-free 
concentrations, but the increases in circulation time can offset the effect of reduced 
receptor occupancy and contribute to overall increases in exposure [20]. The 
binding half-life of insulin-like growth factor-1 (IGF-1) in rats defi cient in IGF-1 
binding protein is 20–30 min; but in rats with normal levels of the binding protein, 
the half-life of IGF-1 increases 8–12-fold to 4 hours [21]. In the plasma, nearly 40% 
of human growth hormone (GH) is also bound to binding proteins; the high-affi nity 
component of the GH binding activity consists of the extracellular domain of the 
GH receptor [22, 23]. The metabolic clearance of the SR-bound GH fraction is 
10-fold slower than free GH because the bound GH is not fi ltered by the kidney 
and the competitive inhibition of receptor binding reduces elimination via receptor-
mediated pathways [24]. Indirect evidence for the physiological role of SR binding 
is provided by the data from short-stature Mountain Ok people of Papua, New 



Guinea who have SR levels 50% that of controls of normal stature; the levels of 
GH, IGF-1, and low-affi nity GH-binding protein levels are comparable in the two 
groups [25].

Immunogenicity, Binding, and Neutralizing Antibodies. The bioactivity and 
distribution of therapeutically administered proteins can be modulated by their 
immunogenicity; humoral responses to therapeutic proteins can result in binding 
and neutralizing antibodies. Generally, chronic or intermittently administered 
proteins are more likely to be affected by these pathways than proteins administered 
for acute conditions. The underlying protein structure, aggregation state, and 
protein formulation can contribute to the risk of binding and neutralizing antibodies. 
Factors related to the dosing regimen such as dose, frequency, and route of 
administration are also important determinants. The role of disease-related and 
individual-specifi c variables to the development of antibodies is poorly understood. 
The time to development of antibody depends on the dosing regimen and im-
munogenicity of the preparation. For some proteins, the development of anti -
bodies to endogenous proteins can cause serious adverse events (e.g., red cell 
aplastic anemia can occur with anti-erythropoeitin antibodies). The impact of 
antibodies on drug effi cacy in clinical trials should be assessed during the period 
the antibodies are present.

As a case study, consider interferon-β, an endogenous cytokine, recombinant 
forms of which are used chronically in multiple sclerosis (MS). Two types of IFN-β
exist: IFN-β-1a and IFN-β-1b. IFN-β-1a is glycosylated and has the same amino 
acid sequence as endogenous IFN-β. IFN-β-1b is not glycosylated, lacks the N-
terminal methionine, and is engineered with cysteine replaced by serine. Two 
approved IFN-β-1a products exist that are dosed by the once-weekly, intramuscu-
lar, 30-μg and three-times-weekly, subcutaneous, 44-μg dosing regimens; the IFN-
β-1b product is an every-other-day, subcutaneous, 250-μg dosing regimen. As with 
other protein drugs, some patients develop neutralizing antibodies (NAB) upon 
chronic administration of all IFN-β products. The proportion of patients develop-
ing NAB ranges from 25% for three-times-weekly, subcutaneous IFN-β-1a regimen 
to 2% for the once-weekly, IM IFN-β-1a regimen [26]. In a clinical trial where the 
weekly IM dose in the once-weekly, IM IFN-β-1a regimen was increased from 30 μg
to 60 μg, the percentage of patients developing NAB titers greater than 20 after 3 
years of treatment increased from 2.2% to 5.8% and suggests that, for a given route 
of administration, the frequency of IFN-β-1a administration is probably the major 
factor infl uencing the immunogenicity of an IFN-β product and the increase in 
dosage has relatively less impact. Published data from large randomized clinical 
trials demonstrate that disease activity in NAB-positive patients became similar to 
placebo-treated patients [27]. Interestingly, skin necrosis, an adverse effect that 
occurs with SC IFN-β administration, occurred only in the NAB-negative patients 
[27]. Despite the evidence from large clinical trials, some controversy exists regard-
ing the appropriate clinical decisions for treatment of NAB-positive MS patients, 
especially those with a clinically stable disease, because (1) many NAB-positive 
patients test negative over the course of treatment [28], (2) no accepted IFN-β
treatment biomarkers exist that are MS-relevant [29, 30] and, (3) market and com-
petitive factors occur because of the availability of multiple IFN-β products 
for MS.
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3.2.2.3 Metabolism

The cytochrome P450 enzymes, expressed in the endoplasmic reticulum of the liver, 
kidney, and intestine, are the predominant metabolizing pathways for small-
molecule drugs. After the phase I oxidation reactions, small molecules typically 
are further modifi ed by phase II conjugation reactions mediated by glucoronosyl 
transferases that render them hydrophilic for renal elimination. However, as noted 
earlier, the metabolism of protein drugs does not involve these small-molecule 
pathways: Endogenous pathways involved in protein homeostasis mediate protein 
drug metabolism.

As indicated earlier, proteolysis is the predominant mechanism for protein drug 
metabolism, but diverse endogenous proteolytic pathways exist in humans. Further, 
the half-lives of protein in vivo are, not surprisingly, regulated by a variety of intra-
cellular mechanisms. The half-life of intracellular proteins is regulated via the 
ubiquitin pathway, which targets proteins to degradation in a large multimeric 
protease complex referred to as the proteasome. Ubiquitin is a widely expressed 
globular protein with a protruding carboxyl-terminus that tags proteins for degra-
dation. Ubiquitin-activating enzymes activate through a process that requires ATP, 
and the activated ubiquitin is then transferred to a lysine on the target protein by 
another enzyme, the ubiquitin ligase. Multiple ubiquitin chains can be ligated on 
a single target protein lysine by conjugating glycine-lysine bonds between succes-
sive ubiquitin chains. Some target proteins are also tagged by binding proteins 
referred to as “recognin” that bind sequence elements called “degrons” that specify 
half-life. Suffi ciently ubquitinated proteins are recognized and degraded in the 
proteasome. Although the ubiquitin pathway is critical for cellular protein homeo-
stasis, its involvement in the metabolism of exogenously administered proteins is 
probably minor.

Some circulating proteins, most notably albumin and immunoglobulin G 
(IgG), have anomalously long half-lives because they are protected from degrada-
tion by specifi c mechanisms after cellular uptake. The best characterized of 
these protein-stabilizing mechanisms is the neonatal Fc receptor or FcRn, which 
is present on a variety of cell types and tissues including the kidney, liver, and 
lung endothelial cells, hepatocytes, monocytes, and intestinal macrophases. It 
confers a long half-life to IgG (mean half-life in humans = 23 days) relative to 
other types of immunoglobulins (half-lives for IgA, IgD, IgE, and IgM are 6, 3, 
2.5, and 5 days, respectively). Most proteins generally undergo degradation in lyso-
some after pinocytosis and receptor-mediated endocytosis from the cell surface. 
However, the constant Fc region of immunoglobulin G and antibody-based drugs 
are internalized by pinocytosis or, when they bind, the cell surface antibody-
binding Fcγ receptors. However, upon internalization into the endosomes, immu-
noglobulin G is bound by FcRn and the complex, upon endocytosis, is protected 
from proteolysis and recycled to the cell surface instead of being processed for 
degradation in lysosomes. The FcRn receptor for IgG is often referred to as the 
Brambell receptor after the authors [31] who postulated their existence to explain 
the relatively long half-life and the increased rates of IgG degradation at higher 
IgG concentration. Mice that are β2 microglobulin-defi cient do not express FcRn 
and have IgG half-lives that are 10–15-fold shorter than mice with intact FcRn 
[32–34].



Overall, 3 major mechanisms for clearing protein drugs exist: (1) renal, (2) 
hepatic, and (3) receptor-modulated.

3.2.2.4 Excretion

The rate of elimination of proteins is strongly dependent on the size, structure, and, 
in the case of chronically administered protein drugs, the presence or absence of 
antidrug antibodies. Renal clearance is relatively uncommon for protein drugs with 
molecular weights greater than 50 kD. Specifi c primary structural features such as 
the presence of a humanized immunoglobulin constant (Fc) region can confer 
prolonged stability via endogenous recycling pathways. Likewise, glycosylation and 
the addition of polyethylene glycol moieties (a synthetic modifi cation often referred 
to as PEGylation) can also prolong circulation times.

Protein drugs with molecular weights less than 20 kD are fi ltered out of circula-
tion in the Bowman’s capsule of glomerulus of the kidney and enter the luminal 
space of the nephron. Even under pathological conditions, urinary excretion of 
intact protein is unusual. The fi ltered protein drugs are reabsorbed from the lumen 
and released into the circulation either as intact drugs or degraded into peptides. 
The proximal tubule is the predominant site for reabsorption, which transfers pro-
teins into apical vacuoles that fuse with lysosomes. Lysosomal proteases degrade 
proteins into amino acids that re-enter the circulation. Small peptides can also be 
directly degraded by proteases on the luminal side of the renal tubule and the 
resulting amino acids can be reabsorbed by transport mechanisms.

Hepatic metabolism is important to the clearance of therapeutic proteins with 
molecular weights greater than 20 kD, although renal clearance can contribute to 
proteins as large as 50 kD. The Kupfer cell and hepatocytes of the liver are involved 
in clearing protein drugs.

Pegylation. Pegylation refers to the covalent modifi cation of proteins by 
polyethylene glycol (PEG) moieties. As PEG is a hydrophilic, degradation-resistant 
polymer, pegylation can increase the circulating half-life of proteins, reduce renal 
elimination, alter the distribution, and reduce the immunogenicity of proteins [35]. 
The addition of PEG increases the molecular weight of the protein, which is 
instrumental in reducing renal fi ltration, and it provides a hydrophilic shield 
containing tightly associated water molecules that protects against proteolysis and 
some nonspecifi c interactions that mitigate therapeutic protein immunogenicity. 
However, pegylation can reduce receptor-binding affi nity. When engineering 
pegylation during drug development, the effects of reduced receptor binding can 
be offset by the increased drug exposures; the improvements in circulating half-life 
and protein disposition effects and reduced immunogenicity benefi t of this 
modifi cation. The chemistry of PEG conjugation involves chemical activation of 
PEG followed by covalent attachment at the reactive amino groups of lysine or the 
N-terminal amino acid or the sulfhydryl groups of cysteine. As a rule of thumb, 
the molecular weight of the PEG moiety has to be comparable with that of the 
therapeutic protein for pegylation to be effective. Pegylation chemistry is also 
capable of conjugating branched PEG polymers that can increase the mass of PEG 
added at a each site and can better protect the protein therapeutic from degradation 
and immune recognition [36]. The pegylation approach is quite general and has 
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also been used for liposomes: It prolongs the circulation times of liposomes by 
reducing the rapid elimination by the reticuloendothelial system.

Interferon-α-2b (IFN-α-2b, PEGINTRON), which is used for treating hepatitis, 
is a case study on the impact possible with the pegylation approach because consid-
erable preclinical and clinical data are also available for the IFN-α-2b unmodifi ed 
by pegylation (INTRON-A). As a result of pegylation, the molecular weight of IFN-
α-2b is increased from 19 kilodaltons to approximately 31 kilodaltons and the half-
life increases from 3–8 hours to 65 hours. Other pharmacokinetic variables altered 
include a decreased volume of distribution (from 31–73 L to 8–12 L) and decreased 
systemic clearance (from 6.6–29.2 L/hour to 0.06–0.1 L/hour). The pharmacody-
namic effects of anti viral and antitumor activities of pegylated IFN-α-2b are 12–
136-fold and 18-fold, respectively, greater than the unpegylated form. The net result 
of these pharmacokinetic and pharmacodynamic improvements is that the fre-
quency of pegylated IFN-α-2b administration for treating chronic hepatitis C is 
once weekly compared with three times weekly for the unpegylated form.

Hyperglycosylation. Hyperglycosylation is the addition of sugar moieties to 
proteins and can be engineered using molecular biology techniques to specifi c 
locations on a protein. Many cellular proteins have N-linked or O-linked glycan 
modifi cation that are added in posttranslational and cotranslational processes in 
the endoplasmic reticulum and in the Golgi apparatus [37–39]. The N-linked 
glycosylations occur at amino groups of the asparagine in Asn-X-Ser/Thr sequences, 
although not all potential glycosylation sites may be modifi ed and heterogeneity 
can occur within given protein molecules. The O-linked glycosylations occur at the 
hydroxyl groups of serine and threonine.

Receptor-Mediated Elimination. For some proteins, pharmacokinetic non-
linearities can occur because of receptor-mediated elimination. When therapeutic 
proteins bind their cognate cell-surface targets, the bound therapeutic protein can 
be internalized by receptor-mediated or fl uid-phase endocytosis and traffi c to the 
lysosomes where it may be degraded (Figure 3.2-2) [40]. The capacity-limited 
nature of these systems can manifest as saturable dose-dependent drug clearance 
and may be susceptible to further modulation through functional adaptation 
mechanisms such as receptor upregulation or downregulation. The saturable 
internalization of erythropoietin (EPO) in erythroid progenitor cells is a classic 
example [41]. Chapel et al. have shown that the bone marrow, a major site for 
erythropoietic cells, represents a signifi cant EPO elimination pathway [42]. 
Busulfan or 5-fl uoruracil-induced bone marrow ablation in sheep was associated 
with a decrease in EPO clearance, revealing the in vivo signifi cance of target-
mediated uptake and elimination for this therapeutic protein.

Complex target-mediated clearance mechanisms suggest that both pharmacoki-
netics and pharmacodynamics might have to be considered concurrently to under-
stand the disposition of select macromolecules. Peptide and protein drugs that alter 
the expression of target cells may have the ability to modulate their pharmacoki-
netic properties. For example, thrombopoietin (TPO) is an endogenous hema-
topoietic growth factor that stimulates the proliferation and differentiation of 
megakaryocytes and thus the production of new platelets, which, in turn, would 
yield a net increase in the density of available TPO receptors (c-Mpl) and reconcile 



the reciprocal relationship between platelet count and circulating plasma TPO 
concentrations [43].

3.2.3 PHARMACOKINETIC DATA ANALYSIS

The primary objective of pharmacokinetic data analysis is to characterize quanti-
tatively the drug disposition processes discussed in Section 3.2.2. Suffi cient knowl-
edge of the preclinical pharmacokinetics of macromolecules, which can only be 
obtained via mathematical formalisms, may be used to anticipate relevant pharma-
cokinetic properties in humans (Section 3.2.4), thereby serving to guide dose selec-
tion in subsequent clinical trials. The two most commonly used methods for 
characterizing pharmacokinetic data are noncompartmental analysis and compart-
mental modeling. Basic assumptions and techniques are presented in this section 
and are placed within the context of biotechnology pharmaceuticals, which may 
provide guidance for selecting the most appropriate and desirable method for a 
given dataset. It is important to recognize that no method of data analysis can offset 
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shortcomings in experimental designs and assays, and that careful consideration of 
such details is a sine qua non in pharmacokinetics [44].

3.2.3.1 Noncompartmental Analysis

Intravenous Drug Disposition. The estimation of primary pharmacokinetic 
parameters using noncompartmental analysis is based on statistical moment theory 
[45, 46]. The relationships defi ned by this theory are valid under the assumption 
that the system is linear and time-invariant. For simplicity, we further assume that 
drug is irreversibly removed only from a single accessible pool (e.g., plasma space). 
Regardless of the route of administration, the temporal profi le of plasma drug 
concentrations, Cp(t), can represent a statistical distribution curve. As such, the 
zeroth and fi rst statistical moments (M0 and M1) are defi ned as:

M C t dt AUCp0
0

= ( ) =
∞

∫  (3.2-1)

M t C t dt AUMCp1
0

= ⋅ ( ) =
∞

∫  (3.2-2)

where AUC and AUMC are the so-called area under the plasma concentration-time 
curve and area under the fi rst-moment curve. Several methods have been described 
for estimating the values of these moments, some of which will be presented in this 
section, and may be used to calculate relevant pharmacokinetic parameters.

Under linear conditions, the time-course of plasma drug concentrations follow-
ing a single IV bolus dose can be characterized by a sum of exponentials:

C t C ep i
ti( ) = ⋅∑ − ⋅λ  (3.2-3)

where the coeffi cients (Ci) and exponentials (λi) may be obtained via curve-
stripping, or more appropriately, from curve-fi tting using nonlinear regression 
analysis. One advantage of fi tting Equation (3.2-3) to pharmacokinetic data is the 
relative simplicity in calculating AUC and AUMC values [47]:

AUC Ci i= ∑ / λ  (3.2-4)

AUMC Ci i= ∑ / λ2  (3.2-5)

Primary pharmacokinetic parameters such as total systemic clearance (CL) and 
the volume of distribution at steady state (Vss) can be defi ned as:

CL D AUCiv= /  (3.2-6)

and

V
D AUMC

AUC
CL MRTss

iv
iv=

⋅
= ⋅

2
 (3.2-7)



where Div represents the IV bolus dose and MRTiv, or mean residence time, is the 
average time a drug molecule resides in the system before being irreversibly 
removed. Also, the central volume of distribution (Vc) can be calculated as:

V D Cc iv i= ∑  (3.2-8)

Additional advantages to resolving AUC and AUMC from curve-fi tting the sums 
of exponentials are the stability of the estimates and that nonlinear regression 
procedures provide measures of error about the pharmacokinetic parameter 
estimates.

Peptide and protein drugs requiring an IV route of administration may also be 
given as a constant rate infusion. Pharmacokinetic data from experiments designed 
to achieve a steady-state plasma concentration (Css) allow for the direct calculation 
of drug clearance according to the equation:

CL k Css= 0 /  (3.2-9)

where k0 is the constant zero-order rate of drug infusion. The steady-state volume 
of distribution can be obtained from:

V
k T CL AUC

C
ss

T

ss

=
⋅ − ⋅0 0  (3.2-10)

where T is the duration of the IV infusion. For short-term constant rate infusions, 
when plasma concentrations do not attain Css, Equation (3.2-6) is valid for calculat-
ing clearance by substituting k0 ⋅T for Div. Moment analysis also may be used to 
generate Vss under these conditions from the equation:

V
k T AUMC

AUC
k T

AUC
ss =

⋅ ⋅
−

⋅
⋅

0
2

0
2

2
 (3.2-11)

Extravascular Drug Disposition. In general, peptide and protein drugs exhibit 
poor systemic bioavailability following oral administration owing primarily to 
gastrointestinal enzymatic degradation. On the other hand, IV drug administration 
may not result in a desirable time-course of drug exposure and certainly lacks 
appeal for patients requiring chronic therapy. One of the most common routes of 
extravascular peptide and protein drug administration is subcutaneous injection, 
with additional routes, such as inhalation, intranasal, and transdermal delivery 
representing the targets of current investigation [48].

The time-course of plasma drug concentrations following extravascular admin-
istration is often irregular, and simple analytical solutions for calculating AUC and 
AUMC, such as Equations (3.2-4) and (3.2-5), are not readily available. For these 
cases, numerical integration methods may be used to evaluate the integrals in 
Equations (3.2-1) and (3.2-2), such that:

AUC C t dt
C

p

t p

z

= ( ) +∫ 0

* *

λ
 (3.2-12)
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and

AUMC t C t dt
t C C

p

t p

z

p

z

= ⋅ ( ) +
⋅

+∫ 0 2

* * * *

λ λ
 (3.2-13)

where C*p and t* are the last observed plasma concentration and time values, 
respectively, λz is the terminal slope of the curve, and the quotients provide esti-
mates of the area extrapolating from t* to infi nity. The trapezoidal and log-
trapezoidal rules are the most common methods for numerically evaluating the 
integrals in Equations (3.2-12) and (3.2-13) [49]. The trapezoidal rule for calculat-
ing the area under a curve within an interval ti and ti−1 is given as:

y dy y y t ti i i i
i

i
⋅ = ⋅ +( ) −( )[ ]− −

−∫ 0 5 1 1
1

.  (3.2-14)

where y is Cp(t) for AUC and t ⋅Cp(t) for AUMC. For the log-trapezoidal rule, the 
equation is:

y dy
y
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i i i i
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i
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⎞
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− −
−∫

1

1

1 1
1

ln
 (3.2-15)

The cumulative sum of the interval areas thus provides an estimate of the AUC 
and AUMC from time zero to t*. Yu and Tse have evaluated the performance of 
several numerical integration algorithms for calculating AUC [49]. In practice, it is 
most common to employ the trapezoidal rule for ascending (yi > yi−1) and plateau 
(yi ≈ yi−1) regions of the curve and the log-trapezoidal rule when measured values 
are decreasing (yi < yi−1). Such an approach is used for noncompartmental analysis 
in the computer program WinNonlin (Pharsight, Mountain View, CA), a nonlinear 
regression analysis program specifi cally designed for pharmacokinetic and phar-
macodynamic data analysis.

The noncompartmental analysis of pharmacokinetic data after extra vascular 
drug administration, when coupled with that of IV dosing, can yield additional 
relevant pharmacokinetic parameters, particularly regarding absorption processes. 
For example, the systemic availability (F), which represents the net fraction of the 
drug dose reaching the systemic circulation after extravascular administration, is 
defi ned as:

F
D AUC
D AUC

iv ev

ev iv

=
⋅
⋅

 (3.2-16)

where catabolism at the extravascular site of administration and other processes 
may result in incomplete drug absorption. Also, the mean absorption time (MAT), 
or the average time a drug molecule remains unabsorbed, can be calculated from 
the relationship:

MAT MRT MRTev iv= −  (3.2-17)



where the mean residence times derive from the ratios of AUMC and AUC [e.g., 
Equation (3.2-7)].

Overall, the relative simplicity of noncompartmental analysis, as compared with 
the methodological challenges of developing and validating structural mathemati-
cal models [50], forms the basis for it being the most common method for ascertain-
ing the major pharmacokinetic properties of drugs. It is beyond the scope of this 
chapter to contrast the merits of these two methods, and the reader is referred to 
more complete treatments and the references therein [44, 51]. However, as dis-
cussed in Section 3.2.2, various pharmacokinetic processes of many peptide and 
protein pharmaceuticals are inherently nonlinear, which violate the fundamental 
assumptions of linearity and time-invariance in statistical moment analysis. For 
such compounds, the construction of mechanism-based mathematical models is 
required and essential for characterizing the in vivo pharmacokinetics of the drug 
(Section 3.2.3.2). In any event, noncompartmental analysis represents a highly 
useful starting point for any pharmacokinetic data analysis [44]. For simple linear 
systems, this technique may be suffi cient for calculating primary pharmacokinetic 
parameters from preclinical experiments and anticipating dose-concentration rela-
tionships in humans (Section 3.2.4.1). Additionally, moment analysis of plasma 
concentration-time profi les resulting from a suitable range of dose levels may be 
used initially to identify whether nonlinearities exist, such as disproportionate AUC 
values (relative to dose) indicating dose-dependent clearance or bioavailability, 
thus necessitating the implementation of more sophisticated methods of pharma-
cokinetic systems analysis.

3.2.3.2 Pharmacokinetic Models

Compartmental modeling involves the specifi cation of a structural mathematical 
model (commonly using either explicit or ordinary differential equations) and 
system parameters are estimated from fi tting the model to pharmacokinetic data 
via nonlinear regression analysis or population mixed effects modeling. The meth-
odological issues involved in the development, application, and interpretation of 
pharmacokinetic models are beyond the scope of this chapter and are discussed in 
detail elsewhere [50, 52]. The most popular structural model applied to macro-
molecule pharmacokinetic data is the open two-compartment model shown in 
Figure 3.2-3. This system is described, in general, by the following differential 
equations:

dA

dt
Input

V
CL
V

CL
V

A
CL

V
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c c

D

c
p

D

t
t= − +⎛

⎝⎜
⎞
⎠⎟ ⋅ + ⋅  (3.2-18)

dA
dt

CL
V

A
CL

V
At D

c
p

D

t
t= ⋅ − ⋅  (3.2-19)

where Ai represents the amount of drug in the plasma (i = p) or tissue (i = t) com-
partments, Input represents a function describing the appearance of drug based on 
the route of drug administration, CLD is the distributional clearance between com-
partments, and Vt is the volume of the second or tissue compartment. Plasma drug 
concentrations are thus specifi ed as Cp = Ap/Vc.
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The drug input function in Equation (3.2-18) will depend on the experimental 
design and several common functions are listed in Table 3.2-1. For rapid IV injec-
tion, the input function is set equal to zero and the dose (D) is refl ected in the 
initial condition for Equation (3.2-18) [Ap(0) = D]. A constant rate IV infusion also 
is easily handled by setting Input equal to the zero-order infusion rate (K0) for time 

Ap
Vc

Input

At
Vt

CLD

CL

Figure 3.2-3. Schematic of a two-compartment mammillary model commonly used to 
characterize macromolecule pharmacokinetics. Drug input and elimination (CL) occur to 
and from a central compartment (Ap) and may distribute (CLD) to a peripheral site (At, Vt). 
Plasma drug concentrations refl ect the amount in the central compartment relative the 
volume of distribution of that site (Vc).

TABLE 3.2-1. Input Functions for Specifi c Pharmacokinetic Applications

D, dose; F, bioavailability; fr, fraction of dose undergoing fi rst-order input in a dual 
absorption model; K0, zero-order input rate; ka and k ′a, fi rst-order absorption rate 
constants; MAT, mean absorption time; NV2, normalized variance of Gaussian density 
function, t, nominal time; tlag, duration of time-lag; τ, duration of rapid input in dual 
absorption model; Tinf, duration of zero-order IV infusion; T, modulus time.

Condition Input Function Equation

Rapid intravenous  0  —
 injection
Intravenous  K0 t ≤ Tinf —
 infusion 0 t > Tinf

Linear fi rst-order  0 t ≤ tlag 3.2-20
 absorption with  F ⋅D ⋅ka ⋅e[−ka ⋅ (t − tlag)] t > tlag

 a time-lag

Two consecutive F D
k k
k k

e k t e k ta a

a a
a a⋅ ⋅

⋅
⋅ − ⋅( ) − − ⋅( )[ ]′

′ −
′

( )
 3.2-21

 fi rst-order processes
Rapid zero-order input  F ⋅D ⋅ (1 − fr)/τ t ≤ τ 3.2-22
 followed by linear  F ⋅D ⋅ fr ⋅ka ⋅e[−ka ⋅ (t − τ)] t > τ 3.2-23
 fi rst-order absorption

Inverse Gaussian F D
MAT
NV T

e
T MAT
NV MAT T

⋅ ⋅
⋅ ⋅

⋅ −
−( )

⋅ ⋅ ⋅
⎡

⎣
⎢

⎤

⎦
⎥2 22 3

2

2π
 3.2-24



(t) less than or equal to the infusion time (Tinf), otherwise Input = 0. The remaining 
equations in Table 3.2-1 typically are used to describe extravascular drug admin-
istration. The simplest function [Equation (3.2-20)] assumes a linear fi rst-order 
absorption process (ka) from an extravascular site following a short time-lag (tlag). 
If a time-lag is not observed, tlag may be set to zero, resulting in a simple linear 
absorption model, as exemplifi ed in a pharmacokinetic model for recombinant 
human growth hormone following SC dosing in monkeys [53]. As mentioned in the 
previous section, IV pharmacokinetic data must be analyzed simultaneously with 
SC data to estimate drug bioavailability (F).

Owing to the complexities of drug absorption from extravascular sites (see 
Section 3.2.2.1), peptide and protein drugs may require an additional delay com-
partment [Equation (3.2-21)] comprising two consecutive fi rst-order processes [54, 
55], which may be accompanied by an initial rapid input of a fraction of the dose 
as defi ned by Equations (3.2-22) and (3.2-23). Such a dual absorption model was 
used to describe the input of recombinant erythro poietin after SC administration 
in monkeys [56]. Interestingly, the bioavailability was shown to be dose-dependent 
and ranged from 0.268 to 1.0, increasing with increased dose level. This property 
may be caused by saturation of catabolism at the site of drug administration; 
however, further research is needed to elucidate the specifi c processes involved 
in drug disposition following extravascular dosing. Many other complex functions 
are available, such as an inverse Gaussian model [Equation (3.2-24)], which 
may be sub stituted into pharmacokinetic models to describe the absorption of 
macromolecules.

The clearance of several macromolecules may be characterized using simple 
linear fi rst-order elimination as shown in Equation (3.2-18) [53, 57], but may depend 
on the animal species and range of dose levels being evaluated. In contrast, many 
peptide and protein drugs demonstrate saturable or capacity-limited clearance, and 
CL in Equation (3.2-18) may be defi ned with a concentration-dependent function, 
such as:

CL
V V

K V A
CLc

m c p
ns=

⋅
⋅ +

+max  (3.2-25)

where Vmax and Km are the traditional Michaelis–Menten parameters and CLns rep-
resents a linear nonsaturable clearance pathway. The nonlinear Michaelis–Menten 
function [quotient in Equation (3.2-25)] may be specifi ed alone [56] or in parallel 
with CLns [58, 59]. Thus, at high plasma drug concentrations (i.e., Cp >> Km), the 
saturable clearance function approaches a limiting value (Vmax), and at relatively 
low concentrations will represent a fi rst-order elimination rate (Vmax/Km).

Receptor-mediated clearance is an example of target-mediated drug disposition 
(TMDD), where binding of a compound to a pharmacological target (e.g., enzyme, 
receptor, or other proteins) infl uences the pharmacokinetics of the drug [60]. Such 
systems often exhibit a dose-dependent decrease in the apparent volume of distri-
bution (approaching a limiting value). The general pharmacological expectations 
of TMDD and techniques for characterizing this phenomenon have been reviewed 
recently [61]. A general pharmacokinetic model of TMDD has been described [62], 
and the operative equations defi ning the rate of change of plasma drug concentra-
tions typically include:
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dC

dt
k R C k RCp

on f p off= − ⋅ ⋅ + ⋅  (3.2-26)

dRC
dt

k R C k k RCon f p off= ⋅ ⋅ − +( )⋅int  (3.2-27)

where kon and koff are second- and fi rst-order rates of association and dissociation, 
Rf and RC represent free and bound receptor (or pharmacological target) concen-
trations, and kint is a fi rst-order internalization rate constant of RC. Under certain 
conditions, the total receptor concentration (Rtot) may be assumed to be time-
invariant [11, 62], and thus Rf = Rtot − RC. Therefore, at high drug concentrations, 
RC → Rtot and effectively limits the distribution and elimination of drug from the 
central compartment. This approach has been used to characterize the complex 
nonlinear pharmacokinetics and pharmacodynamics of IFN-β 1a in monkeys [54]. 
Alternatively, an additional equation may be introduced that describes the rate of 
change of Rf directly [55]. Also, an equilibrium solution to the general TMDD 
model is available, where the drug-binding microconstants (kon and koff), which are 
often diffi cult to estimate from routine pharmacokinetic data, are replaced with an 
equilibrium dissociation constant (KD = koff /kon) [63].

3.2.4 PREDICTING MACROMOLECULE PHARMACOKINETICS 
IN HUMANS

One of the major goals of preclinical pharmacokinetics is to obtain relevant infor-
mation on the in vivo disposition of drugs early in the drug development process 
and to apply such knowledge to anticipate probable pharmacokinetic properties in 
humans for initial dose selection in phase I clinical trials. Allometric scaling and 
physiologically based pharmacokinetic (PBPK) models are the most popular tech-
niques for predicting pharmacokinetic properties of drugs in one species from data 
collected in one or more other species. Although these methods have been applied 
to small-molecular-weight compounds for decades with variable and often limited 
success, it is hypothesized that these techniques are more accurate for peptide and 
protein drugs owing to the relative species conservation of mechanisms that control 
the biodistribution and elimination of such compounds [64, 65].

3.2.4.1 Allometric Scaling

Many physiological processes and organ sizes scale across species according to the 
well-known power-law relationship or allometric equation [66]:

Y a W b= ⋅  (3.2-28)

where Y is a physiological parameter of interest, W represents body weight, and a
and b are the allometric coeffi cient and exponent. The linearized form of Equation 
(3.2-28) is obtained by taking its logorithm:

log log logY a b W= + ⋅  (3.2-29)



where log a and b represent the intercept and slope of the physiological data pre-
sented on a log-log plot. The units of a will depend on the units of Y and W, and 
its absolute value will depend on the specifi c property of interest. In contrast, b is 
a unitless parameter characterizing the rate of change of Y with respect to W.
According to the power-law relationship, Y may increase more rapidly than W
(b > 1), less rapidly than W (0 < b < 1), or be directly proportional (b = 1). For rates 
of metabolism and clearance processes, the allometric exponent tends to be around 
0.75, whereas organ sizes or physiological volumes tend to be proportional to body 
weight [66]. Physiological times or the duration of physiological events (e.g., heart-
beat and breath duration, lifespan, or turnover times of endogenous substances or 
processes) scale across species with b values around 0.25 [66, 67]. These inter-
species relationships appear to manifest from the fractal nature of biological 
systems [68, 69].

Retrospective analysis suggests that primary pharmacokinetic parameters of 
many small synthetic molecules scale across species according to allometric prin-
ciples, primarily refl ecting the physiological processes controlling such character-
istics [67, 70]. However, the use of allometric scaling for prospective predictions of 
human pharmacokinetic parameters and dose selection of these compounds is 
controversial and is the topic of considerable debate [71, 72]. In addition, several 
correction factors and techniques have been suggested for improving the prediction 
of drug clearance in humans from preclinical values [73, 74]. Few studies have been 
conducted that specifi cally address the role of parameter uncertainty and species 
selection; however, those that have been reported suggest careful study designs and 
caution for prospective allometric scaling predictions [75, 76]. Research directed 
toward improving the understanding of interspecies pharmacokinetic relationships 
is likely to continue and necessary for resolving key methodological issues.

Notwithstanding concerns associated with prospective allometric scaling, 
primary pharmacokinetic parameters of select macromolecules appear to follow 
allometric relationships [65, 77–81], possibly resulting from a conser vation of 
processes controlling peptide and protein disposition [64, 65]. Mahmood 
reviewed the prediction of total clearance of 15 therapeutic proteins from inter-
species scaling, confi rming the need for a suitable number of animals and that 
simple allometry may be used for most proteins [82]. As an example, Figure 3.2-4 
shows log-log plots of total systemic clearance and the volume of distribution at 
steady state for interferon-α in mice, rats, rabbits, dogs, monkeys, and humans [78]. 
The lines of regression were generated without considering human values and the 
relationships were as follows: CL = 3.7W 0.71 (r2 = 0.98) and Vss = 0.2W 0.94 (r2 = 0.99). 
Typical values in man (open symbols) were slightly underestimated using these 
equations, and Lave et al. suggest that transformations of plasma concentration-
time profi les make more use of preclinical data and may provide improved predic-
tions of human pharmacokinetic parameters [78]. Building on this concept, Cosson 
et al. described a method of fi tting preclinical pharmacokinetic profi les and esti-
mating allometric relationships simultaneously using a population mixed effects 
modeling technique [83]. Such an approach has been applied to characterize the 
interspecies pharmacokinetic relationships of pegylated human erythropoietin 
[84]. The fi nal model was used to predict typical pharmacokinetic parameters in 
humans, as well as to simulate expected concentration-time profi les from IV and 
SC administration.
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Despite successful applications of interspecies scaling to macromolecule phar-
macokinetics, potential complicating factors exist, the most signifi cant of which 
relate to saturable or dose-dependent pharmacokinetic processes. As discussed in 
Section 3.2.2, nonlinear behavior may manifest from several sources including 
receptor capacity and binding kinetics, macromolecule physico-chemical proper-
ties, and major mechanisms of peptide and protein transport and elimination. Thus, 
evidence of nonlinear pharmacokinetics in preclinical experiments would raise 
concerns as to the utility of allometric scaling for predicting such properties in 
humans. It remains to be determined whether a combination of in vivo preclinical 
data, compartmental modeling, and in vitro uptake studies might reliably anticipate 
macromolecule pharmacokinetics in humans under such nonlinear conditions 
[85].
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Figure 3.2-4. Interspecies scaling of total systemic clearance (CL; top panel) and steady-
state volume of distribution (Vss; bottom panel) of interferon-α as a function of total body 
weight. Species include mouse (�), rat (�), rabbit (�), African green monkey (�), dog (�), 
and human (�). Human values were not included in the line of regression, and data were 
obtained from Lave et al. [78].



3.2.4.2 Physiologically Based Pharmacokinetic Modeling

Classic pharmacokinetic modeling attempts to characterize drug disposition with 
systems comprised of a relatively small number of compartments (see Section 
3.2.3.2). In contrast, PBPK models seek to mimic physiological pathways and pro-
cesses controlling the time-course of plasma drug concentrations and represent the 
state-of-the-art in advanced pharmacokinetic systems analysis. As Dedrick has 
noted, “Physiologic modeling enables us to examine the joint effect of a number of 
complex inter-related processes and assess the relative signifi cance of each” [86]. 
Basic concepts of PBPK modeling and applications to macromolecule pharmaco-
kinetics are described in this section, and several reviews may be consulted for 
further details regarding the specifi cation, implementation, and evaluation of PBPK 
models [87, 88].

The compartments in PBPK models represent organs and tissues of interest and 
are arranged and connected according to anatomical and physiological relation-
ships (Fig. 3.2-5). Most PBPK models contain principal components, such as arte-
rial and venous blood pools, liver, and kidney, along with additional tissues 
depending on its role in specifi c disposition processes (e.g., absorption, transport, 
and elimination), whether it represents a potential site of action (biophase) or is 
likely to account for a signifi cant proportion of the administered dose [88]. A series 
of mass-balance equations are specifi ed that defi ne the time-course of drug con-
centrations within each compartment. In the simplest case, it is assumed that mass 
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transfer is blood-fl ow or perfusion-rate limited and compartments are well-stirred 
spaces. Under this assumption, the rate of change of drug concentration (C) in a 
noneliminating tissue (T) may be described by the following ordinary differential 
equation:

V dC dt Q C C KT T T A T pT⋅ = ⋅ −( )/ /  (3.2-30)

where V and Q represent the volume and blood fl ow associated with a particular 
tissue, Kp is the tissue:plasma partition coeffi cient, and CA is arterial drug concentra-
tion. Drug elimination (via excretion or metabolism) in speci fi c organs often is 
described using a fi rst-order approximation or a Michaelis–Menten function, sepa-
rately or in parallel [Equation (3.2-25)]. Physiological parameters (e.g., V and Q)
are frequently fi xed to experimentally-measured values or literature-reported esti-
mates [89, 90]; however, these terms have also been estimated during model fi tting 
with a Maximum a Posteriori Bayesian method [91]. Several in vitro and in vivo 
experimental methods have been described for determining drug-specifi c para-
meters [92, 93]. Again, most contemporary applications of PBPK modeling involve 
estimating such terms from fi tting the model to pharmacokinetic data.

Sugiyama and Hanano constructed a simple “minimal” PBPK model, consisting 
of plasma, liver, and kidney compartments, to evaluate the role of receptor-
mediated clearance in the overall disposition of epidermal growth factor (EGF) in 
rats [11]. A remainder compartment was included to account for the rest of the body 
of the animal. The kinetics of the liver compartment incorporated receptor turnover 
processes (i.e., synthesis and degradation), binding of drug to free cell-surface 
receptors, and internalization of the drug-receptor complex (endocytosis and deg-
radation). Computer simulations were conducted to evaluate this model, revealing 
that nonlinear kinetics of EGF may result from capacity limitation produced by 
either a saturation of free receptors or dose-dependent receptor downregulation.

The simple assumptions that constitute blood-fl ow-limited PBPK models often 
are inadequate for characterizing the pharmacokinetics of macro molecules. Instead, 
a membrane- or permeability-rate-limited model is more common, where it is 
assumed that mass transfer across the cell membrane is rate-limiting. For these 
models, organ compartments are subdivided into at least two well-stirred spaces 
representing vascular (CT,V) and extravascular (CT,EV) compartments. Such a system 
might be described by the following equations for a noneliminating tissue:

V dC dt Q C C f PS C C KT V T V T A T V uB T T V T EV pT, , , , ,/ /= ⋅ −( ) − ⋅ ⋅ −( )  (3.2-31)

V dC dt f PS C C KT EV T EV uB T T V T EV pT, , , ,/ /= ⋅ ⋅ −( )  (3.2-32)

where fuB is the free fraction in blood and PST is the permeability surface area 
product. Examples of membrane-limited models developed for protein molecules 
include β-endorphin, a 31 amino acid straight-chain polypeptide [94], and ISIS 
1082, a 21-mer phosphorothioate oligonucleotide [95].

Monoclonal antibodies represent a diverse group of therapeutic proteins typically 
presenting with complex pharmacokinetic properties [10]. For these compounds, 
more comprehensive, mechanism-based PBPK models have been described [96, 97]. 
Baxter et al. developed and evaluated a bifunctional antibody PBPK model in mice 
and scaled the model to predict its pharmacokinetics in humans [96]. A membrane-
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limited model was used; however, additional equations were required to describe up 
to nine molecular species in each tissue (resulting from specifi c and nonspecifi c 
binding), and mass transport across the membrane included convective and diffu-
sive components (so-called two-pore system). The latter model, by Friedrich et al., 
further incorporated lymphatic circulation and identifi ed critical properties requir-
ing optimization for this treatment modality to be successful [97].

Although the PBPK approach has existed for several decades, reports of its use 
in characterizing macromolecule pharmacokinetics have been relatively sparse. 
The technological requirements for PBPK modeling are often seen as formidable; 
however, advances in computer hardware and software are bringing this methodol-
ogy within common reach. The signifi cant potential for scaling preclinical models 
to anticipate human pharmacokinetics in various relevant tissues (including target 
sites) represents a strategic advantage of PBPK modeling in drug development. 
Furthermore, this systems approach provides a means of understanding the phar-
macological implications of the complexities associated with the disposition of 
macromolecules.

3.2.5 CONCLUSIONS

The pharmacokinetic properties of biotechnology pharmaceuticals are complex 
relative to small-molecule drugs, and preclinical studies are critical to the discovery 
and development of these therapeutic agents [98]. Understanding the mechanisms 
and implications of in vivo disposition of macromolecules provides a means for 
investigating and designing novel drug candidates and delivery systems to optimize 
exposure-response relationships or therapeutic effi cacy. Mathematical modeling of 
preclinical pharmacokinetic data is necessary for characterizing such properties, 
and techniques like allometric scaling and PBPK modeling may be used to antici-
pate human pharmacokinetics under certain conditions. The utility of these 
approaches may be further enhanced by coupling pharmacokinetic data with mech-
anism-based pharmacodynamic modeling of biomarkers and surrogates of drug 
effects [8, 99, 100].
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3.3.1 INTRODUCTION

The advent of molecular biology and genetics has identifi ed numerous biotechnol-
ogy-derived macromolecular drugs as potential targets for development. The factors 
required for the development of this new class of drugs are, however, signifi cantly 
different from those required for conventional drug compounds with molecular 
weight less than 1 kDa or so [1, 2]. Efforts directed toward the delivery of small 



280 STRATEGIES FOR THE CYTOSOLIC DELIVERY OF MACROMOLECULES

molecules have largely sought a compromise between two major factors, i.e., 
aqueous solubility and membrane partition properties. On the other hand, not only 
does the primary structure of proteins and genes require protection from enzymatic 
degradation but also higher order structures from denaturation [3]. In addition, for 
many macromolecules with therapeutic potential, be it peptide or protein-based 
drugs or nucleic acid-based drugs such as antisense oligonucleotides, ribozymes, 
siRNA, aptamers, and plasmid DNA, delivery to the cytosol becomes a necessary, 
if not suffi cient, condition for their full pharmacological activity. For example, 
antisense oligomers or siRNA, which are extensively sequestered in endosomes 
after cellular uptake, require cytosolic delivery to bind ribosomal mRNA/nuclear 
pre-mRNA in order to inhibit protein translation or correct splicing [4–6]. As a 
result, several strategies to promote the cytosolic delivery of macromolecular thera-
peutics have been developed over the past few years. We have classifi ed these 
diverse strategies into (1) those that exploit the biochemical aspects of the endo-
somal lumen to promote endosome-to-cytosol transfer and (2) approaches that 
bypass the endocytic pathway by facilitating direct transport of macromolecules 
across the plasma membrane.

3.3.2 ENDOSOME-TO-CYTOSOL TRANSFER

The plasma membrane is a mosaic network of lipids and proteins decorated with 
complex carbohydrates. This 5–10-nm-thick lipid bilayer is burdened with the dual 
role of serving as a barrier to external agents, while regulating the entry of nutrients 
into the cell. Conventional small molecules, such as amino acids, sugars, and ions, 
generally traverse the plasma membrane through a con-certed function of integral 
membrane protein carriers or channels. However, macromolecules, by virtue of their 
polarity and large hydrodynamic diameter, are taken up in membrane-bound vesicles 
derived by the invagination and pinching-off of sections of the plasma membrane in 
a process termed endocytosis. Endocytosis can occur via multiple mechanisms that 
can be broadly classifi ed into (1) phagocytosis or the uptake of large particles and (2) 
pinocytosis or the uptake of fl uid and solutes. Phagocytosis is typically restricted to 
specialized mammalian cells, such as macrophages and other antigen presenting 
cells, whereas pinocytosis occurs in all cells by at least four known mechanisms: 
macropinocytosis, clathrin-mediated endocytosis, caveolae-mediated endocytosis, 
and clathrin- and caveolae-independent endocytosis [7].

Internalization of macromolecules and a variety of pathogens via caveolae is 
another endocytic mechanism alternative to the clathrin-mediated process. Origi-
nally discovered in the 1950s, caveolae are uncoated, 50–100-nm fl ask-shaped 
invaginations of the plasma membrane. The process shares several similarities with 
clathrin-mediated typical endocytosis in that docking and fusion proteins involved 
in the latter are also found in caveolae. However, an important difference, espe-
cially from the perspective of delivery of intact therapeutic macromolecules, is the 
fi nding that the resulting “caveosomes” can avoid the degradative route to lyso-
somes [8]. Mechanistic aspects of such diverse and highly regulated endocytic 
pathways are beyond the scope of this review and discussed elsewhere. Neverthe-
less, three biochemical traits of endocytic vesicles or endosomes are particularly 
relevant in the context of macromolecular drug delivery.



First and foremost, it is well documented that the endosomal compartments 
maintain an acidic internal pH ranging from pH 5.5 to 6.5 and seem to mature or 
fuse with lysosomes, which maintain a lower pH (∼5.0 to 5.5). This is vital for 
sorting of ligand-receptor complexes and the activation of hydrolytic enzymes such 
as cathepsins. Although the H+-ATPase pumps protons into the endosome, the 
Na+ /K+-ATPase acts to limit proton pumping into the endosomal compartment. In 
its normal orientation, the pump generates a positive interior membrane potential 
by pumping three Na+ ions into the endosome for every two K+ ions pumped out, 
thereby regulating the proton-translocating activity of the membrane bound H+-
ATPase. Evidence supporting these events has been provided by the treatment of 
isolated endosomes with inhibitors of Na+ /K+-ATPase such as ouabain, which 
causes a fall in the pH within the endosomal compartments. Lysosomes, on the 
other hand, seem to lack Na+ /K+-ATPase, and their luminal acidifi cation is mainly 
regulated by H+-ATPases.

Second, of several proteases that are known to participate in peptide/protein 
hydrolysis, the cysteine and aspartic proteases, also known as cathepsins, constitute 
a majority of the endosomal/lysosomal proteolytic machinery. These enzymes are 
often synthesized in an inactive form requiring excision of the pro-domain facili-
tated by other proteases or autocatalytic mechanisms activated by acidic pH. 
Cathepsins seem to have originally evolved to catabolize both internalized and 
endogenous proteins crucial for cellular homeo stasis, autophagy, apoptosis, and 
antigen presentation. The optimal pH range for enzymatic activity of cathepsins 
ranges from 5.0 to 6.5, as is the case with endosomes/lysosomes.

Last, several redox pathways are thought to function within endosomes and lyso-
somes, although the exact mechanism(s) of disulfi de reduction within the endo-
somal lumen are not well understood. Primary evidence stems from antigen 
processing within the endocytic pathway, which involves partial denaturation of 
internalized proteins facilitated in part by the acidic pH. Disulfi de bonds, however, 
are not susceptible to lysosomal proteolysis and remain chemically stable at acidic 
pH. Disulfi de reduction within endosomes/lysosomes has been attributed to active 
transport of cysteine (free thiol form) into lysosomes and redox enzymes such as γ-
Interferon-inducible lysosomal thiol reductase (GILT) that function at an acidic pH 
optimum [9]. However, a recent report disputes the long-held view that endosomes 
and lysosomes are reductive environment. Rather, the experimental data support 
that they may exhibit an oxidizing environment suggesting that disulfi de-based 
systems may function via a nonreductive mechanism or that they may be reduced in 
the cytosol after discharged from the endosome [10]. Overall, strategies for the 
endosome-to-cytosol transfer of macromolecular drugs can broadly be classifi ed on 
the basis of the three aforementioned characteristics of the endosomal lumen, 
namely, acidic pH, proteolytic activity of cathepsins, and disulfi de bond reduction.

3.3.2.1 pH-Sensitive Drug Carriers

Viruses have evolved proteins that perturb the host cell membrane by fusion. Stem-
ming from this knowledge is the creation and use of pH-dependent fusogenic pep-
tides. For example, diINF-7 is one such peptide that resembles the amino-terminal 
domain of the infl uenza virus hemagglutinin HA-2 subunit. At an endosomal pH 
of 5.0, the peptide undergoes a conformational change allowing it to penetrate 
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deeper into the endosomal membrane resulting in membrane destabilization [11]. 
The pH-sensitive behavior of viral peptides and bacterial proteins originates from 
that of weak acids with pKa values in the range of 4.5 to 7.0, primarily Glu residues 
with a pKa of approximately 5.0. Thus, the pH-dependent membrane partitioning 
or the partition coeffi cient of weak acids (with elevated membrane-bound pKa 
values) depends critically on the endosomal pH. Although the negatively charged 
side chains of the Glu residues in viral peptides such as INF-7, initially repel each 
other, they collapse into a hydrophobic α-helix due to protonation of the side-chain 
carboxylate ions at a pH close to their pKa. Subsequently, the helical peptide inserts 
itself into the endosomal membrane and leads to fusion or pore formation and 
eventually endosomal release. Based on these principles, Li et al. designed the 
GALA peptide, which consists of repeats of the peptide motif Glu-Ala-Leu-Ala 
and adapts a α-helical conformation at acidic pH [12]. The peptide was subse-
quently found to effi ciently release calcein from phosphatidylcholine liposomes in 
a pH-specifi c manner, presumably via formation of pores or perturbation-mediated 
fl ip-fl op of lipids.

Weak acid-based homopolymers such as poly(Glu) and poly(alkylacrylic acid) 
have been shown to disrupt membranes in a pH-dependent manner [13, 14]. 
Poly(ethylacrylic acid) is thought to form cation-selective aqueous pores in lipid 
bilayers at relatively low concentrations, providing a potential application in pro-
moting endosome-to-cytosol transfer of macromolecules. Mechanistically, the car-
boxylate head groups become neutral at a pH < pKa triggering polymer contact 
with endosomal membranes, resulting in membrane permeabilization. Polycationic 
molecules have been extensively used to promote the cellular delivery of macro-
molecules, due to their potent membrane disruptive, destabilizing, or fusogenic 
activity. A proton gradient such as the one found in endosomes and lysosomes can 
be exploited to protonate weakly basic drug carriers with pKa values between 5.0 
and 7.0. The cationic charge thus generated can induce dramatic changes in the 
physico-chemical properties of the carrier.

Poly(His) was perhaps the fi rst pH-sensitive polymer shown to promote fusion 
between lipid bilayers [15]. The imidazole functionality in the side chain of the His 
residue is protonated at low pH, and it interacts with negatively charged head 
groups of lipids. Although proximity-driven lipid and content mixing is observed 
at lower concentrations, a higher concentration of the polymer causes disruption 
of the bilayer and leakage of contents. Imidazole-containing polymers and their 
endosomolytic properties have received much attention lately, as exemplifi ed by a 
pH-sensitive His-containing peptide analogous to the infl uenza HA-2. Histidylated 
polylysine and gluconic acid modifi ed poly(His) have also been shown to promote 
effi cient gene transfer [16]. Lee et al. constructed a core-shell-type micelle from 
the two block copolymer components poly(L-histidine)-b-poly(ethylene glycol) 
and poly(L-lactic acid)-b-PEG-b-polyHis-biotin and showed that after biotin 
receptor-mediated endocytosis, the micelle exhibited pH-dependent dissociation, 
thus allowing for the release of the model drug doxorubicin to be released in the 
early endosomal pH [17]. Furthermore, the collapsed micellar components could 
subsequently destabilize the endosomal membrane allowing for doxorubicin to 
enter the cytosol.

Polyethyleneimine (PEI) and starburst dendrimers are other examples of pH-
sensitive cationic polymers, which become protonated incrementally over a wide 



pH range [18, 19]. The application of these pH-sensitive cationic polymers to oli-
gonucleotide and gene delivery has been studied extensively. Other examples of the 
use of pH-sensitive materials are hydrogels made of chitosan and copolymers of 
chitosan [20]. These represent a class of polymeric delivery systems used for con-
trolled drug release. Hydrodynamic swelling or shrinking of these gel-like polymers 
at low pH (due to protonation of the polymer side-chain moieties) is thought to 
release the entrapped contents. The proton sponge hypothesis suggests a mecha-
nism by which the polymers such as PEI containing protonatable moieties lead to 
chloride infl ux from the cytosol and subsequent osmosis into the endosome, result-
ing in endosomal swelling and lysis. Endosomal lysis allows the polymer and its 
cargo to be released into the cytosol [21].

Acid-sensitive liposomes have been extensively used to deliver macro molecular 
therapeutics agents. The fi rst example of pH-sensitive liposomes was outlined by 
Yatvin et al. [22]. The mechanism of acid-induced fusion between liposomes com-
posed of DOPE and palmitoylhomocysteine was further established by Connor 
et al. [23]. As outlined in the review by Simões et al. [24], three hypothetical 
mechanisms of cytosolic delivery from liposomes have been proposed: (1) Desta-
bilization of pH-sensitive liposomes destabilizes the endosomal membrane possibly 
through pore formation, (2) destabilization of pH-sensitive liposomes allows cargo 
to diffuse through the endosomal membrane, and (3) liposomal membrane fusion 
with the endosomal membrane (illustrated in Figure 3.3-1). Several pH-sensitive 
lipids have been designed to promote endosome-to-cytosol transfer of macromol-
ecules using liposomal systems. Fusogenic lipids such as oleic acid and cholesteryl 
hemisuccinate contain weak acids as head groups. These lipids, when incorporated 
into liposomes, induce pH-dependent fusion. Wang and Huang demonstrated 
the utility of oleic acid-containing pH-sensitive liposomes in mediating targeted 
delivery of transgenes to lymphoma tumors in vivo [25]. Other examples for weak 
acid-based pH-sensitive lipids include the titratable, double-chain amphiphiles 1,2-
dipalmitoyl-sn-3-succinylglycerol (1,2-DPSG), 1,2-dioleoyl-sn-3-succinylglycerol 
(1,2-DOSG), and 1,3-dipalmitoylsuccinylglycerol (1,3-DPSG) developed by 
Collins et al. [26]. The fusogenicity of these lipids in the liposomal formulation is 
greatly enhanced by the incorporation of dioleoylphosphatidyl ethanolamine 
(DOPE), a neutral fusogenic lipid.
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carriers.
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The neutral dioleoyldimethylaminopropane (DODAP) free base tends to be 
fusogenic; however, protonation of the tertiary amino head group results in a 
bilayer-forming cationic lipid. It has been shown that interaction of the cationic 
lipid head group with anionic membrane-associated moieties such as proteoglycans 
results in a charge neutralization, which in turn, triggers the lamellar-to-hexagonal 
phase transition of such cationic lipid-based carriers. This nonbilayer phase transi-
tion is thought to promote extensive fusion between the liposomal formulation and 
the cellular membrane. Another example of weak base carriers is a series of amphi-
philic imidazole-containing lipids. These lipids have been shown to effi ciently 
promote the delivery of plasmid DNA to the cytoplasm [27]. As observed in the 
case of weak acid lipids, the fusogenic activity of the weak base lipids is potentiated 
by the presence of DOPE, a “helper” lipid that prefers the hexagonal phase above 
a temperature of 10°C.

Chen et al. synthesized a series of acyloxyalkyl imidazole lipids, with membrane-
bound pKa values in the range of 5.0 to 5.5 [28]. It was expected that these mole-
cules, once protonated in the acidic environment of the endosome, would become 
surface active and permeabilize the endosomal membrane. Eventually these lipids 
are degraded by cytosolic esterases into imidazole, formaldehyde, and the corre-
sponding fatty acid. However, a serious limitation that precludes utilization of 
single-tailed, pH-sensitive detergents for the cytosolic delivery of macromolecules 
is their low limit of incorporation in stable liposomal formulations. Limited incor-
poration of detergent molecules resulted in a lack of liposomal collapse that leads 
to minimal endosomal membrane destabilization [29]. However, over-incorpora-
tion of such detergents destabilizes the liposomal membrane and would result in 
premature leakage of entrapped cargo. To address this issue, two Gemini surfac-
tants or “bis-detergents” have been prepared by cross-linking the headgroups of 
single-tailed, tertiary amine detergents through oxyethylene (BD1) or acid-labile 
acetal (BD2) moieties [30]. The ability of BD2-containing liposomes to promote 
effi cient cytosolic delivery of antisense oligonucleotides was confi rmed by (1) their 
diffuse intracellular distribution observed in fl uorescence micrographs, and (2) the 
upregulation of luciferase in an antisense functional assay. The low pH-responsive, 
bis-detergent constructs described herein are suitable for triggered release strate-
gies targeted to acidic intracellular or interstitial environments.

3.3.2.2 Acid-Labile Linkers and Drug Carriers

Acid-labile linkers that are cleaved off in the endosomal milieu have been used in 
conjugating chemotherapeutic agents such as doxorubicin to targeting moieties such 
as folic acid, antibodies, and antibody fragments. Some common examples are 
acid-labile ketals, hydrazones, diorthoesters, and the cis-dicarboxylic acid linkers, 
which undergo intramolecular catalysis at low pH. Additionally, such moieties can 
also be conjugated to carrier molecules such as lipids to create an inactive pro-
carrier. Hydrolysis of the pro-moiety at a low pH activates the carrier, which dis-
rupts, destabilizes, or fuses with the endosomal membrane and subsequently 
promotes the release of entrapped molecules.

Recently, Murthy et al. have synthesized an acid-sensitive microgel material for 
the development of protein-based vaccines. The chemical design of these microgels 
is such that they degrade under the mildly acidic conditions found in the phago-



somes of antigen-presenting cells (APCs). The rapid cleavage of the microgels leads 
to phagosomal disruption through a colloid osmotic mechanism, releasing protein 
antigens into the APC cytoplasm for class I antigen presentation [31, 32]. Other 
examples of such acid-labile hydrogels include poly(orthoester) microspheres [33] 
and poly(ketal) nanoparticles [34] that undergo acid-catalyzed hydrolysis into low-
molecular-weight hydrophilic compounds and release encapsulated therapeutics at 
an accelerated rate in acidic environments.

With respect to lipid-based drug carriers, an attractive approach for triggered 
release is to design cleavable surfactants with uncharged functional groups whose 
hydrolysis is catalyzed by acidic conditions. The chemical principles behind this 
approach have been described in an outstanding review published almost three 
decades ago [35]. For example, Boomer and Thompson reported several mono- and 
diplasmenyl lipids with an acid-sensitive vinyl ether linkage between the headgroup 
and one or both of the hydrocarbon side chains [36]. Upon exposure to low pH or 
photo-oxidation, the vinyl ether side chains are cleaved from the lipids, leading to 
structure defects in the bilayer and the release of liposomal contents. In another 
example, Guo and Szoka used a diorthoester bridge to link PEG to distearoylglyc-
erol. This lipid effi ciently stabilizes DOPE bilayer vesicles at a total lipid concentra-
tion as low as 10%. Release of the PEG by cleavage of the acid-labile diorthoester 
linker disrupts the lamellar organization and promotes the fusogenic lipid confi gu-
ration of DOPE within the endosome. Subsequent fusion with the endosomal 
membrane resulted in cytoplasmic delivery of liposomal contents. These strategies 
have been reviewed extensively by Guo and Szoka [37, 38].

3.3.2.3 Redox/Enzyme-Triggered Drug Carriers

In addition to lower pH, the endosome also exhibits other characteristics that can 
be used in cytosolic delivery. The endosome houses many enzymes, including redox 
enzymes [9], and may exhibit a slightly reductive environment, although the latter 
portion of this statement currently remains a subject of controversy [10]. Using a 
listeriolysin O-protamine conjugate, the reducing potential of the endosome was 
exploited for plasmid DNA delivery into the cytosol [39]. The conjugate contained 
a redox-labile disulfi de bond between the cysteine of listeriolysin O and the poly-
cationic peptide protamine, which could be reduced in the reductive environment 
of the endosome. Upon disulfi de cleavage, listeriolysin O exerted its endosomolytic 
activity, resulting in the cytosolic release of condensed DNA polyplexes.

Liposomes prepared from DOPE and a disulfi de-containing cationic lipid 
showed a greater release of plasmid DNA than a non-disulfi de-containing analog 
[40]. The disulfi de bond of the lipid, 1-2-dioleoyl-sn-glycero-3-succinyl-2-hydroxy-
ethyl disulfi de (DOGSDSO), was shown to be cleaved in the reductive environment 
leading to the destabilization of the liposome-DNA complex (lipoplex) and 
increased transfection activity. A novel set of cationic lipids was designed to confer 
reduction-sensitivity for lipopolyamines [41]. These lipids contain a disulfi de bond 
at different sites on the lipid backbone. Compared with nondegradable lipopoly-
amine analogs, increased transfection effi ciency is observed when inserting the 
disulfi de between one lipid chain and the rest of the molecule. However, loss or a 
substantial decrease in transfection activity occurs when the disulfi de bridge 
is placed in the linker position between the polyamine and the lipid chains. 
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Chittimalla et al. have designed cationic thiol-based detergents [42]. Subsequent 
detergent polymerization by formation of intermolecular disulfi de bonds within the 
condensed plasmid DNA leads to 32-nm-large neutral particles that promote effi -
cient gene delivery.

Enzymatic cleavage of a synthetic peptide-lipid conjugate has been shown to 
trigger liposomal fusion to cellular membranes, thus allowing liposomal cargo to 
be distributed to the cytosol [43, 44]. The conjugate, formed from the covalent 
linkage of dioleoyl phosphatidylethanolamine (DOPE) with an elastase substrate 
N-acetyl-ala-ala-, having no intrinsic fusogenic activity, required cleavage by elas-
tase or proteinase K and subsequent conversion to the fusogenic lipid DOPE. Only 
a few examples of enzymatic triggering have been described here although many 
enzymatic triggers have been studied. A few of these have explored the use of 
alkaline phosphatase [45], matrix metalloproteinases [46], and elastases [47].

3.3.2.4 Caveolae-Mediated Cytosolic Delivery

A variety of lipid-anchored membrane proteins are associated with caveolae that 
exist as a subdomain in a biochemically defi ned glycolipid raft. Not surprisingly, 
the intracellular traffi cking of a given ligand is largely determined by what protein 
in caveolae they bind. It ranges from ultimate transcytosis as often found in endo-
thelial cells, direct discharge to cytosol of folates, or endoplasmic reticulum and 
Golgi as in the case of simian virus 40 and cholera toxin, respectively [48–50]. The 
glycosylphosphatidylinositol (GPI)-anchored folate receptor-α (FR-α) internalizes 
and subsequently discharges 5-methyltetrahydrofolate and other folates directly to 
cytoplasm upon dissociation with FR-α in response to an acidic environment [48]. 
Although clustering of GPI-anchored proteins such as FR-α in lipid raft remains 
controversial [51], the current literature is rich in its application to cellular delivery 
of macromolecules and submicron drug carriers [52, 53]. Another unresolved issue 
is whether chemical modifi cation of α-Glu of folate affects recognition of the con-
jugate by FR-α. A recent study reported no difference in liposomal delivery of 
antisense oligonucleotides when the surface was grafted with α- or γ-modifi ed of 
folic acid [54].

3.3.2.5 Cell-Penetrating Peptides: HIV-TAT

The HIV TAT peptide is a short polybasic peptide sequence derived from the HIV-
1 TAT protein, which plays a critical role in viral replication. The 11 amino acid 
TAT peptide is capable of penetrating cell membranes without causing membrane 
disruption. The TAT peptide was originally thought to enter cells directly at the 
plasma membrane via a nonsaturable, nonenergy-dependent mechanism [55, 56], 
possibly via transient formation of non-bilayer structures during the membrane 
penetration [57]. Recently, however, this picture has changed dramatically to a view 
that CPPs enter cells via saturable, energy-dependent processes involving endocy-
tosis. Some early studies indicating nonendocytic uptake are now believed to refl ect 
fi xation artifacts [58]. Furthermore, cell-surface receptors for TAT protein chime-
ras were identifi ed as being heparan sulfate proteoglycans [59, 60]. Additional 
studies showed that TAT and several other cationic CPPs clearly entered the cell 
by endocytosis, possibly via lipid raft [61, 62], and their release into the cytoplasm 
involves endosome acidifi cation [58, 63–65].



3.3.3 DIRECT CYTOSOLIC DELIVERY ACROSS 
THE PLASMA MEMBRANE

Until recently, strategies for cytosolic delivery of macromolecules have largely been 
formulated by mimicking the cellular entry pathways of viruses and bacteria. 
Among these strategies, most have focused on promoting endosomal escape of 
macromolecules into the cytosol exploiting features such as acidic pH and redox/
enzyme activity within endocytic vesicles. Nevertheless, simpler methods to deliver 
large macromolecules directly across the plasma membrane, while bypassing the 
degradative endocytic pathway, have been pursued. In particular, the seminal dis-
coveries that peptides derived from glycoproteins embedded in the lipid envelope 
of viruses such as HIV and Herpes virus as well as those derived from the home-
odomain of certain transcription factors can directly translocate across the plasma 
membrane of mammalian cells have opened up new avenues in macromolecular 
drug delivery. In general, these “cell-penetrating peptides (CPPs)” are approxi-
mately 30-amino-acid-long amphipathic peptides with a net positive charge [66]. 
The most prominent examples of CPPs are the HIV-TAT, discussed in the previous 
section, penetratins, and synthetic peptides derived thereof. Less-studied examples 
such as the peptides derived from HIV gp41 and the Herpes VP22 are also dis-
cussed (Table 3.3-1).
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TABLE 3.3-1. Examples of Peptide Sequences of Common Cell-Penetrating Peptides

HIV-TAT H2N-GRKKRRQRRRPPQ-CONH2

PENETRATIN H2N-RQIKIWFQNRRMKWKK-CONH2

TRANSPORTAN H2N-GWTLNSAGYLLGKINLKALAALAKISIL-CONH2

SN50 H2N-AAVALLPAVLLALLAP-CONH2

The main application of CPPs is the attachment of biologically active cargo for 
translocation into cells. Conjugating cargo to CPP can be achieved through several 
means. When the cargo is a peptide or protein, CPP and cargo are most often syn-
thesized or expressed in tandem as a fusion protein. Alternatively, a suitable amino 
acid side-chain or bifunctional spacer molecule can be used to couple cargo to 
CPPs through maleimide-thiol, disulfi de, or amine-carboxylate chemistry. Attach-
ment of cargo to CPP can also be achieved via noncovalent bonds, employing for 
instance the interaction between streptavidin and a biotinylated CPP conjugate. 
When chemically conjugated, TAT has been shown to enhance intracellular deliv-
ery of oligonucleotides [67–71], peptides and proteins [72, 73], and particulates [74, 
75]. The strategy has met with moderate success in vivo [76–79]. Several strategies 
involving target proteins fused to the TAT peptide have also been described [80, 
81]. The technology requires the synthesis of a fusion protein, linking the TAT 
transduction domain to the molecule of interest using a bacterial expression vector, 
followed by the purifi cation of this fusion protein under either soluble or denaturing 
conditions. The original 11-residue TAT sequence (47–57) has been extensively 
modifi ed to improved versions of TAT [82], poly-arginine peptides [83, 84], and 
guanidinium-rich peptoids [84].
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3.3.3.1 Cell-Penetrating Peptides: Penetratin and Other Peptides

Penetratins are a class of CPPs derived from transcription factor proteins of Anten-
napedia (a Drosophila homeoprotein). Using site-directed mutagenesis, it was 
discovered that the third helix (amino acids 43–58) of the latter homeodomain was 
necessary and suffi cient for translocation. Structure–function studies of penetratin 
yielded several active and inactive analogs that allowed formulation of the inverted 
micelle internalization model. The cellular internalization of penetratins occurs at 
37°C and 4°C through a nonsaturable mechanism. The demonstration that retro-
inverso penetratin analogs and similar peptides derived from other homeodomains 
are capable of membrane translocation suggests that the number of member 
peptides comprising the penetratin family is high.

Transportans are 27-amino-acid-long chimeric peptides designed and synthe-
sized from other unrelated peptides. The fi rst 13 amino acids are derived from the 
highly conserved amino-terminal part of galanin, whereas the 14-residue C-termi-
nus is derived from the wasp venom peptide toxin, mastoparan. Although the N-
terminus portion is the smallest highly active galanin receptor ligand with agonist 
properties, the C-terminus end is thought to penetrate the cell membrane by creat-
ing transient pores by translocating into the inner leafl et of the membrane bilayer. 
Applications of transportans have been similar to that of HIV-TAT and penetratins 
and have been discussed in detail elsewhere. Morris et al. designed a synthetic CPP 
that contains a hydrophobic domain derived from the HIV fusion protein, gp41, 
and a polycationic sequence derived from the nuclear localization sequence of the 
SV40 T-antigen [85]. The peptide vector exhibits a high affi nity for single- and 
double-stranded DNA in the nanomolar range and has been used for the nuclear 
delivery of oligonucleotides, siRNA, and plasmid DNA. Although unclear, the 
peptide vector seems to facilitate direct cytosolic and nuclear delivery of cargo 
through nonendocytic means.

Elliott and O’Hare demonstrated that the Herpes simplex virus protein VP22 
exhibits the remarkable property of intercellular traffi cking, whereby the protein 
spreads from the cell in which it is synthesized to many surrounding cells [86]. This 
function of VP22 has been exploited to construct fusion proteins similar to afore-
mentioned strategies that retain their ability to spread between cells and accumu-
late in recipient cell nuclei. The extreme C-terminus (residues 267–301) of VP22 is 
thought to be required for membrane translocation. However, further studies by 
Aints et al. indicate that although this region facilitates VP22 transport, a core 
region in the protein (residues 81–195) also contributes to transport activity [87]. 
VP22 has effectively delivered proteins such as GFP, p53, and the SV40 T antigen 
in both actively dividing and terminally differentiated cell lines. It has been suc-
cessfully employed to enhance the effectiveness of thymidine kinase and cytosine 
deamidase suicide gene therapy systems for cancer therapy both in vitro and in 
vivo. VP22 fusion proteins have also been successful in enhancing the effi cacy of 
lentivirus and adenovirus-based gene therapy systems. Additionally, when com-
bined with small oligonucleotides, VP22 forms spherical particles, named Vecto-
somes, that are taken up by an energy-dependent process when applied to cells in 
culture.

Hawiger has developed CPPs derived from the membrane-translocating hydro-
phobic sequence of the h-region of the signal peptide sequence of K-FGF [88]. 



These alanine and leucine-rich peptides adopt a predominantly alpha-helical con-
formation in solution. A particularly striking characteristic of these CPPs (SN50) 
is the presence of a kink in the center of the alpha-helix due to a single proline, 
which is thought to play a key role in the membrane translocating activity of these 
peptides. Several studies testing the ability of these CPPs to carry functional cargo 
have been applied to control signal transduction-dependent subcellular traffi c of 
transcription factors such as NF kappa-B mediating the cellular responses to dif-
ferent agonists. More recently, the authors have used the SN50 peptide sequence 
for intracellular protein therapy with SOCS3 to inhibit infl ammation and apopo-
tosis induced by bacterial enterotoxins [89].

3.3.3.2 Molecular Umbrellas

A conventional strategy to enhance transbilayer transport of several drugs, at least 
in the case of small molecules, is to simply modify the lipophilicity of the molecule 
by chemical conjugation to hydrophobic species such as fatty acids or cholesterol. 
However, such strategies seem merely to facilitate the adsorptive pinocytosis of 
macromolecules owing to their highly polar nature. Steven Regen et al. have 
extended this principle beyond simply altering the hydrophilic/hydrophobic balance 
of macromolecules. Their strategy hinges on an “umbrella” mechanism involving 
chemical conjugates that adopt a shielded conformation to traverse the plasma 
membrane (Illustrated in Figure 3.3-2, [90]).

Molecular umbrellas are a unique class of amphiphiles that are capable of shield-
ing an attached agent from an incompatible environment. Typically, such molecules 
are composed of a central scaffold that contains two or more facially amphiphilic 
units. When a hydrophilic agent is attached to an umbrella molecule, contact with 
water favors an exposed conformation such that intramolecular hydrophobic inter-
actions are maximized. Alternatively, when immersed in a hydrophobic environ-
ment, such as the lipid bilayer, the molecular umbrella can shield the agent by 
providing a hydrophobic exterior. Recent mechanistic studies have provided strong 
evidence that facial amphiphilicity plays a major role in umbrella transport across 
lipid bilayers. The fact that facial amphiphilicity is more important than hydropho-
bic/hydrophilic balance in promoting transbilayer transport lends strong support for 
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Figure 3.3-2. Proposed mechanism of cystolic delivery of macromolecules conjugated to 
molecular umbrellas.
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an umbrella mechanism. In essence, the permeation pathway involves monolayer 
insertion of a shielded conformer, transbilayer diffusion, and entry to the opposite 
membrane/water interface. These molecular umbrellas were demonstrated to 
promote transport and release of small peptides by using a detachable handle based 
on disulfi de cleavage. More recently, a series of molecular umbrellas derived from 
cholic acid, deoxycholic acid, spermidine, lysine, and cleavable disulfi de linkages 
were found capable of transporting an attached 16-mer oligonucleotide across lipo-
somal membranes. The ability of these novel agents in promoting the membrane 
translocation of macromolecules in a cellular setting remains to be seen [91].

3.3.4 ASSAYS FOR MONITORING CYTOSOLIC DELIVERY

In principle, the drug carrier or cargo molecules or both could be labeled with a 
variety of different radionuclides such as [125I] or [3H] for quantitative assessment. 
However, the disadvantage associated with such assays is the need for separating 
the cytosolic fraction from organelles such as endosomes, lysosomes, and nuclei 
using differential centrifugation techniques. Zaro and Shen have developed a novel 
method to quantitate the membrane transduction effi ciency of CPPs and other drug 
carriers [92]. In essence, the amount of oligopeptide located in the cytoplasmic 
compartment was separated from the amount located in the intracellular vesicles 
using size exclusion chromatography. This separation allowed for the measurement 
of the membrane transduction effi ciency of various [125I]-labeled oligopeptides.

Most assays to determine the effi ciency of cellular uptake and cytosolic delivery 
of macromolecules have involved the use of fl uorescence microscopy or fl ow cytom-
etry techniques. However, a major drawback associated with such qualitative fl uo-
rescence-based assays is their propensity for generating false-positives. For example, 
in the abundant literature dealing with CPPs, optimistic reviews highlighting their 
promising properties coexist with articles questioning their actual effi cacy. The 
tight binding of most CPPs to negatively charged cell surfaces is responsible for 
microscopy misinterpretations. Methods such as methanol fi xation of cells before 
microscopic observations have been shown to redistribute CPPs. Thus, the experi-
mental assessment of the cytosolic delivery of proteins and other macromolecules 
is hindered by these artifacts. In fact such artifacts, which affect conventional as 
well as confocal microscopy analyses, has led to the false conclusion that CPPs, 
such as TAT and Penetratin, enter cells through an endocytosis-independent 
fashion [58, 93]. Recent studies suggest that the interaction of HIV-TAT with 
the cell surface leads to internalization of HIV-TAT fusion proteins by lipid raft-
dependent macropinocytosis.

Owing to aforementioned issues, assays that refl ect the functional activity of the 
cargo rather than the carrier have been developed. These assays can broadly be 
categorized on the basis of protein-based drugs and nucleic acid therapeutics. Pre-
requisite conditions for presentation of antigenic peptides through the MHC class 
I pathway are endosomal escape, followed by ubi quitin conjugation in the cytosol, 
which in turn targets the protein for pro teasomal degradation. Conventional antigen 
presentation assays based on activation of cytotoxic T lymphocytes by monitoring 
cytokine levels and [51Cr] release from target cells have been described elsewhere. 
Loison et al. have devised an ubiquitin-based assay for monitoring the cytosolic 
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delivery using CPPs [94]. The authors developed a stringent enzymatic assay based 
on the processing of a CPP-Ubiquitin-Cargo fusion protein by exclusively cytosolic 
deubiquitinating enzymes. Based on this strategy, insertion of a ubiquitin moiety 
between the CPP and the protein cargo serves as a stringent test of cytosolic deliv-
ery by ensuring the cytosolic release of the cargo, followed by its proper folding 
and localization, which is required for interaction with intracellular targets.

Another relatively simple approach to assess cytosolic delivery is to monitor 
direct enzymatic activity of the protein cargo, such as β-galactosidase or horse 
radish peroxidase. However, as such enzyme activity could be recovered from 
within endosomes after fi xation and staining, it is not possible to quantitate the 
cytosolic fraction exclusively. To address this question, a functional assay using a 
conjugate of TAT-RNase A was tested for its ability to inhibit protein synthesis 
through the nonspecifi c degradation of cellular RNA. In this model, if TAT-RNase 
A were entering the cell and remaining within endosomes, there should be no effect 
on protein synthesis. However, cytosolic entry of TAT-RNase A was found to be 
suffi cient to decrease cellular protein synthesis as monitored by [35S]-methionine 
incorporation. Another functional assay involved the use of TAT-Cre-Recombi-
nase to mediate recombination of a loxP-STOP-loxP enhanced green fl uorescent 
protein (EGFP) reporter gene in live mouse reporter T cells (tex.loxP.EG) as a 
measure of cellular uptake [81]. This system requires that exogenous TAT-Cre 
protein enter the cytosol, translocate to the nucleus, and excise the transcriptional 
STOP DNA seg-ment in live cells in a nontoxic fashion before scoring positive for 
EGFP expression.

Nucleic acid-based therapeutics such as antisense oligonucleotides, siRNA, and 
plasmid DNA act by interaction with translational or transcriptional protein 
machinery to downregulate a specifi c protein or promote transgene expression. In 
contrast to protein cargo, the interpretation and quantitation of cytosolic delivery 
of RNA/DNA-based therapeutics is relatively straightforward. Within this frame-
work, reporter proteins such as luciferase and EGFP have been commonly used. 
Among several functional assays, the upregulation of reporter proteins by correc-
tion of aberrant splicing using antisense oligomers is notable [95]. This assay has 
recently been extended into an in vivo mouse model. In this model, the expressed 
gene (EGFP-654) encoding enhanced green fl uorescence protein is interrupted by 
an aberrantly spliced mutated intron of the human β-globin gene. Aberrant splicing 
of this intron prevents expression of EGFP in all tissues. However, cytosolic entry 
of the splice site-targeted antisense oligomer restores corrective splicing and results 
in upregulation of EGFP in several tissues and organs.
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4.1.1 INTRODUCTION TO BIOPROCESSING

In general the manufacturing methods for proteins and plasmid DNA require a 
cellular medium to either express a protein or replicate genetic material, which is 
later harvested and separated from undesirable cellular material. The type of cell 
culture will play a large role in the effi ciencies of macromolecular production as 
well as in the separation process. Often forgotten are the manufacturing steps that 
bridge the raw purifi ed product and that which is delivered. Lyophilization, encap-
sulation, delivery, and formulation steps suffer many of the same issues as those in 
the initial growth and harvesting steps. In the following sections, we briefl y describe 
the initial manufacturing steps involved in the production of therapeutic proteins 
and plasmid DNA so that later sections specifi c manufacturing issues can be placed 
in context. However, it is in these later sections we will draw connections to the 
later manufacturing stages.

4.1.1.1 General Method for Manufacturing Therapeutic Proteins

The production of therapeutic protein starts with the design of a recombinant DNA 
that is typically transfected into mammalian cells, Escherichia coli, or yeast, 
although some transgenic plants and animals are being employed. Conditions, 
especially in the medium, that elicit the excretion of the desired proteins into 
extracellular medium are typically preferred over harvesting through cell disrup-
tion because of the reduction in contaminants and subsequent purifi cation steps 
required. The recovery of the product in active form is complicated by protein 
aggregation that can be promoted by separation and purifi cation processes. It 
should be recognized that the medium that generated the best protein extrusion 
may now hinder recovery because of high viscosity or a tendency to promote col-
loids due to the elevated protein concentrations. The isolation stage normally 
involves high-pressure homogenization, bead milling, centrifugation, fi ltration, pre-
cipitation, and/or ultrafi lration. This stage is followed by a purifi cation stage involv-
ing chromatographic sequence (i.e., polishing, desalting, buffer exchange, ion 
exchange, and reverse phase) that balances yield and purity. An in-depth discussion 
of all unit-based application can be found in Ref. 1.

4.1.1.2 General Methods for Manufacturing Plasmid DNA

The production of plasmid DNA begins with the replication of the desired thera-
peutic gene by bacterial cells, most often E. coli [2]. The cells are allowed to grow 
in a nutritious broth before they are harvested, typically by centrifugation. In a 
process called cell lysis, the harvested cells are broken open either mechanically 
(e.g., high-pressure homogenizer), enzymatically, or chemically (e.g., alkaline lysis). 
During this process the contents of the cells, including plasmid and genomic DNA, 
are most susceptible to shearing forces as they are no longer protected by the bacte-
rial membrane. There are several ways of removing and purifying the plasmid DNA 
from the rest of the cell debris. These ways include centrifugation, fi ltration, and 
chromatography methods, which are briefl y reviewed by Durland and Eastman 
[3].



4.1.2 REVIEW OF MOLECULAR STRUCTURE

Like all polymers, proteins and DNA are composed of a sequence of repeating 
units that interact at various levels to produce the active structure. Although the 
primary structure of DNA does largely determine its physical and biological prop-
erties, that of proteins is of minimal use in determining the desired active structure. 
This section is not intended to replace a biochemistry textbook, but it provides the 
basic information necessary to understand how the molecular structure of proteins 
and plasmid DNA differ, and how this impacts macromolecular stability in a 
general sense.

4.1.2.1 Comparison of Protein and DNA Primary Structure

Proteins, peptides, and polypeptides are single-stranded polymer chains composed 
of repeating amino acids (20 different amino acids are available) and only differ 
in the number of amino acids that comprise the polymer chain. Although the defi -
nitions of these terms are not strictly defi ned, peptides typically have less than 50 
amino acids, whereas polypeptides possess up to 100 amino acids, and proteins 
generally have more than 100 amino acids covalently linked (through “peptide” 
bonds) into a polymer chain. Analogous terms for small polymers of nucleic acids, 
“oligonucleotide” and “polynucleotide,” generally refer to chains of <50 and >50 
nucleotides (adenosine, guanosine, cytosine, or thymidine), respectively. There is 
no term for nucleic acids that is analogous to “protein,” but long strands of nucleic 
acids are typically produced as a plasmid, and they are generally >3000 nucleic 
acids in length. A critical difference between proteins and plasmid DNA is that 
proteins are a single polymer chain, whereas plasmid DNA consists of two strands 
that are associated in the classic double helix. Although DNA used for antisense 
therapy is typically single stranded, thereby designed to associate with a specifi c 
sequence to exert a therapeutic effect, these molecules are typically 10–30 nucleo-
tides in length (oligonucleotides) and are chemically synthesized instead of being 
produced in bacteria as described above. Although the chemical synthesis of oli-
gonucleotides presents its own set of purifi cation issues that are reviewed by Sanghvi 
and Schulte [4], our discussion will focus on issues involved with the bioprocessing 
of plasmid DNA.

Simply based on the number of atoms participating in the primary structure of 
these biopolymers, proteins have a smaller hydrodynamic diameter (<30 nm), 
whereas typical plasmid DNA molecules range from 100 to 400 nm. As a result, 
proteins are less susceptible to mechanical forces, especially hydrodynamic forces. 
This resistance is simply due to a size range that is well below the continuum limit 
of the fl uid. In other words, when particle sizes are well below 100 nm (Figure 4.1-1) 
in aqueous solutions, they “slip” between water molecules rather than having a drag 
force applied continuously over the particle surface.

4.1.2.2 Comparison of Protein and DNA Higher Order Structure

Unlike most polymers, these biopolymers have extraordinary secondary and ter-
tiary structures that can dramatically affect therapeutic effi cacy. For example, 
proteins form complex geometries based on hydrophobic interactions and hydrogen 
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bonding, which results in well-defi ned structures, e.g., beta sheet and alpha helix. 
Because these structures rely on relatively weak bonding interactions (i.e., nonco-
valent), protein molecules are acutely sensitive to changes in pH and hydrophobic/
hydrophilic interfaces. In contrast, plasmid DNA is a double-stranded helix that is 
produced as a circular form. In addition, this circular form is coiled in a direction 
opposite that of the double helix, resulting in “negative supercoils” that create tor-
sional stress in the supercoiled form of the molecule. The added stress due to 
supercoiling is stored in the plasmid and cannot be relieved unless a break occurs 
in the covalent bonds comprising the phosphate backbone. However, the cleavage 
of a single covalent bond in the backbone of either strand composing the double 
helix results in the release of this torsional stress and conversion of the supercoiled 
form to the relaxed, “open circle” form. Another cleavage in the phosphate back-
bone of the opposite strand that is in the same vicinity (within a few nucleotides) 
of the fi rst break will cause the circular integrity to be broken, resulting in a linear 
form of the plasmid. Because the supercoiled form requires an intact backbone in 
both DNA strands, supercoil content (the percentage of plasmids that are in the 
supercoiled form) is used as a measure of quality for a plasmid preparation. Typi-
cally, plasmid preparations used in clinical trials have supercoil contents of >90%. 
Not surprisingly, it is critical that stresses during bioprocessing be low enough to 
ensure that the integrity of the phosphate backbone is retained so that preparations 
with suffi ciently high supercoil contents are produced.

4.1.3 MANUFACTURING CONCERNS

Basic manufacturing concerns fall into three categories: those associated with 
chemical interaction, mechanical phenomena, or thermodynamic energy states. In 
the following sections, we attempt to provide a general overview of the most 
common problems as well as the most commonly perceived problems: whether real 
or imaginary. A clear understanding of the source of degradation during a specifi c 
manufacturing process is essential to developing successful mitigation strategies. 
Numerous mitigation techniques have been described in literature, but it should be 
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recognized that the best option is dependent on the ultimate form in which the 
molecule will be administered, e.g., free or in a delivery system.

4.1.3.1 pH Sensitivity

Extreme pH has been shown to have a role in the break down of macromolecular 
structure in aqueous solution via hydrolysis [5–7] and aggregation. For example, 
DNA can disintegrate by depurination reactions resulting in the loss of a purine 
base and the creation of apurinic (AP) sites. This absence of a base weakens the 
molecular chain, thereby leading to an increased susceptibility to hydrolytic attack 
[6]. The destabilized DNA can then undergo beta-elimination of a phosphodiester 
bond in the backbone, resulting in strand breaks and loss of the supercoiled 
form. These reactions can be accelerated if pH levels fall below 7.5 or rise above 
9.0 [8].

In contrast, proteins will not denature in the same way when exposed to varying 
pH solutions. Therapeutic proteins are often only stable over a narrow pH range; 
outside these limits, the aggregation rate is strongly infl uenced by pH. A solution 
pH governs the total charge on a molecule; thus, it can affect intra- and intermo-
lecular interactions. Increasing the acidity or alkalinity of the solution beyond the 
stable range will highly charge nonspecifi c groups within the protein generating 
strong repulsive forces, thus destabilizing the protein [9].

pH sensitivity is well known by process engineers, and solution pH is usually 
carefully controlled, but manufacturing steps that include a gas–liquid interface 
can unintentionally lower pH if solutions are not properly buffered. The diffusion 
of carbon dioxide into the aqueous solution could be facilitated by the use of a 
driving gas that produces a large gas–liquid interface across which substantial gas 
exchange can occur. Localized nonequilibrium supersaturation of carbon dioxide 
can lead to large transient changes in pH because carbon dioxide in water can form 
carbonic acid that can deprotonate and acidify the solution [10].

CO2 + H2O → H2CO3

H2CO3 → H+ + HCO3
−

4.1.3.2 Metal Catalyzed and Enzymatic Degradation

Trace amounts of reduced transition metal ions such as iron and copper are known 
to generate hydroxyl radicals resulting in oxidized nucleotide bases and strand 
breaks by means of Fenton-type reactions [11–15]. Diethylenetriaminepentaacetic 
acid (DTPA) and ethylenediamine tetraacetic acid (EDTA) are compounds that 
chelate metal ions present in solution or bound to macromolecules. These chelators 
have also been shown to inhibit DNA degradation via DNase by binding various 
divalent cations (e.g., Mg2+) necessary for enzymatic activity [16].

4.1.3.3 Hydrodynamic Degradation

Observations of hydrodynamic shear-induced degradation of long polymer mole-
cules fi rst appeared in the literature approximately 60 years ago when Frenkel [17] 
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mathematically demonstrated that hydrodynamic forces along a long polymer mol-
ecule could be suffi cient to break covalent bonds. Early experimental investigations 
into the degradation of long linear DNA molecules blamed hydrodynamic shear 
forces for the observed fragmentation [18, 19]. These studies varied shear rates 
through needles and measured degradation through sedimentation rates. This tech-
nique did not allow for the clear distinction between molecular scission and struc-
tural changes, but these early experiments demonstrated the sensitivity of DNA to 
hydrodynamic shear stress encountered during stirring and pipetting. But as exper-
imental techniques evolved, it become clear that the shear rate instead of the shear 
force was the dominant contributor. In their classic paper, Bowman and Davidson 
[20] provided the groundwork for relating the probability of fracture to the strain 
rate. These authors realized that the experimentally measured intact DNA concen-
tration divided by the original concentration represented the total probability (〈P〉); 
an integrated average over each radial position depending on the tube radius (R), 
volumetric fl ow rate (Q), tube length (l), and rate constant (k), which depends on 
strain rate (G). A complete review of the classic theory is available in Lengsfeld 
and Anchordoquy [21]:

〈 〉 = ∫P
l

Q
krdr

R2

0

π
 (4.1-1)

When even more conditions (i.e., length and fl exibility of the molecule, strain 
rates, and shear forces) where explored, it became clear that the original classic 
theory needed modifi cation to be applicable to bioprocessing. Recent work indi-
cates that the degradation of very large biopolymers is similar to cell fragmentation, 
which has been linked to unsteady fl ow and turbulent intensity [22, 23]. When 
energy is transferred to a fl uid, some is imparted to the motion of the bulk in a 
downstream direction, whereas some is consumed by turbulent mixing. This energy 
is transmitted from eddies on the order of the characteristic length through a 
cascade of sizes that terminate at the Kolmogorov length scale. At this length scale, 
energy is dissipated via viscosity.

Several studies investigating the dynamics of individual polymer molecules in 
fl ow demonstrated the transition of polymers in their natural coiled state to a 
stretched confi guration in extensional fl ows [24–27]. Investigations that focus on 
simple shearing fl ow have demonstrated that the tumbling of the molecules pre-
vents the elongation of the molecule [27–29]. In these cases, simple shear fl ow is 
defi ned as fl ow in which the strain rate is equal to the magnitude of the vorticity 
[28]. Random fl ows, however, have demonstrated that polymer molecules such as 
DNA can be effectively stretched [30–32]. In these cases, where the viscous scale 
of the fl ow exceeds the length of the polymer, constant strain is applied locally by 
the turbulent fl ow [32].

Theoretical models suggest that the transition from a coil-stretch transition 
within random fl ows depends on the principle Lyapunov exponent λ1 and the 
longest relaxation time for the molecule τR. To stretch the molecules, λ1τR must be 
>1 [31, 32]. The Lyapunov exponent can be approximated by taking the fl uctuating 
velocity u′, divided by the characteristic length scale, which in turbulence, is deter-
mined by the eddies at the viscous scale; i.e., λ = u′/η [31].



Yim and Shamlou [22] provide a comprehensive list of energy dissipation rates 
in each unit process used in the manufacture of biomolecules (Table 4.1-1). Worden 
[23] showed that degradation commences when the size of this small-scale turbu-
lent structure becomes equal to or less than the molecule’s hydrodynamic diameter 
(Figure 4.1-2). The scale of these smallest eddies η can be calculated based on the 
energy dissipation rate ε and the diffusivity ν using the relationship derived by 
Kolmogorov in 1941 [33]:

η
ε

= ⎛
⎝⎜

⎞
⎠⎟

ν 3 1 4/

 (4.1-2)

Estimating the size of the smallest length scale is relatively simple. One could use 
computational fl uid dynamic modeling techniques or estimate them based on the 
power input to the system (head loss) and the mass of the fl uid being powered. For 
example, in pipe fl ow, the energy dissipation rate is a function of the total head loss 
in the fl ow hlt, the volumetric fl ow rate Q, the density of the solution ρ, and the 
mass of the solution m, which in this case is the mass of fl uid contained within the 
pipe [Equation (4.1-3)]
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TABLE 4.1-1. Energy Dissipation Rate Estimates by Yim 
and Shamlou for Common Bioprocessing Equipment [22]

System Energy Dissipation Rates
 [W kg−1]

Homogenizer  107–109

Liquid whistle  107

Centrifuge  106–107

Collid mills  105

Pumps, jets  103–105

Agitated vessels  100–102

Static mixers  100–101

Bubble columns <101
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Figure 4.1-2. Degradation behavior of 23.1-kb genomic DNA during simple pipe fl ow with 
an initial contraction. Kolmogorov length scales were varied through changes in contraction 
ratio (i.e., pipe diameter) and pressure drop.
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ε
ρ

=
h Q

m
lt  (4.1-3)

Note that to create length scales lower than those of proteins in water requires 
energy inputs of 1012 W/kg, which is well above that achieved in bioprocessing. 
Thus, hydrodynamic degradation is only an issue in the production of large macro-
molecules, e.g., plasmid DNA.

4.1.3.4 Cavitation

A phenomena present in most pumping systems, but until recently ignored by 
process engineers is the impact of cavitation on macromolecular stability. For 
example, the pressure waves induced by the piezoelectric element in an ultrasonic 
nebulizer have compressive crests and tensile troughs (Figure 4.1-3). If suffi cient 
tensile stress is applied at the fl uid during the low-pressure cycle, a void of vapor 
will be formed. Dissolved gases can diffuse to this surface causing the bubble to 
grow. In stable cavitaion, the bubble oscillates in size about a mean diameter with 
the passing of the pressure waves. However, in transient cavitation, once the bubble 
has reached a critical size, the compressive pressure at the crest is suffi cient to cause 
implosion. The bubble collapse releases signifi cant energy in the form of a shock 
exhibiting high temperatures and pressures, which can generate free radicals.

The factors infl uencing cavitation are the solution’s viscosity, surface tension, 
vapor pressure, and the presence of contaminants. In addition, the applied forcing 
frequency and amplitude can contribute to the effi ciency of cavitation.

Manufacturing engineers can easily track transient cavitation using a well-
established method. When water molecules are exposed to a shock wave (intense 
temperature and pressures), it becomes ionized into hydrogen and hydroxyl 
radicals, and two hydroxyl radicals can combine to form hydrogen peroxide. If 
potassium iodide is present in the solution, the peroxide will react and form iodide 
and potassium hydroxide. If the solution contains excess potassium iodide, the 
iodide will form triiodide, which can be measured spectroscopically using ultravio-
let absorption at 350 nm. This is essential for plasmid DNA systems where we have 
determined that the DNA molecule serves as a nucleation site for cavitation. Lentz 
et al. [34] observed a reduction in nucleation effi ciency with size, suggesting that 
proteins are too small (<30 nm) to nucleate cavitation:
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Figure 4.1-3. Schematic for the evolution of cavitation in (a) stable and (b) transient 
processes.
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However, unlike DNA, proteins will degrade at the bubble interface. Therefore, 
modeling stable cavitation may be important in the design phase of protein biopro-
cessing systems. Figure 4.1-4 demonstrates this process using a commercial com-
putational fl uid dynamics (CFD) package to observe the formation of vapor phases 
in low-pressure regions around a tube contraction. As anticipated, the volume of 
vapor formed increases with decreasing tube length.

4.1.3.5 Surface Interaction

Gas–liquid interfaces are problematic when processing macromolecules [35, 36]. 
Proteins, due to their amphipathic nature, undergo conformational changes by 
adsorbing to the gas–liquid interface [36, 37]. The Gibbs free energy available at 
the interface allows the protein to rearrange such that hydrophilic components 
remain in solution while hydrophobic moieties associate with the gas phase. The 
addition of mild shear stresses can expedite this unfolding process. It was Maa and 
Hsu [37] who clearly showed the correlation between protein denaturation and 
surface-to-volume ratio under hydrodynamic shear conditions.
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Figure 4.1-4. Computational fl uid dynamics simulation of vapor fraction formation from a 
tube contraction as a function of tube length (diameter = 500 μm, pressure drop = 3.45 MPa). 
Red areas indicate 100% vapor regions within the pipe. (This fi gure is available in full color 
at ftp://ftp.wiley.com/public/sci_tech_med/pharmaceutical_biotech/.)
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In addition, some research has hypothesized that an attack by molecular oxygen 
could accelerate the degradation rates of DNA [38]. For example, DNA bases and 
sugars would be oxidized, resulting in base alterations or strand breaks [5, 39]. 
However, the investigations by Lentz et al. [40] into the aerosolization of genetic 
therapeutics showed not evidence of this effect. Although proteins act as surface-
active agents and diffuse to hydrophilic–hydrophobic interfaces, DNA is not surface 
active and remains relatively homogenous throughout the bulk of the fl uid (Figure 
4.1-5). As a result, oxidative attack is controlled by diffusion and solubility limits 
in aqueous solutions.

It is important to note that these molecules are highly charged and may prefer-
entially diffuse to, or away from, the electric double layer formed at the interface 
of a metal surface and water. Adsorption to solid surfaces is controlled by electro-
static interaction, dispersion, hydration state, and structural rearrangement because 
the molecule must be transported from the bulk to the surface, attach, and then 
spread (complete review in Ref. 41). For example, in rigid proteins (e.g., those in 
poor solvents), the surface energy increases necessary to spread along the surface 
must be overcome. Flexible proteins (e.g., those in good solvents) will spread more 
readily. Most proteins are relatively stable in solution when processed under appro-
priate buffer conditions. However, at high concentrations, proteins are more likely 
to adhere to solid surfaces, especially glass and plastics.

What can be done to inhibit molecular adsorption to solid surfaces? Several 
techniques exist for the protection against surface-induced damage during fermen-
tation, purifi cation, freeze-drying, shipping, and storage. Surfactants and osmolytes 
(e.g., small organic solutes like sugars, methylamines, and amino acids) all have 
demonstrated protection against protein aggregation. Surfactants can enhance 
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Figure 4.1-5. Magnitude of surface tension as a function of buffer, DNA, and protein 
(BSA) concentration [40].



protein stability in four ways by competing with proteins for adsorption sites on 
surfaces, binding to hydrophobic regions inhibiting intermolecular interactions, 
increasing the free energy of the unfolding pathway, and acting as a simple chap-
erone [42]. On the other hand, osmolytes, such as sucrose, are preferentially 
excluded from the protein surface, thereby increasing the potential energy and 
subsequently compacting the protein [43, 44]. Instead of manipulating the solution 
formulation, one can also alter the free energy of the surface. Coating the surfaces 
with materials that are not porous (i.e., large surface area) or those that are more 
hydrophilic will reduce adhesion. Exposure to gamma radiation or pulsed plasma 
[45] can alter the hydrophilic/hydrophobic state of a polymer surface by changing 
the functionalization of the surface molecules. Other groups have demonstrated 
that using polyDuramid or poly-N-hydroxyethacrylamid (PHEA) inhibits adhe-
sion, whereas others in the microfl uidic industry use polyethylene glycol (PEG) 
(plastics evaluation in Ref. 46).

4.1.3.6 Freeze–Thaw Cycling

The formation of discrete ice crystals during freezing causes boundaries to form 
between different crystal orientations. These boundaries have high surface ener-
gies that are known to contribute to fragmentation. As crystal size decreases, the 
probability that protein or DNA molecules will span one of these high-energy 
interfaces increases. When storing the therapeutic (plasmid DNA or protein) 
before use in secondary processing, it is essential to consider the freezing rate 
because high rates lead to smaller crystal sizes. These small differences in crystal 
morphology can cause signifi cant batch-to-batch variability.

Embedding a macromolecular therapeutic in a highly crystalline polymer may 
experience a similar decrease in activity with decreasing particle size. Control over 
particle size during product formation may therefore be extremely important during 
fabrication steps.

4.1.4 EXAMPLE PROCESS—ATOMIZATION

Many issues that plague bioprocessing steps make atomization of biologically active 
macromolecules diffi cult. This section will begin with a review of nearly all the 
classic atomization techniques invented; we will compare and contrast these 
methods in regard to their ability to sustain molecular conformation from large 
micron-sized linear polymers down to less than 30 nm for proteins. The goal here 
is to establish the mechanism for degradation in each technique and to suggest a 
variety of procedures to help mitigate these issues.

4.1.4.1 Common Techniques Employed in Processing and Delivery

The generation of an aerosol is as varied as the methods for manufacturing 
macromolecules. All employ some sort of external force to divide the liquid bulk 
into individual droplets. Some methods employ aerodynamic forces, mechanical 
vibration, or pressure oscillations, whereas others harness electrical attraction 
and repulsion.

EXAMPLE PROCESS—ATOMIZATION 307



308 BASIC ISSUES IN THE MANUFACTURE OF MACROMOLECULES

Pressure-driven devices (Figure 4.1-6), such as pressure swirl atomizers, use 
aerodynamic drag at the gas–liquid interface to amplify natural disturbance to 
pinch droplets off liquid sheets and columns. Finer mists can be generated by 
adding a centrifugal force to the process that must overcome viscous damping and 
surface tension.

Jet nebulization (Figure 4.1-7), the cheapest and most common aerosol device 
in the pulmonary delivery arena, uses driving gas to accelerate liquid from a res-
ervoir and achieve primary atomization. These primary droplets then hit an 
obstruction that causes splashing and spreading, which generates secondary drop-
lets in the 1- to 10-μm range.

Ultrasonic nozzles use a metal horn geometry to amplify a small peizoelectric 
vibration. These vibrations drive surface instabilities along a thin fi lm and generate 
droplets of very uniform size, but at low fl ow rates.

The details of how ultrasonic nebulizers create an aerosol is limited. A piezo-
electric ceramic drives a pressure disturbance within the fl uid at a rate of 15 to 

Figure 4.1-6. Photo of a Spraying Systems, Inc. hollow cone misting nozzle.

Figure 4.1-7. Photo of various commercial jet nebulizers.
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Figure 4.1-8. Photo of an Aeroneb Pro vibrating mesh atomizer.

19,000 kHz. These pressure waves can form small capillary wave crests at the 
surface of the liquid or on a central fountain that ejects small liquid droplets from 
the crest. A third hypothesis is that cavitation events within the liquid cause large 
pressure singularities that eject liquid mass out from the liquid pool. Most likely, 
combinations of all three of these phenomena work to generate a fi ne aerosol suit-
able for inhalation.

Vibrating mesh technology (Figure 4.1-8) uses microfl uidic manufacturing tech-
niques to create arrays of small orifi ces that act as nozzles. Liquid enters these 
pores via capillary action but are ejected when a high-frequency vibration is 
imparted to the mesh using a piezoelectric crystal. The droplet uni formity is high 
and velocity low, making them excellent for respiratory applications.

Fine aerosols can also be generated at low fl ow rates by creating a potential force 
between a charged fl uid and a ground plate creating a charged jet stream. The 
charged jet stream breaks into droplets when electrical stresses overcome the 
surface tension of the fl uid. The fi nal size of these droplets are a function of fl uid 
properties (i.e., electrical conductivity, surface tension, density, viscosity, and 
dielectric constant), fl uid fl ow rate, and applied voltage.

4.1.4.2 Degradation Behavior of Linear Genomic DNA

The degradation behavior of large molecules in atomizers can be correlated with 
turbulent length scales when it is the only mechanism acting on the system. Figure 
4.1-9 demonstrates that when large DNA (7 μm) is atomized by various system; only 
those with very large turbulent length scale maintain structural integrity.
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Figure 4.1-9. Degradation behavior of 23.1 kb genomic DNA after atomization. [23].
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4.1.4.3 Degradation Behavior of Plasmid DNA

The structural degradation behavior of 5-, 10-, and 38-kbp plasmid/cosmid DNA 
in all atomizers presented so far has also been thoroughly studied. Lentz et al. [47] 
found that the jet nebulizer, vibrating mesh, and ultrasonic nebulizer are ineffective 
for all sizes. This is due to the extremely small turbulent length scales featured in 
the jet and vibrating mesh nebulization, and due to cavitation events nucleated at 
the DNA during ultrasonic nebulization. The ultrasonic nozzle is only suitable for 
very small molecular sizes based on length scales, whereas the pressure atomizer 
and electro spray seem to perform well over all size ranges.

4.1.4.4 Applications to siRNA Molecules

This chapter is focused on the effect of bioprocessing on proteins and plasmid 
DNA, but the use of small interfering RNA molecules to silence specifi c genes is 
gaining much attention and is currently being tested in clinical trials. Therefore, 
we thought it would be useful to briefl y discuss how the principles described above 
for DNA might apply to small (≈21 bp), double-stranded RNA molecules. Our 
laboratory recently undertook an investigation to determine whether these small 
biopolymers would be degraded during aerosolization. Previous work in DNA 
indicated that jet nebulization is one of the worst processing techniques; thus, the 
degradation behavior of a 21-bp siRNA with a calculated melting point of 46°C 
was subjected to aerosolization by a jet nebulizer (in contrast, plasmid DNA typi-
cally has melting temperatures above 100°C). Because these biopolymers are much 
too small to experience signifi cant shear stress, they are more likely to denature 
(separation of the two strands in the double helix) than break a phosphodiester 
bond in their backbone. Degradation can be observed by using molecular probes 
that bind specifi cally to double-stranded oligonucleotides (not single-stranded) and 



fl uoresce upon binding. In our experiments, we verifi ed that Pico Green fl uores-
cence was practically eliminated when the siRNA molecule was incubated above 
its melting point. Upon cooling to temperatures that allow annealing, Pico Green 
fl uorescence was restored. When the siRNA was aerosolized for progressively 
longer times at room temperature, no change in fl uorescence was observed (Figure 
4.1-10). This indicates that even siRNA molecules with relatively low melting points 
remain double-stranded upon aerosolization with a jet nebulizer. Although it is 
possible that siRNA molecules with lower melting points might exhibit denatur-
ation, suffi cient stability can usually be achieved by increasing salinity to enhance 
the double-stranded form.

4.1.4.5 Degradation Behavior of Proteins

Work by Maa and Hsu [37] and Maa et al. [36] defi nitively demonstrated that 
protein degradation during atomization processing steps is due to the large inter-
face to which the molecule readily diffuses (Figure 4.1-11). Here the application of 
a small shear stress is all that is needed to facilitate the unfolding of the amphipa-
thic molecule to preferentially expose hydrophilic moieties to the gas phase (i.e., 
remove them from water). Thus, increased protein degradation is observed at 
smaller droplet sizes (Figure 4.1-11). In less-stable therapeutic proteins, we have 
seen batch-to-batch variability, whereas others have had success with using excipi-
ents, e.g., sugars and buffers. However, our group and others (Gomez et al. [48], 
Dunn-Rankin) have observed little to no degradation of protein during electro-
static spraying. This maybe because we all used relatively stable proteins or because 
our droplet sizes were not well controlled at sizes below 10 μm, but we have not 
experienced the severe diffi culty found with numerous other techniques. Electro-
sprays are diffi cult to control with an aqueous solution, so if droplet uniformity and 
performance is needed over a broad range of conditions (or worse variable condi-
tions), this is not the technique for you.
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Figure 4.1-10. Changes in fl uorescence intensity during nebulization of 21 bp siRNA with 
Pico Green fl uorescent probes [Zelles-Hahn, Anchordoqury, and Lengsfeld, unpublished 
data].
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4.1.5 SEPARATION TECHNIQUES

The separation and purifi cation steps in macromolecular bioprocessing typically 
cause the largest loss of product. The sources for molecular degradation presented 
above apply to these techniques, but it is informative to understand the classic 
approaches used today as well as methods under development for the future. To 
this end, the following sections provide a general overview of the subject followed 
by a brief review of molecular scale technologies currently under investigation.

4.1.5.1 Classic Approaches

Structural changes and contamination must be limited for macromolecular thera-
pies to become a clinical reality. Current techniques for assessment, detection, and 
separation continue to struggle to meet industrial needs; a novel high-throughput, 
integrated system capable of qualifying and separating contamination from the 
bulk is highly desirable.

Conventional DNA purifi cation techniques have been adapted from principles 
governing protein purifi cation, but the copurifi cation of E. coli chromosomal DNA 
with the desired plasmid presents a unique challenge. Cell lysis, differential pre-
cipitation, enzymatic digestion, column chromatography, desalting, buffer exchange, 
and sterile fi ltration represent the typical processing steps. The large size of genomic 
DNA makes it especially susceptible to shearing, which results in fragments that 
are similar in size to the desired plasmid. Due to their similar size and virtually 
identical chemical composition, it is diffi cult to separate the fragmented genomic 
DNA from the plasmid product. As a result, contemporary plasmid purifi cation 
protocols sacrifi ce approximately 30–50% of the therapeutic plasmid in an attempt 
to minimize genomic DNA contamination. The most common large-scale purifi ca-
tion method is column chromatography where separation is achieved largely based 
on molecule size using anion exchange, size exclusion, and reverse phase. Although 

Figure 4.1-11. Data from Maa demonstrating protein aggregation of rhGH was linked to 
the surface-to-volume ratio of the liquid droplet produced during atomization [36, 37].
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a single pass is relatively effective for proteins (i.e., >95% purity), plasmid purifi ca-
tion usually requires more than one of these columns to achieve acceptable levels 
of purity. In-process quality assessment is essential to biopharmaceutical develop-
ment as the quality of the product is dependent on the initial stages of growth 
through every step of purifi cation. Currently, in-process quality assurance tests are 
conducted off-line using electrophoresis and high-preformance liquid chromatog-
raphy (HPLC) to assess plasmid concentration, hybridization to measure E. coli
genomic DNA contamination levels, immunological assays for protein contamina-
tions, and a standard Limulus amebocyte lysate assay to assess endotoxin levels. 
However, the major challenge is the detection of small quantities of bacterial 
genomic DNA in the large bulk quantity of plasmid DNA. This can be achieved 
with amplifi cation techniques, but as with many of the other assessment techniques, 
this must be conducted off-line in a time-consuming manner. As a result, it is not 
determined whether batches are satisfactory until processing is completed. Clearly, 
it would be advantageous to develop techniques that allow process modifi cation in 
real time to improve quality essential to sustaining the batch. For example, these 
sensors could be used to optimize production rates. High throughput usually 
requires higher fl ow velocities, which are known to fragment large macromolecules, 
but conservatively low velocities lead to long batch production times and revenue 
limitations. Real-time detection of contaminating DNA fragments could signal the 
operating system to reduce the energy per mass input to the system, lowering tur-
bulence-induced fragmentation and thereby continuously optimizing throughput 
and product quality regardless of processing scale. A technique that probes indi-
vidual molecules would provide an opportunity to overcome this multimillion-
dollar problem. Because probing individual molecules requires a device with length 
scales at or below the molecular length scale, the answer must lie in a nanotechnol-
ogy-based solution.

4.1.5.2 Novel Molecular-Scale Probing Concepts

Some work already exists in the area of using micron or submicron fl uidic devices 
to enhance DNA separation techniques. Most of these techniques use electric fi elds 
or electrosmotic fl ow [49] to induce movement in these macromolecules. Electric 
fi eld-induced diffusion through cylindrical or rectangular obstacles set at an angle 
of 45° to the fi eld has demonstrated that small molecules move faster than large 
ones, making continuous sorting possible [50, 51]. Switching the electric fi eld in 
10-s intervals can provide enhanced separation rates by slowing the larger mole-
cules to a greater degree [52, 53]. Instead of rectangular post arrays, as Han and 
Craighead [54] demonstrated, requiring the macromolecule to change conforma-
tion by altering the channel dimension from thick to thin, can create entropic traps 
that collect a particular size range. These confi nement channels (post array limited 
or trap geometries) separate DNA fragments of a different size using the fact that 
as channel walls prohibit some molecular conformations as channel size approaches 
the mole cular scale or smaller [55–57]. These limitations result in excess free 
energy (or an entropy gradient), which may impart a measurable force. For example, 
Turner et al. [55] report forces on the order of femto-Newtons. If entropy is pro-
portional to molecular length, matrices can be designed such that only a specifi c 
length scale will have the necessary inherent force to move through the system. Yi 
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and Lengsfeld [58] have built off these concepts and computationally explored the 
development of converging channels to alter the speed and compression of mole-
cules at the molecular scale. Their new approach to analyzing molecular scale 
behavior is computationally effi cient, and it will enable extension to circular and 
supercoiled DNA conformations where the excess energy generated by confi ne-
ment might not only be governed by molecular length, but also by structurally 
restricted degrees of freedom inherent to the supercoiled and open circle 
conformation.

4.1.6 CHAPTER SUMMARY

Remember when dealing with proteins that (1) the small physical size of the mole-
cule is below the continuum limit and thus the molecule is not susceptible to shear 
induced degradation; (2) structures that control activity are a result of relatively 
weak hydrophobic interactions and hydrogen bonds that result in an unstable active 
structure; and fi nally (3) proteins are surface active due to the amphipathic nature, 
and thus large surface-to-volume ratios should be avoided.

Double-stranded RNA molecules, although only discussed in a limited fashion, 
hold the best traits of DNA and proteins, i.e., siRNA’s structure does not lend itself 
to high surface activity, and thus degradation by absorption to solid– or gas–liquid 
interfaces is not an issue. Furthermore, siRNA’s small size is well below the con-
tinuum limit, and therefore, the molecule is not susceptible to shear-induced 
degradation.

When dealing with plasmid DNA, it is important to remember that the size 
straddles the continuum limit; thus, the molecule may be susceptible to hydrody-
namic forces, especially turbulence. Reductions in power inputs to the fl uid volume 
must be regulated to keep the Kolmogorov length scale larger than the molecule; 
alternatively, mitigation techniques using condensing cationic molecules must be 
used. Overall, the best-performing aerosolization devices are those with low resi-
dence times, such as pressure swirl devices, and low turbulence systems free of 
cavitation, e.g., electrostatic sprays.
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4.2.1 BIOPHARMACEUTICALS

Biopharmaceuticals are drugs, vaccines, and pharmaceutical agents (typically ther-
apeutic proteins or polypeptides) developed or produced using techniques of bio-
technology [1]. In many cases they are complex proteins exhibiting varying levels 
of heterogeneity [2], derived from recombinant gene expres-sion or hybridoma 
production systems [3]. These products of biotechnology generally are classifi ed as 
biologicals by regulatory agencies [4]. Specifi c categories of products include mono-
clonal antibodies and other recombinant proteins produced in cell culture, enzymes, 
hormones, soluble receptors, growth factors, imunogens, blood and plasma prod-
ucts, and animal-derived products [3, 5]. Biopharmaceuticals range in molecular 
weight from a low value of 22,000 for human growth hormone to about 150,000 for 
an intact immunoglobulin [6]. These agents are among the most expensive products 
to manufacture, with typical inventory costs of hundreds to thousands of dollars 
per gram [3]. There is also intense pressure to introduce a product to the market 
in a timely manner [2, 7] to recover research and facil-ity investments. Conse-
quently, the reliable production of quality biophar maceuticals is of the highest 
importance, translating into an intense focus on the creation of an effective and 
economical production process. Process validation is a key mechanism to success-
fully accomplish the task of process creation.

4.2.2 PROCESS VALIDATION OVERVIEW

4.2.2.1 Defi nitions

Validation derives from the Latin word valere meaning “to have the power” [8], 
presumably referring to the power to prevent an unexpected and undesirable occur-
rence. It establishes that the process used is reliable and reproducible [9]. The level 
of control implemented is supported by scientifi c knowledge of the culture and 
product, along with equipment capabilities [10]. The U.S. Food and Drug Admin-
istration (FDA) defi nition of process validation (PV) is documented evidence to 



provide a high degree of assurance that a specifi c process consistently produces a 
product meeting predetermined specifi cations and quality characteristics [11]. The 
International Conference on Harmonization (ICH) defi nition is similar, stating 
that process validation is documented evidence that the process, when operated 
within established parameters, performs reproducibly and effectively to produce 
an intermediate or active pharmaceutical ingredient (API) meeting predetermined 
specifi cations and quality attributes [11]. Most simply stated, process validation 
provides a high degree of assurance that process will routinely achieve the stated 
goals [12]. It accomplishes this goal by verifying product and process specifi cations 
to determine their weaknesses and reproducibility [13] and by demonstrating at 
which steps contaminants are removed and the product stream achieves acceptance 
criteria [14]. A verifi cation of process consistency is conducted, highlighting the 
ability to produce essentially the same product (with the same safety and effi cacy) 
over time, despite normal variability in operating conditions [12]. Consistency of 
multiple batches is demonstrated at full scale, with specifi c focus on the process 
operating in a consistent manner, reproducible removal of contaminants to accept-
able levels, and monitoring parameters that demonstrate this consistency [14].

Process validation for biopharmaceuticals is somewhat different in application 
from traditional pharmaceuticals because the technology is different, but the theory 
and principles are similar [15]. Biotechnology quality control is defi ned by the 
individual production process and the product itself [16] because quality cannot be 
tested into the product [4]. The manner in which the biopharmaceutical is produced 
is part of its description; thus, biopharmaceuticals are characterized by chemical 
structure as well as by operational defi nition [17]. Few doubt the need for process 
validation, but there is disagreement and confusion about what needs to be vali-
dated and how to perform it [18]. Operational defi nitions of process validation have 
been developed to suit the philosophies of individual companies [3]. Thus, there is 
increased interest in developing industry guidelines for the design and performance 
of validation studies [19].

The term validation has different implications under different circumstances, 
and thus, its use can be confusing [19]. Furthermore, the term validation has been 
used interchangeably with other terms such as performance qualifi cation and 
process characterization, when discussing process as well as equipment testing. 
Recognizing that individual fi rms distinguish among these terms differently, there 
has not been an attempt in this chapter to create strict defi nitions that artifi cially 
introduce restrictions where none exist currently. Rather, the terminology employed 
has remained fl exible regardless of the specifi c terminology used in the source 
material, such that it reads as internally consistent. In addition, the focus of this 
chapter primarily is on process validation for steps required to produce bulk bio-
logical substances, but the principles discussed also can be applied to the fi nal 
processing steps involved in formulation and packaging.

4.2.2.2 Purpose and Benefi ts

Validation has been a critical success factor in product approval and ongoing com-
mercialization [14]. It serves as a formal link of the process to the product [10], 
focusing on quality but often concurrently addressing critical business concerns. 
Each Good Manufacturing Practice (GMP) step must be controlled to maximize 
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the probability that the fi nished product meets all quality and design specifi cations 
[14]. In addition, each step must be evaluated for its function and effect on product 
identity, purity, potency, safety, or stability [12, 20]. An unvalidatable process is 
unacceptable and unreliable from both regulatory and manufacturing (i.e., busi-
ness) perspectives [12].

There are two goals of process validation: (1) to support the safety, effi cacy, and 
quality of the product; and (2) to identify major sources of process variability so 
appropriate controls can be implemented to provide consistency [10]. Achievement 
of these goals demonstrates that potential risks have been adequately reduced and 
assures products consistently possess the required established quality attributes 
[12]. Weaker points of the manufacturing process are uncovered and strengthened 
during the validation effort [12]. Thus, process validation deepens process under-
standing, which in turn decreases the risk of processing problems/failures, defect 
costs, lot rejections, reworking/reprocessing, product shortages, or regulatory non-
compliance [3, 21]. Assurance of process consistency maximizes productivity and 
increases cost effi ciency. It infl uences process economics in many ways; one example 
is through the reduction of in-process control and endproduct testing [21] by reduc-
ing the number and scope of quality control tests per lot [12].

4.2.2.3 Scope

Process validation is the culmination of all qualifi cation and validation activities, 
representing process testing in its entirety [22]. It is a dynamic process varying in 
depth according to the product life-cycle timeline, spanning from initial process 
design through ongoing commercial operation [14]. Its execution can be envisioned 
as creating a “design space,” a multidimensional space that defi nes how different 
variables interact [23]. This design space (1) establishes the process ranges dem-
onstrated to provide quality assurance, and (2) defi nes areas in which process 
adjustments and refi nements may be undertaken without regulatory involvement. 
The dimensions of this design space are based on the scientifi c understanding 
of critical process parameters that has been created through development studies 
[23, 24].

For a product, the overall list of subcomponent systems to be validated includes 
equipment, facilities, utilities, computers (including software and controls), pro-
cessing environment, analytical methods, and operating procedures (e.g., cleaning 
and sterilization), as well as the process itself [14, 25]. Before process validation 
begins, these subcomponent systems are qualifi ed [11]. As process validation rests 
on the fi delity of the qualifi cation of the subcomponent systems required for process 
operation, the undetected shortcomings of these efforts can compromise sub-
sequent process validation [10]. As with equipment qualifi cation, process validation 
is most effective when conducted in combination with effective process and facility 
design efforts [12]. Also, as with equipment qualifi cation, predefi ned acceptance 
criteria and action plans in case of test failure are devised [26]. The use of prede-
termined specifi cations serves to reduce the goals of a validation program to actual 
practice [12], assisting in implementation.

Process validation for the production process is only one means to assure product 
consistency. Other factors include quality control for the fi nal product, in-process 
assays, raw material controls, appropriately designed facilities, personnel monitor-



ing and training, and environmental monitoring [4, 10, 27]. Additional factors that 
become concerns for multiproduct biopharmaceutical facilities include (1) segrega-
tion of materials, personnel, and equipment; (2) cleaning and product changeover; 
and (3) product cross-contamination [4]. Characteristics of biopharmaceutical pro-
cessing that generate specifi c areas of quality control concern are large, complex 
product molecules, complicated manufacturing systems, long production times, and 
pooling of fermentation lots before isolation [4]. Other product quality concerns 
include genetic stability, product yield and stability, host and nonhost cell compo-
nent contamination, and posttranslational processing, including glycosylation and 
folding [16]. As biopharmaceutical manufacturing processes are complicated 
with multiple steps and extended production times, adequate in-process testing, 
thorough process validation, and appropriate measures to eliminate adventitious 
agents are necessary [28].

4.2.2.4 Regulatory

The completion of process validation represents the point at which the science of 
the process is ready to be explained to regulatory agencies [14]. Process validation 
data are initially presented to the regulatory agency during application submission 
[11]. These data set the bar by which the process is to be judged during future 
inspections, and consequently, one of most common FDA 483 observations is the 
lack of process validation [14]. As manufacturing is a key factor in achieving the 
required quality and safety of biotechnology products [27], process validation is a 
regulatory requirement for product licensure, and limited process validation is 
considered essential even for product destined for clinical trials [3]. Process valida-
tion is required in license submissions for all products regulated by either CBER 
or CDER [14]. There are added challenges for biopharmaceuticals, however, as 
process consistency often replaces detailed product analysis as a key method of 
quality assurance, and biologically based production systems contribute biological 
contaminants that pose safety risks [29].

It has been stated that validation should be written as if the FDA were the cus-
tomer [14], and this approach still is valid because worldwide harmonization efforts 
are well underway [24]. Several guidance documents have been published in draft 
and fi nalized forms from various regulatory agencies and industry associations 
worldwide. Key documents are listed in Table 4.2-1. New guidance, as well as inter-
pretations of prior guidance, is continuously published, suggesting that there is not 
yet one consistent approach to process validation. Additional guidance leading to 
the improved defi nition of process validation requirements and reduction in mar-
ginally helpful studies is welcomed by industry [3]. Several comprehensive publica-
tions describing the interpretation and application of process validation by industry 
are available, but terminology and defi nitions have become blurred and over-
lapping. A summary of various terms used is shown in Table 4.2-2. Consequently, 
the use of the term selected must be fully and consistently understood by authors, 
reviewers, approvers, executors, and auditors in the context of its specifi c 
application.

Pitfalls. Validation (consisting of process, equipment, and facility systems) is a 
costly and time-consuming investment with more resources believed devoted to its 
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TABLE 4.2-1. List of Selected Relevant Guidance Documents

Topic Year of  Authoring Title
 Publication Organization

Process validation 1987, revised  FDA Guideline on the general principles
  1996   for process validation
 2005 (draft) PDA Process validation of protein 
    manufacturing
Clinical materials 2001 EMEA EU GMP Guide: Manufacture
    of investigational medicinal 
    products
Inspections/ 1985 FDA Points to consider in the production
 manufacturing    and testing of new drugs and 
    biologicals produced by 
    recombinant DNA technology
 1991 FDA Biotechnology inspection guide
 1987, 1997 FDA Points to consider in manufacture 
    and testing of monoclonal
    antibody products for human use
 2000, 2003 ICH Q7A Good Manufacturing 
    Practice guidance for active 
    pharmaceutical ingredients
 2005 (draft) ICH Q8, Pharmaceutical development
Cell substrates 1997 ICH Derivation and characterization 
    of cell substrates used for
    production of biotechnological/
    biological products
 1998 ICH Q5A Viral safety evaluation of 
    biotechnology products derived 
    from cell lines of human or 
    animal origin
 1985, 1993 FDA Points to consider in the 
    characterization of cell lines
    used to produce biologicals
Assay validation 1995 ICH Guideline on validation of 
    analytical procedures
 1996 ICH Q2B Validation of analytical 
    procedures: Methodology
 1999 ICH Specifi cations: Test procedures 
    and acceptance criteria for
    biotechnology/biological products
 2001 FDA Guidance for Industry—
    Bioanalytical method validation
PAT 2003 (draft),  FDA Guidance for Industry—PAT—
  2004 (fi nal)   A framework for innovative 
     pharmaceutical manufacture 
    and quality assurance
Risk 2003 WHO Application of hazard analysis 
    and critical control point
    (HACCP) methodology to 
    pharmaceuticals
 2005 (draft) ICH Q9, Risk management guidance
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TABLE 4.2-2. Selected Process Validation Terminology

Aspect Classifi cation Level

 A B C

Process Validation Variability Defi nition
  (Performance) qualifi cation Reproducibility Understanding
 Characterization Optimization Capability
 Robustness Stability
 Consistency
Product Biologicals API Protein
 Biopharmaceuticals Bulk
 Biotechnology products Drug substance
 Recombinant DNA products
Scale Manufacturing Clinical Small scale
 Production Development Laboratory scale
 Commercial Pilot scale
 Marketable
 Full scale
 Large scale
Exercise Test Protocol Variable
 Study Procedure Parameter
 Run Plan Factors
 Experiment Document Inputs/outputs
 Evaluation
 Assessment
 Investigation
Result Quality Change Fault
 Specifi cations Amendment Failure
 Requirements Corrective Hazard
 Standards  action Nonconformance
 Acceptance criteria  Excursion
   Deviation
   Atypical

completion than to the initial process development and production of clinical 
supplies [3]. The actual cost of process validation is thought by some to be 
uncontrolled and excessive because there is no consensus on how much is enough 
[30]. One key risk associated with bio pharmaceutical product manufacturing is the 
failure to gather suffi cient information to support process decisions when faced 
with issues arising in process validation, failure investigations, product specifi cations, 
analytical methods, and equipment qualifi cation [30].

Common pitfalls associated with process validation are numerous. They include 
a lack of overall strategy, insuffi cient planning/management, delay in early consul-
tation with regulatory agencies, inadequate product defi nition, failure to observe 
current GMPs (cGMPs) and follow standard operating procedures (SOPs), poorly 
defi ned cell bank genealogy, inadequate analytical procedures, confusion over 
participant responsibilities, excessive process changes after process validation com-
pletion, insuffi cient prior process characterization or qualifi cation, starting process 
validation too early and before process fi nalization, poor validation study design/
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defi nition, disagreement on evaluation/interpretation of results, and inappropriate 
acceptance criteria [8, 14]. When overall validation activities begin too late, the 
work required to validate methods, facilities, and/or processes typically has been 
underestimated [4], placing product launch at risk. When processes perform errati-
cally during process validation, further investigation to uncover inadequate devel-
opment or lack of control of one or more process variables is required, followed by 
additional validation studies [12].

Validation must be science based [31]. Sound science during process validation 
is the primary vehicle to reduce manufacturing costs while remaining compliant 
with regulatory expectations [30]. Overly complex plans contradict desires to be 
effi cient, lean, and cost-effective. More intensely planned projects produce more 
effi cient, lower cost, and higher quality products in a faster time frame [30]. Result-
ing risks for biopharmaceutical companies from ineffective process validation 
include patient (safety and effi cacy), operational (safety, contamination, variabil-
ity), fi nancial (product loss, reputation, legal costs), and regulatory (FDA 483s, 
warning letters, recalls) factors [11].

4.2.3 EVALUATING MEASURES OF PRODUCT QUALITY AND 
CONSISTENT PROCESS PERFORMANCE

A streamlined, integrated, and comprehensive validation process is desired [32]. 
The key to achieving a manageable process validation design is determining which 
process variables can be relegated to a noncritical status or maintained under tight 
control. Only when absolutely necessary should parameter ranges be validated. 
Thus development studies are required to identify critical parameters, limits to 
their operating ranges, and those process characteristics and equipment that enable 
their tight control [32]. It is necessary to distinguish between measures of product 
quality and process performance (consistency) and to differentiate between release 
specifi cations (such as critical quality attributes, CQA) that are measures of product 
quality and process attributes that demonstrate consistent process performance. 
Validation studies are required to examine process parameter variations that cause 
yield losses by affecting product quality (i.e., critical parameters); they are not 
needed for process parameter variations that cause yield losses that do not affect 
product quality even though these losses can cause economic/business concerns 
[10]. A comparison of process validation terminology for variables is shown by 
Table 4.2-3. A recent document has attempted to clarify these defi nitions further 
[33].

4.2.3.1 Critical Process Input Variables/Parameters

The basis of all process validation studies is the demonstration of control of critical 
process input parameters for reproducible operation of a commercial-scale produc-
tion process [11, 32]. Critical parameters vary among processes so they must be 
separately assessed for each new process [10]. As a typical process has hundreds 
of variables, critical process input parameters must be identifi ed fi rst, and then the 
extended range and normal (target) operating range for each critical parameter 
must be determined during process development and/or using historical data [11, 
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TABLE 4.2-3. Comparison of Process Validation Terminology for Variables (bold 
entries according to Ref. 33)

Term Criticality Process Position Control

 Critical Noncritical Input Output Controlled Uncontrolled

Operational X X X X
 parameters
Input variables/  X X X  X X
 parameters
Output variables/  X X  X  X
 parameters
Control parameters X X X  X
Critical variables/  X  X  X
 parameters
Critical control  X  X  X
 points, CCP
Key process input  X  X  X
 variables, KPIV
Key/non-key X X X
 operational 
 parameter
Xs (dependent) X X X  X
Ys (independent) X X  X  X
Quality/performance X   X  X
 attributes, CQA
Acceptance criteria X   X  X
Performance  X X X X
 parameters
Process attributes  X  X  X

34]. Critical variables are identifi ed using defi ned procedures combining elements 
of data analysis and scientifi c judgment and making maximum use of available data 
gathered during process development [20]. Various companies have developed dif-
fering decision matrices to determine critical parameters, some of which are based 
on formal risk analysis exercises. A critical variable is defi ned as a parameter whose 
operating range lies near the edge of failure [34]. Using this defi nition, in practice, 
most identifi ed critical variables can be engineered out of the study. Critical steps 
are those steps that are diffi cult to control because they usually contain at least one 
or more critical variables that cannot be removed [34].

Critical control points (CCPs) are those locations within a process where control 
can be applied to protect product quality, specifi cally to prevent and eliminate 
quality hazards or to reduce them to acceptable levels [11]. For controlling hazards, 
the appropriate CCP may be positioned in the sub-sequent step from the actual 
hazard location. In addition, more than one CCP can be used to control a single 
hazard and more than one hazard can be controlled by a single CCP [11].

Critical parameters are studied next to determine the effects of their outer limit 
values on important process characteristics [10]. These critical outer limits must 
be attainable, accurate, robust, and scientifi cally based [11]. The control parameter 
range is the span of values that lies between two outer limits or control levels of a 
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parameter, and it represents the highest and/or lowest values of a given control 
parameter that actually are evaluated during validation [25]. It is not usually neces-
sary to test both ends of the control parameter range for all parameters because 
scientifi c judgment can help determine which end of the range (high or low) is more 
likely to generate an adverse effect [10]. In other cases, testing of both the upper 
and the lower control limits for a large number of variables is required to identify 
worst-case conditions [35]. Acceptable ranges are narrowed, and experiments are 
repeated until the acceptance criteria are met using an iterative process that requires 
substantial execution [3]. The edge of failure is reached when an exceeded control 
parameter value adversely affects the process or the product in that process per-
formance degrades or product fails [20]; however, it is not necessary to validate the 
edge of failure when validating a process [25].

One strategy is to select worst-case conditions that encompass the upper and 
lower processing limits of critical input parameters, along with situations and cir-
cumstances over the entire process (rather than only a single step) that together 
result in the greatest chance of process or product failure compared with the ideal 
or target conditions [31, 34]. Worst-case runs are long and complex because the 
entire process must be run completely, usually at large scale or full scale [10, 20]. 
Because the worst-case approach comprehensively in-cludes the direct effects and 
actions of all variables, if all experiments are successful, only a few studies are 
required [20]. To mitigate the high likelihood of failure of a worst-case study that 
results in repeating lengthy runs using revised conditions, worst-case runs are per-
formed after factorial experiments, usually conducted at a smaller scale and of a 
narrower scope, have confi rmed a satisfactory outcome under the proposed worst-
case conditions [20]. A key philosophical weak point of the worst-case run strategy 
is that it is less probable in practice that all critical parameters experience simulta-
neous excursions to outer limits [10]. However, because all critical parameters are 
tested at their extreme range, the worst-case approach can identify interactions that 
design of experiment (DOE) methods cannot detect [10].

Regardless of the strategy employed, worst-case conditions for critical para-
meters are established and process validation assures that the process yields an 
acceptable product when challenged under these worst-case conditions [30], even 
though full-scale validation runs may not have been conducted at many of these 
worst-case limits. Then operating ranges and control limits are set to establish a 
process robust enough to produce acceptable product [14, 35], and full-scale valida-
tion runs are executed to demonstrate performance consistency. The assumption 
is that if the product is of acceptable quality when parameters are controlled at the 
outer limits of control ranges, then the quality also will be acceptable when these 
parameters are held within those control ranges. This strategy is analogous to the 
approach of using fractional cycles for validation and full cycles for actual operation 
when testing at cleaning and sterilization procedures [36].

For a controlled variable, several types of ranges exist around the set point 
(Table 4.2-4). The normal operating range (NOR), or the alert limit, is established 
by trending performance during clinical material or qualifi cation lot production, 
and then assigning usually two or three standard deviations to the set point [20]. 
The proven acceptable range (PAR) encompasses all values of a given control 
parameter that fall between proven high and low worst-case conditions [25] and 
constitutes the proposed operating range [3]. The PAR should be greater than or 
equal to the MOR [3]. The maximum operating range (MOR), or the action limit, 



is the range of the controlled variable within which product quality is acceptable, 
but not necessarily at the limit of failure; thus, if the variable value falls outside 
the MOR, it is not necessarily a failure [20]. As MORs can lead to a decline in 
process performance even if product quality remains acceptable, their frequent 
occurrence can become an economic or operational issue. The MOR should be 
suffi ciently broader than the NOR to reduce the frequency of unplanned deviations 
[20]. The MOR can be extended based on manufacturing experience when excur-
sions outside the MOR occur without adverse quality effects [20]. Overall, a dem-
onstrated state of control is the condition when all operating variables that can 
affect performance remain within such ranges that performance is consistent and 
as intended [25].

4.2.3.2 Noncritical Process Input Variables/Parameters

Noncritical or operational parameters are process control set points that defi ne the 
process recipe and show that the process can be executed consistently [14], but for 
which there is no established evidence of product quality impact [11]. If the process 
performance is consistent when noncritical variables are controlled within their 
ranges and if minor deviations (e.g., instrumentation inaccuracy) from these ranges 
do not affect product quality, then the variable or step is classifi ed as noncritical 
[34]. Typical noncritical control ranges are wide and/or the variable/parameter is 
easy to control within the range [33]. Although noncritical parameters do not 
require further study [10], they also are controlled and monitored during process 
validation to reduce variability and operator error [11]. Recently, noncritical process 
parameters have been designated as key (ensuring operational reliability and 
desired process performance when maintained within a narrow range, signifi cant 
impact but not failure within range) and nonkey (well-controlled within a wide 
range but a potential process or quality impact when outside range, no signifi cant 
impact within range) [33].

4.2.3.3 Process Control/Input Parameters (Xs)

Process control parameters are operating variables that have assigned values to be 
used for control [25]. They usually are readily maintainable away from a point of 
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TABLE 4.2-4. Ranges of Controlled Variables/Parameters in Order of Increasing 
Breadth

Controlled Variable/Parameter Defi nition

Set point Target
Normal operating range (NOR) Alert limit, variations typically 

+/− 2 or 3 SDs from set point
Maximum operating range (MOR) Action limit, product quality acceptable
Proven acceptable range (PAR) Upper/lower worst-case conditions; outer 
  or control limits/control parameter
  range; characterization, tolerance, or 
  design space range; product quality
  acceptable
Limit/edge of failure Unacceptable product quality, critical limit
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failure and within a tested manufacturing range by a feedback control mechanism 
[15, 35]. Control parameters may also be thought of interchangeably as input 
parameters, defi ned as operational parameters that can be controlled [32]. Control/
input variables are those operating parameters with set points or ranges that defi ne 
process execution, e.g., pH, fl owrate, temperature, raw material amounts and speci-
fi cations, properties, and hold times for in-process streams of prior steps [3, 14]; 
thus, these parameters can be validated as a range or as set points [32]. They are 
a subset of operating variables, all factors that potentially affect process control or 
product quality [25], that reasonably are expected to affect operation of a process 
step [15]. Control/input parameters also are referred to as Xs, analogous to inde-
pendent variables [37].

All input parameters must be identifi ed and demonstrated to be in control for 
the product to be in a validated state and the more tightly the range is controlled, 
the less critical the parameter is considered [32]. Validation steps are (1) identifi ca-
tion; (2) classifi cation as critical or noncritical, subclassifi cation of critical parame-
ters into those to be validated over a broad range and those to be validated as a 
set point with a narrow tolerance range; (3) validation execution for those critical 
input parameters with a broad range; and (4) validation execution using target set 
points for all process input parameters both critical and noncritical. The complexity 
of process validation is dictated by several critical process input parameters requir-
ing either a broad range or a broad set point. As fewer range testing studies are 
required if more parameters can be tightly controlled, one strategy is to design tight 
control set points for as many critical process input parameters as possible (e.g., 
pH and temperature) [32].

4.2.3.4 Performance Uncontrolled Output Variables/Attributes (Ys)

Performance parameters refl ect the outcome of a given step and indicate that the 
process gave the desired result [14] or quality attribute. They are uncontrolled 
performance variables [15] without a control action [35]. Their natural variation is 
defi ned by operating history; specifi cally, their variability is characterized from 
known historical data or estimated based on similar process performance [35]. 
Similarly, output variables refl ect the step outcome and indicate performance was 
acceptable in terms of performance attributes for the step (e.g., titer and yield) or 
properties of the product stream (e.g., product homogeneity, purity, contaminant 
levels, and chromatography peak shape) [3, 14]. Still another term used is critical 
Ys (analogous to dependent variables), defi ned as product and process output 
variables that relate to critical quality attributes (CQAs), which are measurable 
outputs of each process step that are used to provide evidence that the step 
performed correctly [37].

An input parameter value is directly related to an output parameter or quality 
attribute; specifi cally, the output parameter of one unit operation often is the input 
parameter for the subsequent unit operation [32]. Equivalently stated, critical Ys 
(outputs or responses) from one stage often are inputs for next the stage [37]. Input 
parameters are assessed as to whether they signifi cantly impact critical output 
parameters (e.g., product safety, identity, and effi cacy), although the defi nition of 
signifi cant varies among applications [32]. As all product quality attributes are not 
routinely measured during process development, some output variables are selected 



based on a hypothesis that they are linked to desirable product characteristics [20]. 
An input parameter is determined as critical based on whether its operating point 
is located near the edge of failure and how well it can be controlled [32]. Input 
parameters then are prioritized based on the (1) output sensitivity to input varia-
tions, (2) step proximity to the fi nal product, and (3) technical diffi culty controlling 
the input within the specifi ed range [32].

A more formal approach involves listing all key process input variables (KPIVs), 
factors [both process (physical) and product (chemistry)] that could potentially 
affect the mean and standard deviation of critical Ys (outputs) [37]. KPIVs are 
identifi ed using brainstorming to generate initial information. Then the identifi ed 
factors are reviewed to select those that should be maintained constant based on 
scientifi c judgment. Next, a review of process development data and additional 
experiments using DOE are used to identify those KPIVs which infl uence critical 
Ys [37]. Experimental results are inserted into a cause and effect diagram which 
statistically correlates input and output variables by constructing scatter plots 
[20].

4.2.4 BACKGROUND AND REQUIREMENTS

4.2.4.1 Types of Process Validation

All three types of validation, prospective, concurrent, and retrospective, are part 
of most comprehensive process validation programs that occur throughout a prod-
uct’s lifetime [3]. As a process approaches commercial status, validation approaches 
completion [25].

Prospective. Prospective validation is validation conducted before the dis tribution 
of either a new product or a product made under a revised manu facturing process 
where revisions may affect the product characteristics [37]. Prospective validation 
assures that process quality attributes are met before manufacturing operations 
have commenced [26]. It is based on a preplanned protocol [25]. Usually process 
validation is prospective [18] because a science-based, prospective validation is 
integrated as a continuous part of the development process [36]. Validation 
performed prospectively is relatively less dependent on in-process or endproduct 
testing [25]. Manufacturing lots can be released faster if prospective rather than 
concurrent validation is performed [26].

Concurrent. Concurrent validation is based on information generated during the 
actual implementation of the process [25], at the same time the marketed product 
is being manufactured [26]. Concurrent validation reduces the load at the time of 
regulatory submission because experiments are delayed until the manufacturing 
process is operating, but it places marketable lots at risk if a failure is detected. 
Until process validation (e.g., useful resin lifetime) can be established at the 
manufacturing scale via concurrent validation, a thorough performance analysis of 
the step (e.g., chromatography) must be undertaken for each manufactured lot, 
which is quarantined until the results are evaluated [26]. Thus, concurrent validation 
is based on batchwise process control and requires the use of validated in-process 
sampling and methods [25].
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Retrospective. Retrospective validation is based on the review and analysis of 
historical information (e.g., batch records, in-process control testing, and stability 
testing) to reconfi rm formally that control parameter ranges are appropriate [25]. 
Validation protocols sometimes are not needed, but the fi nal results are formally 
approved. As with concurrent validation, retrospective validation requires batchwise 
control of the process and usually depends on in-process testing [25]. Retrospective 
validation has been found useful to augment (but not replace) premarket prospective 
validation for new products or changed processes [3]. The proven acceptable range 
(PAR) can be developed using the principles of retrospective validation to link 
acceptable product lots to normal/permissible values for process operating 
parameters [12].

Retrospective analysis applies to a large number of batches that have been pre-
pared similarly by evaluating input/output parameter variation and relating it 
directly to batch product quality [10]. Specifi cally, it is most effective when many 
similar batches (e.g., tens to hundreds) exist. However, the observed range of some 
input parameters may be insuffi cient if they were tightly controlled during process-
ing to effectively determine the impact of wider variations [10]. In cases where dis-
parate historical data sources may not be directly comparable or missing, a screening 
DOE might be appropriate to establish that existing specifi cations maintain CQAs 
at desirable levels [37].

4.2.4.2 Aspects of Process Validations

Process validation starts with the identifi cation of product quality attributes and 
justifi cation of acceptance criteria, followed by a review of the risk analysis, execu-
tion of process development runs, and compilation of clinical material manufactur-
ing data to set specifi cations considering process variability [11]. There is a greater 
focus on process validation for downstream steps rather than for upstream steps 
because downstream steps are associated with virus removal. Process validation is 
just one approach used to control virus contamination, however; others include cell 
bank characterization, in-process testing, inactivation procedures, control of raw 
materials, containment, and postmarket surveillance [6].

One signifi cant source of variability in downstream process steps is changes in 
input streams between research/pilot-scale to full-scale [38]. Thus, input streams 
of high and low quality are used when evaluating the performance of the subse-
quent step in a pair-wise validation strategy [3]. Specifi cally, forward linkage studies 
are performed to understand downstream consequences for critical parameters 
[10]. When process steps are studied individually in a factorial approach, forward 
linkage variables are the output variables of given step that affect the performance 
of the next step [20].

Fermentation. A validatable fermentation process demonstrates a controllable 
method of growing cells that reliably express the biopharmaceutical product that 
can be reproducibly recovered if broth is harvested within a set of specifi ed 
conditions that allow the product to meet its quality specifi cations [10]. The goals 
of fermentation process validation are to provide documented evidence that all 
aspects of the process perform as intended to generate consistent fermentation 
broths at harvest; this consistency in turn permits downstream steps to yield a 



purifi ed product consistently meeting its predetermined specifi cations [39]. 
Allowable ranges for culture conditions must be justifi ed with scientifi c data [30]. 
Typical components of fermentation process validation include the fermenter sterile 
medium hold, inoculum train, fermenter inoculation, sampling, feeding, fermenter 
growth and production phases, and harvesting [9]. Specifi cally, the trigger for 
fermentation harvest (e.g., cultivation time, cell density, and viability) should be 
demonstrated to yield acceptable product [30]. CQAs defi ned for fermentation 
include product yield, cell density, and culture purity; critical process parameters 
include inoculum state, nutrient feeding scheme, and harvest time [40]. To ensure 
consistent broth quality, critical process parameters are best defi ned based on a 
culture physiological event rather than on elapsed cultivation time and are preferably 
those that exhibit distinctive online monitoring characteristics [40].

To link fermentation process input parameters to output parameters, specifi cally 
behavior in downstream isolation steps and ultimate product quality, usually a 
partial or total purifi cation is necessary, which requires substantial labor to process 
samples [10]. Sample evaluation also is limited depending on the level of product 
characterization. Consequently, fermentation process validation has been viewed 
as less rigorous compared with other forms of process validation [10].

Viral Clearance Studies
Requirements. Any biopharmaceutical product using animal-derived materials 
during the manufacturing process has the potential for virus contamination [5]. 
The risk varies depending on the animal species and country of origin of the raw 
material [5] and the safety concerns associated with expression and amplifi cation 
of the production system [13]. Process validation is conducted to determine the 
process capacity to remove and/or inactivate a virus using a wide variety of viruses 
in virus clearance studies. These studies complement analytical viral testing of 
product (at various stages of production, including the fi nal product), starting 
materials (e.g., cell banks), and raw materials [5, 6]. Each process validation viral 
clearance study is reviewed individually to determine the log reduction perfor-
mance versus requirements, which are set based on experimental limitations as well 
as on risk factors (i.e., number of patients and dosage) [5, 41]. In practice, viral 
inactivation testing is less rigorous than microbial sterilization testing, viral test 
methods generally are cumbersome with variable results (although PCR technol-
ogy has improved technical robustness), and viral inactivating agents less robust 
than saturated steam [10]. Consequently, viral clearance studies are a substantial 
component of process validation.

Viral clearance can be demonstrated by two distinct mechanisms that both 
generate high clearance values. One mechanism is inactivation to reduce infectivity 
by chemical or physical means without affecting protein product stability. Methods 
include using pH (acidic, low pH conditions for pH inactivation for protein A, basic, 
high pH conditions for ion exchange resins), chaotropic agents (urea), ultraviolet 
irradiation, and solvent, detergent, or heat treatment [42–45]. The second mecha-
nism is removal or par titioning to effect a physical separation of virus from the 
product. Methods include using chromatography (adsorbing protein and leaving 
virus in the column fl owthrough or vice versa) and fi ltration (depth fi lters with 
a 20–40-nm pore size or ultra-fi ltration membranes with a cutoff of <300 kDa) 
[5, 7, 46–49].
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Processing conditions signifi cantly affect virus inactivation/removal perfor-
mance. Specifi cally pH, buffer composition, protein concentration, fl ow rate, and 
product binding strength to resin infl uence chromatography steps [5]. Membrane 
chemistry and pore size, geometry, velocity and pressure of process streams, trans-
membrane pressure, and product load per area (volume/area, concentration/area) 
infl uence fi ltration steps [47]. When virus-inactivating buffers are used in chroma-
tography, virus reduction is effected in the eluted product from a combination of 
removal and inactivation [46]. Analytical methods that can evaluate infectious as 
well as inactivated virus distribution in process streams can assist in understanding 
virus removal mechanisms [46].

Steps to be Validated for Viral Clearance. Process validation for viral clearance is 
conducted only on robust steps that can (1) be scaled down accurately and (2) 
reproducibly and effectively remove and/or inactivate a wide variety of potential 
viral contaminants under a wide variety of process conditions [5, 41]. The number 
of steps selected for validation depends on estimated viral clearance effectiveness 
based on historical data and target clearance values [5]. The FDA demands at 
least two different steps for virus reduction to guarantee safety and effi cacy [7]. 
Potentially only two steps are required for antibody processes that use serum-
free medium, but additional steps might be required if viral contamination 
risk is increased by using serum-containing medium [7]. Due to the use of live 
viruses to perform clearance studies, this work usually is outsourced to reduce 
cross-contamination issues [14].

The viral clearance reduction factor, the common logarithm of the ratio between 
the total virus loads before and after clearance, is established for viruses known to 
contaminate the production process [50]. Individual step clearances are combined 
to obtain the total clearance reduction factor. This reduction factor is used in com-
bination with an assessment of step robustness to classify the step as effective (≥4
reduction factor and unaffected by small changes in process variables), moderately 
effective (4 > reduction factor > 1), or ineffective (≤1 reduction factor) with respect 
to virus clearance [50]. Clearance factors are usually multiplied if the mechanism 
is different for two separate steps and sometimes are added if the mechanism is 
same [51]. In other cases, if two independent steps have similar mechanisms of 
clearance, only one step is included in the summation because virus particles 
removed via that mechanism would only be expected to be removed in the fi rst step 
[3, 5]. A total clearance of 12–15 logs is desired for lipid-enveloped viruses and 
fewer logs for nonenveloped viruses (e.g., polio) [30].

Virus loads in unprocessed, prepurifi ed bulk (harvest samples) are quantifi ed, 
typically via transmission by electron microscopy or infectivity, to estimate actual 
virus load versus the expected virus removal capacity of the process [47, 50]. Total 
virus clearance should exceed measured levels by at least 3–5 logs [47]. An example 
of a typical virus load is 10

5
 to 10

7
 RVLPs (retrovirus-like particles) per milliliter 

of unprocessed bulk from CHO cells [3]. Clearance factors of 15–20 logs are typical 
for murine retroviruses [3] and slightly more than for lipid-enveloped viruses. For 
most viruses besides endogenous retroviruses, however, there is no reasonable way 
to establish virus load in the bulk because these types of viruses should not nor-
mally be present. In addition direct testing methods are limited inherently because 
they are designed to detect only known and not known contaminants [5]. Thus, the 



capacity of the downstream purifi cation process to remove/inactivate known viruses 
should they be inadvertently introduced is defi ned for an extra degree of assurance 
[3, 5].

Spiking Studies. Often, if viruses are present in process streams, they are present 
at levels below analytical detection, so spiking-clearance studies are required for 
purifi cation steps [3]. Spiking studies are repeated so that their reproducibility and 
variability can be assessed [5]. There are concerns that large spikes may not be 
representative of actual low-level virus behavior, however. Virus spikes are desired 
to contain as little protein as possible to reduce the impact of their addition on 
purifi cation procedures [5]. Addition of a virus spike can alter protein concentra-
tion and viscosity, which can change elution characteristics and prevent the small-
scale model from accurately predicting full-scale performance [52]. In practice, this 
goal is more readily achievable for non-lipid-enveloped viruses because enveloped 
viruses need a certain amount of protein to maintain stability [5]. Maintaining the 
salt concentration constant or evaluating product resolution and purity are two 
ways to demonstrate that the virus spike addition had no signifi cant effect [52]. 
Consequently, there is a compromise between adding the highest amount of virus 
possible to more rigorously challenge and maximize the step clearance and main-
taining the spike volume low (<10%) to avoid appreciable alteration of product 
composition and thus purifi cation performance [5, 50].

Virus Selection. The goal of model virus selection is to demonstrate inactivation 
or removal of as many types of viruses as possible without compromising product 
activity and quality [50]. One virus can act as a model for a group of viruses with 
similar physio-chemical characteristics [5]. Model viruses should be possible to 
grow in cell culture to high titers and detectable using a simple but sensitive assay 
[47, 53]. Some viruses that are known to potentially contaminate starting materials 
grow quite poorly in cell culture; thus, some model viruses have been tissue-culture 
adapted and consequently may not be truly representative of wild-type viruses [41]. 
Another limitation of using model virus clearance studies is that model viruses may 
not behave similarly to actual viruses [5], but in many cases, model viruses are the 
only practical alternative.

Viral selection is based on (1) relevant viruses that are actual viruses (or of the 
same species as actual viruses and relevant to the host cell) that have been identi-
fi ed as contaminants (or potential contaminants) of the process, (2) specifi c model 
viruses that are closely related to actual viruses (e.g., same genus or family) and 
have similar physico-chemical properties, and (3) nonspecifi c model viruses 
believed to be representative of the spectrum of different virus physio-chemical 
characteristics [5, 50]. Nonspecifi c model viruses are used to show inactivation/
removal of viruses in general and to characterize purifi cation robustness [50]. Virus 
clearance studies should cover emerging viruses and viruses currently believed to 
be absent in raw materials. These concerns are not addressed when relying on 
direct testing to ensure safety, specifi cally consideration of future virus removal 
requirements in anticipation of future regulatory changes [5, 41].

Model viruses are selected that cover the range of physico-chemical properties 
of different virus species such as size (i.e., diameter and geometry), enveloped or 
nonenveloped, RNA or DNA, and single- or double-stranded genome [47, 51, 53]. 
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Examples of model viruses selected for various char acteristics are medium-to-large 
DNA/enveloped (Herpes Simplex I, pseu dorabies), small/DNA/nonenveloped 
(Simian virus SV-40), small/RNA/nonenveloped (Sabin Type I Polio, animal par-
vovirus), medium-to-large RNA/enveloped (Infl uenza Type A, parainfl uenza 
virus, Sinbis virus 1), and retrovirus/RNA/enveloped for murine hybridomas 
(Moloney murine leukemia) [3, 51]. Preference in the selection of specifi c model 
viruses is given to those viruses with signifi cant resistance to physical removal/
chemical agents [47, 49, 51].

The number and type of viruses selected for spiking studies depends on the 
process materials (e.g., host cell) and product development stage [5]. Before phase 
I, virus validation must be conducted. Typical viruses studied are the murine leu-
kemia virus as a model virus for retrovirus-like particles produced by murine cell 
expression systems (if applicable to the process) and parvovirus [50]. Before phase 
II, two to four additional viruses are selected that depend on the host cell 
and media origin [50]. It is advised to solicit feedback on virus selection from the 
relevant regulatory agencies depending on where the trials are to be conducted 
before conducting viral clearance studies for product destined for initial clinical 
trials [14].

Starting and Raw Materials. Starting and raw materials are chemical, biochemical, 
or biological components used in a biopharmaceutical manu-facturing process [53]. 
Quality control strategies for these materials have been developed based on the 
assumption that these materials may be contaminated with a virus [54]. Direct 
testing is limited by the fact that viral contamination can be nonhomogenously 
distributed in a raw material lot; thus, additional sampling has little value. In 
addition to being effective only if contaminants are homogeneously distributed, 
direct viral testing also only is effective if the contaminant is present at high titer, 
false positives can be investigated promptly, a broad spectrum of viruses are 
detectable by available assays, assays are adequately sensitive, and raw materials 
do not inhibit assay performance [54].

Cell Substrate. Since the genetically altered cell substrate is considered the main 
component in the production process, complete characterization plus evaluation of 
genetic stability are primary concerns [27]. Cell bank characterization in conjunc-
tion with product characterization (e.g., peptide mapping and amino acid sequenc-
ing) demonstrates the stability of the production process [55]. Cell bank 
characterization in conjunction with process validation and endproduct testing 
demonstrate product safety [55]. The most likely source of viral contaminations in 
a large-scale cell culture is the cell substrate [54]. Process validation plus cell bank 
validation provides assurance that fi nal product is free of contaminating viruses 
and other adventitious agents [55]. There is little concern about viruses that do not 
replicate in the cell substrate [54], although nonreplication can be hard to 
demonstrate.

As one of the most critical raw materials in production is the cell bank, defi ned 
acceptance/rejection criteria and parameters under which the bank will be used 
are required [55]. Assays are performed on master and working cell banks to dem-
onstrate stability and freedom from adventitious agents. Cells are analyzed both 
from master/working bank vials as well as from the end of the production run or 
a few doublings later [55].



During cell bank characterization, phenotypic characteristics of the master cell 
bank are established such as morphology, doubling time, product expression rates, 
karyology (for diploid cell lines), and isoenzyme analysis [55]. Genotypic charac-
teristics also are established, including a description of the vector and inserted 
gene, copy number, restriction maps, and the nucleotide sequence of a cloned gene. 
Tests are conducted for adventitious agents such as bacteria, fungi, mycoplasmas, 
and a wide range of potential viruses (e.g., retroviruses) [55]. Routine stability 
programs are undertaken to monitor genetic stability with respect to phenotype, 
expression, and nucleic acid integrity [4]. A passage history (e.g., split ratio, storage 
conditions, and media used) is documented as well as the cell line origin [55]. As 
a result of these regulatory requirements, cell banks must be prepared by those 
well versed in the technical processing steps, but also well aware of regulatory 
requirements.

Media. Basal medium and other supplemental components are tested in a scaled-
down mimic of the production process to determine cell growth and product yield, 
and the product characteristics are compared against reference materials [16]. It is 
necessary to assure that multiple lots of raw materials meet user specifi cations for 
performance and quality before selecting a vendor [52] and that at least one back-
up vendor is available.

Step Hold Times. Documentation of bioburden and endotoxin control at the 
manufacturing scale over the entire hold time is accomplished via monitoring of 
intermediates using in-process samples [33]. In addition, small-scale studies can 
provide relevant worst-case data. The cumulative worst-case hold times are 
obtainable from the summation of the maximum individual unit operation hold 
times. However, this worst case is not required to be validated because such a series 
of unexpected events is likely to cause adverse drug quality as well as high endotoxin 
or bioburden. Instead, hold time studies are conducted for process solutions over 
the maximum durations that they will be held in tanks used for manufacturing 
[33].

Real-time stability data are required for reliably assigning expiry periods [4]. 
Stability data are obtained on the drug product stored in the proposed container 
under recommended storage temperatures [56], and this strategy has been applied 
for in-process streams. Although elevated temperature stability studies are used to 
accelerate product degradation rate to predict shelf-life [56], this acceleration meth-
odology is usually not used to determine step hold times, which typically are a few 
days, weeks, or in rarer cases months. Additional stability and degradation con-
cerns arise from the possible interaction of protein with stoppers and container 
closure systems and interaction of proteins with residual cleaning agents [4].

Contaminant/Impurity Clearance. Classes of contaminant removal include 
process-related, host-cell related, and product-related (e.g., aggregates, deaminations, 
and oxidations) substances [14]. Contaminant clearance studies can be used to 
avoid lot-to-lot acceptance criteria because safety margins of several logs of excess 
clearance are demonstrated [33]. In these studies, a contaminant is added to the 
input feed stream at the small scale, its recovery is measured at each stage of the 

BACKGROUND AND REQUIREMENTS 337



338 PROCESS VALIDATION FOR BIOPHARMACEUTICALS

process step (e.g., column fl owthrough, product pool, and regeneration fractions), 
and mass balance measurements are performed [51]. In a similar manner as viral 
clearance studies, each step’s impurity clearance is challenged separately; then 
overall clearance is calculated by the product of individual clearances [51]. Impurity 
clearance studies are similar in concept to viral clearance studies without many of 
the virus handling and personnel contact safety issues.

Process-related contaminants include cell substrate-derived (e.g., host cell 
protein, DNA, retroviral-like particles, and endotoxin for E. coli cultures), cell 
culture-derived (e.g., inducers, antibiotics, and serum/media components such as 
antifoam), downstream-derived (e.g., enzymes, processing reagents such as glycerol 
and guanidine, inorganic salts, solvents, leachables, and ligands), and adventitious 
agents (e.g., virus, bioburden, and endotoxin) [33]. Cell substrate-derived and 
adventitious agents have been discussed. For many process-related contaminants 
(e.g., antifoams and enzymes), the key to tracking and demonstrating their removal 
is the development of a robust, sensitive, and yet straightforward assay.

A documented methodology is required for how product-contact materials are 
selected and purchased [57] for specifi c process use. Leachate process validation 
demonstrates that leachates are below limits of detection in each eluent pool; insig-
nifi cant leaching occurs under severe chemical, time, and temperature exposure, 
and if signifi cant leaching does occur, it is removed by the fi rst few bed volumes of 
equilibration buffer [58]. Product extractable testing evaluates product contact 
surfaces in terms of materials of construction, process solutions or solvents, dura-
tion of product contact with various surfaces, product contact surface areas, and 
potential for extractables at various process stages [57, 59]. Materials are prioritized 
to direct studies at the most critical, high-risk materials. High-risk materials are 
based on the proximity to the fi nal API, extraction capability of solvent, length of 
contact, product contact surface area, cytotoxicity of extractables, temperature, and 
inherent material resistance to extraction [57]. Example high-priority materials to 
assess are containers (e.g., stainless steel cans and plastic bags) for unfrozen and 
frozen storage of fermentation media/purifi cation buffers/product intermediate 
streams, chromatography resins, valve diaphragms/transfer hoses, elastomers/
pumps especially on the fi nal purifi cation skid, fi ltration membranes, fi nal steriliz-
ing fi lter, gaskets/o-rings especially on the fi nal bulk tank, and silicone boot/tubing 
for the fi lling machine [57]. Material extractable data can be obtained in-house, or 
often it is available from the vendor.

Product-related impurities include truncated product forms, modifi ed product 
forms (e.g., deaminated, isomerized, disulfi de-linked, and oxidized), and product 
aggregates [33]. One way these undesired forms arise is during freezing and thawing 
owing to product concentration and pH gradients [60]; thus, the number of freeze/
thaw cycles is minimized. Another way is from mixing liquids and dissoluting 
powders [33]. The minimum mixing time until homogeneity is determined for 
which results vary only within assay variability; maximum mixing times are estab-
lished to avoid shear, oxidation, and/or product degradation.

Reuse of Chromatography Resin. It is necessary to demonstrate that chro-
matographic media can be reused, cleaned, and sanitized [61]. Used resins receive 
additional analysis not required with new resins such as the titration of small ion 
binding capacity, measurement of total protein capacity, comparison of fl ow versus 



pressure plots to indicate particle size (and attrition), particle size distribution, total 
organic carbon (TOC) removal by cleaning solutions, and microbial contamination/
endotoxin (LAL) analysis [58]. Exposure to cleaning/regeneration solutions, rather 
than contact with mild buffers and protein solutions during normal processing, is 
most likely to cause chemical degradation [58]. Three types of studies thus apply 
to resins: Column reuse studies verify continued resin performance after multiple 
uses followed by small-scale carry-over runs to confi rm cleanability with multiple 
uses, characterization studies prove the process is robust and defi nes acceptable 
operational limits, and another third study type demonstrates that regeneration 
suffi ciently sanitizes the resin and that the storage solution is bacteriostatic and 
fungistatic [61].

Columns reused for many cycles may not provide the same virus clearance as new 
columns [41]. Thus, virus spiking studies can be performed on new and aged resins 
to ensure clearance does not vary [5, 26]. Alternatively, virus clearance can be 
studied for new resins only, and performance attributes expected to decay before 
virus clearance ability can be monitored subsequently during actual reuse [62, 63]. 
Validation of the column resin cleaning and sanitization regime for virus inactiva-
tion also is necessary to demonstrate that bound virus does not accumulate and 
subsequently elute [41]. The appropriate number of reuses is selected by balancing 
resin cost with the time required to conduct the reuse study and the expected annual 
number of production runs [61]. Using resin to its functional lifetime maximizes its 
cost basis, which helps economics if the resin cost is high or the number of cycles is 
low [26]. Virus removal fi lters [64] also have the potential to be reused, and although 
less, if anything, has been published about their reuse, the performance character-
istics necessary to demonstrate are expected to be similar to resin reuse.

4.2.4.3 Process Validation Execution Timing

The execution timing of key process validation elements varies according to the 
clinical phase of the product. As validation starts well before the last three lots 
before actual production [31], it is essential to consider the question of “how much 
process validation to do and when to do it” as early as possible [14]. Creating the 
validation package too early might result in redoing substantial portions [14]; creat-
ing it too late may delay product launch owing to an incomplete regulatory package. 
Process validation is a continual process and should be monitored closely for adher-
ence to timelines, scope, and cost [4]. It evolves along with the development of the 
process and should be complete at the end of phase III [14].

At the preclinical product phase, critical and noncritical classifi cation of process 
input parameters should be initiated [32]. Critical components of facility subsystem 
validation need to be essentially complete before phase I product manufacture [15]. 
For phase I, it is necessary to validate aspects of the process related to product 
safety (e.g., sterility, mycoplasma, viral clearance, impurity removal, and stability) 
[14]. Abbreviated viral clearance studies for model viruses/retroviruses and impu-
rity clearance studies for host cell DNA often are acceptable, resulting in fewer 
downstream steps validated at this product stage [3, 5]. If viral clearance results 
are available in suffi cient time, the results can be applied to developing the phase 
I process steps. All assays do not have to be validated at this stage, but some (espe-
cially product-specifi c ones) should be at least qualifi ed [14].
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For phase II, no specifi c process validation activity is required unless process 
improvement changes potentially affect prior phase I validation work [14]. Assay 
validation efforts should continue, however, so assays are ready for phase III valida-
tion and process development should be fi nalized before phase III [14]. Most 
process and assay validation activities begin in phase II and often extend far into 
phase III [4], occurring in parallel with phase II and phase III clinical material 
production [3]. Intensive process characterization often is delayed until after com-
pletion of phase II studies to conserve resources [65]. About 12–15 months are 
allowed for its completion before the process validation runs [65]. To minimize 
risk, if all phase II clinical data are not available, these activities can be ramped 
up slowly over the fi rst few months. Raw material vendor audits should be per-
formed between phases II and III before the manufacturing process is fi xed [47].

Before phase III and process fi nalization, process robustness is evaluated via 
several scaled-down runs to quantify process variability [14]. These studies form 
the basis for the process validation program if they are well documented, use 
operational range extremes, and test different resin/raw material lots. Based on the 
resulting data, additional optimization to improve robustness is conducted. Fully 
developed analytical assays are employed during these pre-phase III scale-down 
runs to ensure the process meets the quality acceptance criteria. Then during phase 
III, any remaining assays are validated [14].

The heavy-duty process validation occurs in phase III when the process is better 
understood, a commercial process is in place, and there are likely to be fewer 
changes, adjustments, and mistakes that can cause deviations [14]. First equipment 
and other subsystem validation are completed and followed by process validation 
during three or more consecutive batches [14]. The master validation plan usually 
is approved during phase III clinical material manufacture [32], and it sometimes 
includes manufacturing equipment validation in addition to process validation [47]. 
Viral clearance studies are conducted with a greater number of model viruses 
possessing a greater range of virus characteristics, and the full range of impurity 
clearance and operating range validations is undertaken [3]. Mass balances are 
attempted, duplicate runs are tested, and resin lifetime studies are conducted [14]. 
Range testing validations typically are completed during phase III clinical produc-
tion before the manufacture of qualifi cation lots, except for viral clearance studies 
that are done earlier [32]. Thus, the pivotal phase III clinical studies are conducted 
using a fi xed process with refi nements already incorporated to achieve a robust and 
cost-effective process [15]. At this stage, operational parameters are defi ned and 
performance parameters are specifi ed within wide limits until more extensive data 
are accumulated [15].

Process performance qualifi cation typically is conducted during the production 
of qualifi cation lots using target set points for all process input parameters to dem-
onstrate consistency and reproducibility of input and output parameters [32]. This 
process consistency is demonstrated by multiple full-scale batches, for example, 
three-to-fi ve consecutive purifi cation lots from three consecutive fermentation lots, 
during which yield and product concentration are monitored at each step [14]. A 
failed lot can occur without resetting the count if it is due to a known assignable 
cause that is not process-related (e.g., operator error or equipment failure) [33]. 
The cause of noncompliance must be determined and corrected, the noncompliant 
product disposition designated, and any corrective actions taken recorded [11]. At 



this stage, all assays are validated, all equipment and support systems are qualifi ed, 
all personnel are trained, all critical input parameters with ranges are validated, 
and all critical input parameters with set points and noncritical input parameters 
are validated as a by-product of range-fi nding studies [32].

4.2.5 DEVELOPMENT SUPPORT AND TECHNOLOGY 
TRANSFER ACTIVITIES

4.2.5.1 Process Development

Role, Stages, and Plans. Process validation is an integral part of process 
development [13]. At the early stage of process development, the process is basic 
and unpolished [14] with purity ill defi ned and poorly controlled [2]. At the 
mid-stage, an optimized and more robust process exists, and by the end stage, 
the process is fully characterized, validated, and qualifi ed [14]. During process 
development and scale-up, critical variables either are removed or else highly 
understood to develop a robust process [34]. Identifi cation should start early and 
be based on literature knowledge, prior experience, or specifi c product information 
[32]. Some critical variables are identifi ed via close in-process monitoring and 
thorough investigation when unexpected results are obtained [34]. Early, reliable, 
and accurate measurement of process variability increases the probability of 
operating and maintaining a robust, well-understood, and controlled process 
[66].

Successful process development establishes a clear logic path that streamlines 
subsequent validation design and testing [22, 32]. Process development serves to 
establish evidence that all key process control parameters and all control parameter 
ranges are validated and optimized to meet acceptance criteria before process 
validation [14, 25]. These acceptance criteria, specifi cally the critical process output 
parameters for scalability studies and range testing validations, in turn are derived 
from data obtained during development, preclinical, and clinical material produc-
tion [32].

The greatest validation problems surface when insuffi cient resources and time 
are budgeted for understanding and optimizing production [14]. Development per-
sonnel require suffi cient time and fi nancial support for thorough validation and 
technical transfer activities, specifi cally remaining involved in process validation 
activities along with manufacturing personnel [2]. Consequently, development staff 
should understand compliance issues [13] to accurately anticipate the appropriate 
level of quality assurance applicable to process development studies [30]. Actual 
formal product development procedures have been recommended to ensure con-
sistency [13], as well as capture best practices.

Process Development Documentation. As a considerable amount of relevant data 
is generated during process development, its documentation must be suffi cient to 
support the selection of manufacturing steps [2]. Development work and decisions 
made during development are captured in development reports that support future 
regulatory inquiries [14] and demonstrate that regulatory requirements have been 
considered and addressed [30]. Development reports should highlight potential 
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weaknesses in the product and process design with the goal of suggesting which 
ones should undergo subsequent development and validation [13]. They also include 
an analysis of critical process parameters [13]. The fi rst reports can be generated 
as early as before the initial product transfer to the process development group 
[32]. Additional reports are generated after the end of process development and 
before the start of process validation [32]. All of these reports need to be compiled 
and indexed so they are readily retrievable [13], perhaps stored in a database for 
easy access [14]. They serve as a resource for the product’s process development 
history if an employee leaves (or is reassigned) or as training for new employees 
[14].

An upfront listing of the titles and scope of expected reports felt to be necessary 
to support process scale-up, validation, and regulatory fi lings is created and reviewed 
within the multidisciplinary validation team [30]. This listing helps identify required 
studies and form a process development plan that can facilitate future tracking of 
executed studies. Once the required component tasks and their execution order are 
established, this plan should be reviewed semiannually, adding accuracy and 
sophistication over time. Formal evaluation of the status of the process develop-
ment plan demonstrates whether the project is on track and identifi es deviations in 
time and cost. The interim goals, resources, and milestones listed in the basic plan 
focus efforts on priorities, permit staff to see how tasks are integrated, and reduce 
the likelihood of running out of time [30].

Process Characterization. The terms process characterization, robustness, and 
validation are sometimes used interchangeably, and consequently, the distinction 
among these terms consequently is blurred. Process characteriza-tion is more 
encompassing than process validation because process validation uses only a subset 
of the data generated from process characterization [15]. Characterization studies 
are similar in nature to validation studies except with less formal compliance to 
regulatory guidelines [12]. It is the part of the process development examining 
manufacturing ranges, robustness, and the edge of failure for a limited number 
of critical parameters [67]. For characterization studies, established scientifi c 
and engineering principles are used, along with methods that are not validated in 
the regulatory sense but are qualifi ed scientifi cally with appropriate controls 
and written procedures. [12]. Typical causes of unexpected results in process 
characterization are inadequate procedures, or inadequate following of adequate 
procedures, and uncontrolled variables [37]. Process robustness provides assurance 
that the process will not fail when operating within defi ned control limits for key 
process variables [35]. This defi nition of robustness has been adapted from the ICH 
defi nition of analytical assay robustness (ICH-Validation of analytical methods, 
1993), not from the guidelines for process validation [35].

Process characterization defi nes process capability and facilitates prospective 
process validation at the production scale [40]. Full process characterization is 
valuable in maintaining smooth manufacturing operations and minimizing lost 
batches, and it provides supporting information for lot release justifi cation for 
atypical batches [15]. Its goals are to identify key operating and performance 
parameters, defi ne control limits for key process parameters, demonstrate robust-
ness of the commercial process, and provide technical information about the 
process [68]. The steps involved in process characterization include risk assess-



ments, scale-down model qualifi cation, single-parameter ranging studies, parame-
ter interaction studies, and worst-case studies [68]. Process characterization is 
conducted initially during the preclinical through phase III product stages and 
continues during the ongoing commercial manufacturing product stage [65].

The overall goals of process characterization are to (1) understand the roles of 
each process step, (2) become aware of the effect of process inputs (operating 
parameters) on process outputs (performance parameters) and identify key operat-
ing and performance parameters, (3) assure that the process delivers consistent 
product yields and purity in all operating ranges, and (4) develop acceptance cri-
teria for in-process performance parameters [65]. Example operating and perfor-
mance parameters for various process steps are shown in Table 4.2-5. Before 
beginning process characterization activities, advance preparation consists of 
examining available data and assessing risk, qualifying scale-down models, and 
developing process characterization plans. Execution involves four steps to achiev-
ing these process characterization goals: (1) characterize process performance 
(“process fi ngerprinting data”) using screening experiments to eliminate additional 
parameters from further characterization studies, (2) identify interactions between 
key parameters, (3) establish process redundancy by determining the effect of feed 
quality on each unit operation, and (4) develop unit operation reports to document 
key operating and performance parameters and their respective ranges [65].

One recommended strategy for process characterization is to (1) measure as 
much as possible early in process development, (2) determine if changes in the 
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TABLE 4.2-5. Example Operating and Performance Parameters for Various 
Process Steps

Process Stage Operating Parameter Performance Parameter

Seed (shake  Agitation rate Time to reach transfer
 fl asks or Working volume  cell density
 fermenters) Vial thawing conditions
 Growth temperature
 Number of generations
Production  DO/dCO2 Titer
 fermentation Broth pH Specifi c productivity
 Growth temperature Plasmid loss/genetic stability
 Agitation rate Growth rate/doubling time
 Aeration rate Peak growth cell density
 Back-pressure Harvest cell density/viability
 Working volume
 Percentage inoculum Product quality (glycoform
 Transfer cell density for   and/or sialylation
  inoculum  distribution)
   Bioburden/adventitious
   agents
 Broth pH Feed/acid/base usage
 Point of nutrient feed initiation Nutrient and waste by-
 Nutrient feeding rate  product metabolism
 Osmolarity
 Point of induction Time to induction
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 Concentration of inducer
Filtration Transmembrane pressure Process fl ux and water fl ux
 Feed/recyle/permeate fl owrate  recovery
 Membrane area/liquid volume Cell lysis  
  or mass Permeate turbidity
 Membrane geometry
 Volume concentration
  factor/diafi ltration volumes
 Protein concentration Yield
 Cell density/viability Purity
Centrifugation Centrifugal force Cell lysis
 Feed/centrate fl owrate Impurity clearance (host
 Feed/centrate solids content  cell proteins, nucleic acids, 
   endotoxins)
 Back-pressure Centrate turbidity
Chromatography Column pressure Yield
 Column fl owrate Product concentration
 Column loading level Purity
 Column load/wash/elution Impurity clearance (host
  conditions (pH, conductivity,  cell proteins, nucleic acids, 
  temperature, gradient slope,   endotoxins) 
  volume) Viral clearance
 Buffer volumes Ligand leakage
  Column HETP
  Peak shape
Precipitation pH Yield
 Conductivity Product concentration
 Precipitating agent concentration Purity
 Precipitate agent addition rate Impurity
 Temperature Precipitate yield
 Protein concentration Supernatant turbidity
General Pre- and/or poststerilization Growth rate/doubling time
  media/solution pH Specifi c productivity
 Media/solution sterilization
  conditions (time, temperature,
  fi ltration)

TABLE 4.2-5. Continued

Process Stage Operating Parameter Performance Parameter

magnitude of each variable/parameter are relevant to process (or process model) 
performance, (3) select the relevant variables to be controlled and documented, 
and (4) collect, organize, and archive all raw data [69]. As the total number of 
factors to be tested can be very large, factors are combined and treated as single 
variables based on the experience gained during process development [60]. Vari-
ables expected to have similar effects are linked so that their cumulative effect will 
be additive [60].

4.2.5.2 Assessment of Process Risks

Quality assurance (QA) groups often desire a 100% guarantee of quality, leading 
to risk avoidance and promoting “over-validation” in the form of additional testing 



and repetitive documentation that increases production costs [31]. Although abso-
lute safety is a theoretical concept just like absolute sterility or product purity, it 
can be approximated using established scientifi c and engineering principles [12]. 
Risk analysis identifi es the steps, critical factors, and parameters that affect product 
quality [11]. A documented risk analysis determines the extent of process robust-
ness, summarizes results in a form readily presentable to internal and external 
regulatory personnel, meets regulatory requirements, identifi es critical parameters 
for monitoring, increases process understanding, assists in troubleshooting, and, 
most appropriately, focuses process validation efforts where they are most war-
ranted and benefi cial [11]. It is fi rst necessary to determine what level of each 
putative risk factor is considered safe, considering the intended clinical use of the 
biopharmaceutical (e.g., administration route, dose size and frequency, and total 
amount consumed) [12].

The process design must include steps that reliably remove or inactivate poten-
tial risk factors [12]. Rare, signifi cant, and real risk factors must be distinguished 
from frequent, less signifi cant, theoretical, or putative risk factors. In some cases, 
targets are more stringent for real and present risks than for putative ones, and 
reliance on removal/inactivation steps is less important if risks are purely theoreti-
cal. The list of putative risk factors is developed early in the process development 
cycle and then updated periodically as additional information and experience are 
obtained. Each potential risk is defi ned in experimental terms by assessing its bio-
logical, biophysical, and biochemical aspects. Two categories of risks are (1) poten-
tial pharmacological and toxicological effects of the product’s active ingredient(s), 
and (2) other product components arising from the preparation process. Examples 
of specifi c risk factors are the presence of intact cells, adventitious agents (e.g., 
bacteria, fungi, mycoplasma, and viruses), endogenous retroviruses, residual cel-
lular nucleic acid/proteins, microbial contaminants (e.g., endotoxin and proteins), 
and process chemicals (e.g., antibiotics, ligands, solvents, cleaning chemicals, in-
ducers, and nutrients) [12].

Risk assessment provides a systematic estimation and evaluation of the risk 
potential for all components used in the manufacturing process, including the 
origin and fate of each raw material [53]. Risk assessment also estimates potential 
risks associated with the application of certain procedures during the manufactur-
ing process (e.g., isolation, validation, and testing) by quantifying a procedure’s 
robustness and susceptibility to errors. It assesses which contaminants have the 
highest probability of being present and then provides a basis to establish a reason-
able and economical testing scheme [53].

Each risk factor must be identifi ed and quantifi ed in terms of its likelihood 
of occurrence and its severity [12]. After the initial fi rst key steps of risk ident-
ifi cation and quantifi cation, the greatest risks then can be reduced [29]. Reduc-
ing the probability of a risk’s occurrence is achieved via implementations 
such as process automation, tighter controls, or removal of open processing 
steps [70]. Reducing a risk’s severity factor is achieved by process changes or 
product redesign [70]. In contrast, raising the probability of failure detection 
by increasing sampling and monitoring activities has been found to be the 
least productive and most time-consuming solution with little opportunity for 
automation [70]. If a signifi cant risk cannot be reduced suffi ciently, then the 
associated process step can be validated to provide additional performance 
assurances.
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Risk Assessment Tools. Risk assessment tools (FTA, FMEA, and HACCP) can 
be used alone or in combination [11]. They are tools for problem prevention, 
requiring failure anticipation rather than analyzing failures that have already 
occurred [71]. After process characterization is completed, formal risk analysis 
exercises can be repeated so future focus can shift to newly uncovered unit 
operations and operating parameters requiring attention [65].

FTA. Fault tree analysis (FTA) is a deductive, top-down approach to failure mode 
analysis [11]. Its open-ended structure is readily expandable, making it helpful for 
complex problems [71]. The failure or hazard is assumed; then the combination of 
conditions or probable causes necessary for that event to occur is systematically 
defi ned by identifying how that high-level failure is caused by lower level, primary 
failures, specifi cally the failure of an individual component or subsystem. This 
information is presented in the form of a fault tree diagram with the assumed 
failure/hazard listed fi rst at the top and the associated conditions/probable causes 
listed as branches with successive levels listed as further branches [11, 71]. Events 
at different levels of the tree are listed below the main failure event and connected 
by event statements and logic gates defi ned by Boolean logic [11, 71]. “And” is used 
if events need to occur together to cause the failure/hazard; “or” is used if the event 
alone would cause the failure/hazard [11]. As a fully developed FTA can be 
complex, special symbols are used to describe events and gates to simplify graphical 
representation of casual relationships between branches [71].

FMEA. Failure mode and effect [criticality] analysis (FME[C]A) is a preventative, 
bottom-up approach to identifying potential failures [11] that has been recently 
adapted to quantifying GMP risks [70]. FMEA has been applied to audit prepara-
tion, batch record review, production validation, change control evaluation, retro-
spective validation, trend analysis, and validation master plan development [72]. 
Although it includes identifying the effects or consequences of failure modes, it is 
a more practical tool and a structured guide to analyze major areas identifi ed by 
the FTA [11, 71]. However, it is not considered as effective as FTA in identifying 
root causes for intractable process failures [71]. FMEA uses its structured meth-
odology to facilitate identifi cation of critical variables, specifi cally reducing 20 or 
more to 2–3 to permit effi cient further optimization [72]. FMEA progresses over 
time, starting in the early stages of process development [11], and it is most suc-
cessful if the process to be examined is clearly defi ned at the outset [71]. Overall, 
FMEA serves to (1) readily identify potential problem areas where operators must 
be especially alert and where intensifi ed test procedures may be required, (2) 
defi ne operational constraints and preventative maintenance actions for equip-
ment, (3) provide information for planning performance qualifi cation, (4) prioritize 
corrective actions and improvements, (5) foster interdisciplinary teamwork and 
communication, and (5) facilitate decision making throughout the development 
process [71].

The fi rst step in FMEA is to develop a working matrix that identifi es all infor-
mation categories that are intended to be studied [67, 71]. A fl owchart describing 
process steps serves as the left column of the matrix. An accurate description of 
each step helps stimulate thinking about how the step might fail. A list of reasons 
is generated describing why each step might fail to complete its intended function 



(potential failure modes) and what would happen if failure occurs (potential down-
stream effects) [73]. All possible causes, however improbable, are identifi ed that 
might result in failure; then the risk attached to each failure is evaluated using an 
established scale, for example, values from 1 to 5 [71, 73].

The next step is to rate the importance of the identifi ed failure in terms of its 
probability of occurrence based on the controls in place (P), severity (S), and ability 
to detected (D), resulting in a risk priority number (RPN) [11, 70]. It asks the fol-
lowing questions: What could go wrong, what is the probability of its going wrong, 
what are the consequences of it going wrong, and can in-process or fi nal product 
testing detect it when it does go wrong [72]? RPNs, also known as the criticality 
index, then are used to sort the identifi ed causes/effects of failures, which enables 
FMEA to identify those failures posing the greatest threat to the manufacturing 
process [71]. P, S, and D are all rated between the low and high values; P and S 
directly increase with numerical rating, and D inversely increases with numerical 
rating. The RPN value is calculated by the product, P × S × D [71–73]. If P, S, or 
D is completely unknown, then a high value rating (e.g., 5) is assigned [72]. Thus, 
in the worst case RPN = 125, and in the best case RPN = 1. In practice, RPNs only 
are calculated for the worst aspects of each failure to reduce workload and to 
permit identifi cation of the most critical failures fi rst without requiring detailed 
calculations for each identifi ed cause [71]. Frequently, the highest RPN steps are 
those steps involving human intervention because P is typically 3 or more [72].

The output of an FMEA study is the list of preventative and corrective actions 
necessary to improve the manufacturing process that now can be prioritized based 
on RPN values [71]. An acceptable RPN should depend on the severity rating of 
the failure, specifi cally if S = 5 (high value), then the RPN should be ≤5, but if S is 
below 5, the acceptable RPN can be higher [72]. The RPN then can be recalculated 
after corrective actions have been implemented providing measurable proof of 
impact [71].

HACCP. Hazard analysis and critical control points (HACCP) is a systematic 
approach that is system-based to determine high-risk steps [11]. The defi nition of 
hazard includes both safety and quality concerns for biopharmaceuticals. An effec-
tive HACCP system reduces endproduct testing because suffi cient validated safe-
guards are instituted [11]. HACCP provides detail and documentation to show 
process/product understanding through identifying parameters to control and 
monitor. Its stages are to (1) conduct the hazard analysis, (2) determine critical 
control points, (3) establish critical limits, (4) establish monitoring procedures, (5) 
establish corrective actions, (6) establish verifi cation procedures, and (7) establish 
record-keeping and documentation procedures [11, 74].

4.2.5.3 Validation of Assays

Purpose. As biopharmaceutical products are large and complex molecules and no 
single test method is suffi cient, product analysis uses multiple, different analytical 
methods strategically designed to be complementary with respect to selectivity and 
specifi city [4, 27]. More sensitive test methods allow proof of greater removal of a 
putative risk factor [12], and the more key parameters that can be measured assure 
that process variability is understood and controlled [66]. However, it is important 
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to avoid setting product specifi cations at the assay’s limit of detection [2]. Assays 
provide adequate in-process testing via process validation and a comprehensive 
assessment of the fi nal product using a variety of analytical methodologies for 
identity, purity, potency, strength, safety, and stability [4].

Assay validation characterizes the assay performance so that the signifi cance of 
the measured assay values obtained is readily understood [75]. Test methods should 
be validated when important decisions are to be based on the data generated [30]. 
Thus, the extent of method validation depends on the stage of clinical supply manu-
facture. The key elements of assay validation for a method are to establish reli-
ability, the intra- and interlaboratory test variation, and relevance, the meaning of 
the results for a specifi c purpose [19]. The robustness of an analytical procedure 
(according to the ICH-Validation of Analytical Methods, 1993) is its measured 
capacity to be unaffected by small variations in controlled parameters and reli-
ability under normal usage [35].

Scope. The scope of assay validation is to assess the essential test method 
performance characteristics of accuracy, reproducibility, repeatability, linear-ity, 
and limit of quantitation/detection [41]. A test method is evaluated for its readiness 
for assay validation against the following criteria: (1) description of the test basis 
and scientifi c purpose, (2) case for relevance, (3) proposed practical application, 
(4) statement of limitations, and (5) acceptable intra- and interlaboratory precision 
[8]. Before actual validation, the test method should be optimized and standardized 
[8], specifi cally controls necessary to invalidate inappropriate out-of-specifi cation 
results should be incorporated [30]. Assays must be validated for each matrix in 
which samples will be run [75] and for its capability on a protein-by-protein basis 
[56].

Assay ruggedness also is measured in terms of the similarity of results from 
different laboratories, manufacturer’s equipment, and analysts [2]. Interoperator, 
interday, and intraassay variations can be quantifi ed by comprehensive validation 
[5]. Interassay (intermediate) precision is the precision of multiple determinations 
of a single sample analyzed in various runs [75]. Intra-assay precision or repeat-
ability is the precision of multiple determinations of a single sample within one 
assay run. Interlot precision tests analyze values of aliquots from a single sample 
run using lots of different assay components. Finally, lot-to-lot precision is the 
precision of multiple determinations of a single sample analyzed using different 
lots of assay components [75]. These multiple types of variations must be consid-
ered so that release criteria ranges are not set too tight.

The limit of quantitation (LOQ) is the lowest concentration that produces a 
signal 10-fold above background, whereas the limit of detection (LOD) is the lowest 
concentration that produces a signal threefold above background [75]. The assay 
sensitivity and achievable concentration limits of additives defi ne a “window of 
clearance,” which is the difference (on a log scale) between the highest attainable 
initial contaminant/impurity concentration and the lowest detectable concentration 
(LOD) of that additive [12]. This difference is the amount that can be measured 
and thus the amount that can be claimed to have been removed by the process 
[12].

A low-level sensitivity is required for viral test methods to maximize reduction 
factors [5]. However, the ability to detect low virus concentrations is limited by 



statistical sampling [5]. The probability of detection (POD) for low-level virus 
concentrations depends on test volumes, batch volumes, and test sensitivity [40]. 
The POD is high when sample virus concentrations are well above the test method 
sensitivity, the POD is lower when concentrations are at or below the test method 
sensitivity, and the POD is even lower for very low concentrations due to the low 
probability of obtaining a virus in the sample as described by the Poisson distribu-
tion. Test method sensitivity should be based on a POD ≥95% [40].

In-process and release (endproduct) parameters, both critical and operational 
controls, are controlled and monitored during production using assays [11]. In-
process controls generate data at critical process steps, which serve as a basis for 
specifi cation development for product intermediates [2]. Specifi c in-process con-
trols, routine sampling, and monitoring at specifi c process steps are established to 
monitor key process outputs [32]. Information only tests are used postvalidation 
without preestablished acceptance criteria until suffi cient data have been collected 
to statistically establish clear limits or else omit the testing [32]. Thus, sampling 
and obtaining data for information only is an important part of process validation 
that must be recognized.

Assay Types

Potency. Binding assays for quantitation use the binding of at least two molecules 
to form an interaction that withstands multiple washing steps, and they are the least 
variable [75]. Cell-based bioassays for potency use a cell line mixed with a sample 
to generate a cellular response that is quantifi ed [75]. They have more variability 
[75] and are tricky to use to measure potency because the CV often is >30% [2]. 
Whole animal assays for potency are time-consuming and highly variable [75], and 
they have the typical disadvantages of in vivo tests in that they are expensive, inac-
curate, slow, and raise animal ethics issues [19].

The development and validation of in vitro tests that correlate with potency, 
typically desirable for vaccines, is tedious and rarely successful, requiring thorough 
knowledge of the immune response after infection or vaccination [19]. An alterna-
tive approach is to demonstrate batch comparability and then assume identical 
properties in vivo [19]. For an increasingly greater number of vaccines, no routine 
animal potency testing is being conducted because the product is well character-
ized, critical production process steps are controlled, immunology knowledge 
permits functional test development, analytical knowledge permits antigen charac-
terization, and test procedures are becoming harmonized and validated [19].

Impurities. Analytical methods for impurity clearance require sensitivities capable 
of demonstrating suffi cient clearance to well below safety margins [33]. rDNA 
technology has stimulated the development of a wide variety of assay types [16]. 
Specifi cally, PCR is used to understand how manufacturing steps impact retroviral 
clearance due to its high precision, high throughput, and low cost [76]. Typical 
testing for in-process impurities includes endotoxin, host cell and other proteins, 
DNA, viruses, and altered protein forms (e.g., proteolytic clips, deamination, oxi-
dized methionines, and amino acid substitutions) [16]. Clearance of host cell pro-
teins is measured using immunoassay [50]. Host-cell DNA is radiolabeled by 
nick-translation and then measured in column fractions (also radiolabeled host-cell 
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proteins), and it is measured directly in production streams [51]. Cytotoxicity and 
interference testing using non-virus-containing samples are performed to ensure 
that sample matrices in a viral clearance study do not adversely affect the ability 
to titrate virus [5]. These tests are performed well in advance of the actual valida-
tion so that conditions may be found for which dilution is not required, and thus, 
assay sensitivity is not reduced by dilution [5].

There is a lack of practical laboratory assays to detect bovine spongiform 
encephalopathy (BSE)-like agents so the potential introduction of these agents into 
the process must be controlled by avoiding bovine-based materials, using materials 
from low-risk bovine tissues, and/or sourcing materials from countries with good 
BSE control measures [21].

Typical testing on fi nal purifi ed bulk includes those tests conducted with in-
process testing plus total protein content and potency [16]. The fi nal product 
(sterile fi ltered, fi lled and sometimes lyophilized, then packaged into vials and 
ampoules) is tested for sterility, pyrogenicity, particulates, content uniformity, iden-
tity, excipient chemical content, potency, and protein content [16].

Standards. Key to the success of any assay method is the availability of a reliable 
standard. A primary standard is one recognized by a national or international 
agency, whose characteristics have been established by collaborative effort [77]. 
Secondary standards are calibrated against primary standards. Reference material 
is used for the evaluation of other materials to generate comparative data. Primary 
reference material has been thoroughly characterized, and it is the purest material 
available in quantities large enough for use. Biochemical reference standards are 
used for all product tests and for process-specifi c tests both for material release as 
well as for upstream/downstream process monitoring and assay development. They 
are unique to a specifi c product in its amino acid sequence and glycosylation but 
different for each manufacturer. To ensure compatibility with the matrix of the 
intended assay, different standards can be required for different process steps. It 
can be challenging to provide suffi cient quantities of the various types of reference 
material early in the product development cycle [77]. A working reference material 
is required to validate analytical procedures [2]. It should be stable for at least 2–4 
years, and its stability should be monitored regularly [77].

4.2.5.4 Change Control and Ongoing Process Validation

Validation maintenance, an ongoing activity for manufacturing processes [11], 
continues through the life cycle of the process with a changing focus as the process 
matures [20]. There is a need to address the process life cycle as a whole and not 
to suspend process validation after three production scale runs are completed [14]. 
To support this life-cycle approach, process expert teams are created to rapidly 
resolve process deviations, determine trends toward loss of control, comply with 
regulatory requirements, assess process change impact, and identify areas for 
process improvement [11].

A validation program is specifi c for a product manufactured by a given process 
[12]. A strong change control program needs to be established once the process is 
validated [15]. Changes to process equipment, operation, or facilities should be 
reviewed carefully before the change is approved to determine the potential valida-



tion impact and if repeating validation studies are required [12, 25]. Such changes 
include process improvements, raw materials changes, step substitutions, and scale-
up [3]. Changes that are expected to shift the value of a performance parameter 
require revalidation [15]. Specifi cally, if the purity is decreased at a specifi c step, 
then recovery of this purity must be demonstrated downstream [15]. In general the 
potential quality impact of process changes is higher with glycosylated rather than 
with non glycosylated proteins [13]. 

The process change is documented in a proposal with its justifi cation, along with 
the number of batches necessary and strategy (e.g., samples and data needed, extent 
of validation testing, and acceptance criteria) to evaluate the change [15]. In some 
cases, the original risk assessment (e.g., FMEA) is revisited or a new one conducted 
to ensure an unintentional new failure mode has not been created [71]. A formal 
change control report is written and approved [15].

Revalidation is the repetition of the validation process or specifi c part of it [25], 
and it has some conceptual overlap with retrospective validation. Periodic revalida-
tion has been conducted in some cases even if nothing has changed [25]. Specifi c 
elements of most validation programs are repeated (at least partially) at regular, 
appropriate intervals (e.g., every 6–24 months) to verify that the original para-
meters are still effective [3, 12]. In other cases, if there have been no changes, 
process revalidation can consist of a formal review of operating and performance 
parameters, along with the nature and frequency of excursions, which can be exe-
cuted as part of the annual product review [15]. When existing processes are reas-
sessed, some input parameters may be more tightly controlled than previously 
permitted or a noncritical parameter may be found to be critical [32]. Product 
failures occurring within validated ranges of a process might be due to simultane-
ous excursions of several variables not studied during the initial process validation 
or from the use of an inadequate scale-down model [20].

Trending of process variables is used to refi ne range limits [3]. Manufacturing 
data can lead to superseded NORs and/or MORs, which are justifi ed by the associ-
ated operational trends and product quality achieved [20]. Extreme parameter 
values subsequently can become acceptable in process validation if the acceptabil-
ity of fi nal product has been confi rmed by multiple observations [12].

4.2.5.5 Process Validation Documentation

Documentation of process validation serves to establish that its goals are reason-
able and achievable, as well as to ensure that the study design is based on solid 
scientifi c and engineering principles [12]. The process validation master plan 
defi nes the scope and rationale of process validation, giving an overview of the 
validation, its philosophy, and general testing strategy [33]. It describes how the 
validation is to be done, including the schedule, studies to be performed, systems 
to be validated, responsibilities, and approvals required [3, 15, 33].

The process validation protocol is a preapproved written plan stating how the 
validation will be conducted and identifying acceptance criteria as well as sampling 
and assay requirements [33] and other testing details [3]. It is a prospective experi-
mental plan that when executed produces documented evidence that the system 
has been validated [25]. The protocol defi nes the system to be validated, identifi es 
operating variables and probable control parameters, and indicates the number of 
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replications required to provide statistical signifi cance [25]. There is a major savings 
of cost and time realized by adopting potential streamlining measures, for example, 
combining resin reuse and chromatography step characterization studies into a 
single protocol [61]. The entire process validation study protocol is reviewed and 
approved by manufacturing and quality personnel [12] as well as by process devel-
opment representatives. The process validation report includes the validation pro-
tocol, deviations from protocol, validation results, and conclusions about validation 
status of the step [3]. Copies of most critical validation reports and summaries of 
other reports are included in the license application [3], so their careful assembly, 
clarity, and accuracy is critical. Common validation submission defi ciencies include 
the lack of data or protocols, inadequate data summaries, missing acceptance cri-
teria, and inadequate monitoring or sampling [78].

4.2.6 PROCESS VALIDATION STRATEGIES

Several value-added, science-based, best practices are evolving for process valida-
tion, which are appropriate from both business and regulatory viewpoints. Selected 
industrial applications of process validation are summarized in Table 4.2-6. For a 
biopharmaceutical process, the potential number of variables and possible interac-
tions among variables is large [12]. One possible approach is to conduct a worst-
case test to evaluate each known critical variable separately, and if necessary to 
run steps more than once if they possess more than one critical variable [34]. 
Although the use of simple experimental designs to develop the relationship and 
describe the link between input and output parameters is straightforward, it can 
result in high numbers of experimental runs, which are impractical [10]. Potential 
streamlined approaches include retrospective analysis, qualifi ed scale-down studies 
to identify critical parameters and important interactions, and worst-case runs [10]. 
In addition, more than one variable can be coupled together into a single variable 
if they are believed, based on science, to have a predictable effect on output vari-
ables [35]. Scouting studies then are used if process development data are limited 
regarding one or more variables or if the ranges previously studied were insuffi -
ciently large [20].

4.2.6.1 Historical Data Review

Retrospective analysis of historical data can be used to assess process reliability 
[88]. The initial process capability specifi cations are established based on a few 
runs (usually less than around 5–10) with acceptable results [30]. This number of 
runs often is too small to accurately defi ne and characterize actual process vari-
ability [30, 31]. It can be diffi cult to claim that the previously set process capability 
specifi cations were fl awed after validation runs fail to meet them [30]. Thus, the 
selection of acceptance criteria must consider the benefi ts of broad versus narrow 
tolerance ranges.

It is best to develop acceptance limits for parameters such as yield and purity 
using statistics applied to historical data [89]. The diffi culty in setting acceptance 
criteria depends on the availability and quality of historical data. Small datasets 
tend to underestimate process variance because they contain only a limited number 
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of historical production runs [89]. If historical data are used, excessively large 
ranges are diffi cult to defend.

Process variability is determined using available tools such as preparing histori-
cal trends of the mean ±3 standard deviations SDs to demonstrate agreement of 
manufacturing scale runs with clinical manufacturing/development runs [11]. After 
15 or preferably 30 data points are obtained, a control chart based on a moving 
range is the best tool for monitoring process stability [89]. Statistical process 
control (SPC) and multivariate analysis can be applied to historical data to identify 
strategies for improving yield through investigation of cause-and-effect relation-
ships using correlation tools and process knowledge [88].

4.2.6.2 Statistical Design of Experiments (DOE) and Analysis for 
Process Characterization

Experimental designs are used to effi ciently identify those input variables that sig-
nifi cantly affect output [20]. The use of DOE to easily screen a variety of operating 
parameters provides a framework for the design and interpretation of experiments, 
identifi es those factors with the greatest effects, segregates key from nonkey para-
meters, identifi es interactions and synergistic effects, and models how outputs 
relate to inputs [37, 65]. DOE is a powerful, prospective method compared with 
retrospective analysis [10]. Its ability to determine interactions between key param-
eters leads to the identifi cation of other weak spots in the process not observed 
during initial screen experiments [65]. DOE is limited to assessing interactions 
among input parameters that can be tested within the same experiment [10]. 
Usually there are more variables than can be tested in single experiment, however 
[10]. To prepare for successful characterization via DOE, there is a need to design 
for simplicity by removing non-value-added experiments and to remove as much 
experimental variation as possible [37].

DOE modeling can be used early in process characterization to set guard bands, 
ranges for key process input variables where no statistical change to output is 
observed [31]. These guard bands are set to locate optimal settings that maximize 
output and minimize variation. Subsequent validation consists fi rst of experimental 
design to screen key process input variables set at the guard bands previously 
determined and then to confi rm that the output is within specifi cation [31]. Model-
ing DOE helps understand the relationship between key input factors and critical 
Ys, relates input factors to responses (critical Ys) via a model (transfer function) 
that essentially is process characterization, determines input factor settings that 
optimize responses, and uses a model to set a limit on input variation such that no 
statistical changes in KPIVs are observed [37]. This approach is consistent with the 
PAT initiative.

The maximum information per experiment can be obtained by combining 
studies and varying factors (i.e., variables) using fractional factorial design [61]. A 
set of fractional factorial runs provides an estimate of each variable’s effect and 
interactions, but no single run can be compared with a control run [35]. This design 
permits a large number of variables to be tested with lower number of experiments. 
Often variables are tested at a low and a high level that permits only linear inter-
polation (i.e., assumes a linear process response) [35]. If center points (i.e., mid-
point of the tested range) are added to the experimental design, nonlinearity or 

PROCESS VALIDATION STRATEGIES 355



356 PROCESS VALIDATION FOR BIOPHARMACEUTICALS

curvature can be detected if present. Replication of low- and high-level test condi-
tions increases the precision of the estimate of that factor’s effect. Two-way variable 
interactions are tested with factorial design, but additional experiments may be 
necessary to deconvolute the effects of two factors that are confounded (i.e., in-
distinguishable effects from one another). Fractional fac-torial designs test the 
extremes of all variables and then generate the best-fi t model with an evaluation 
of the statistical confi dence of the model response predictions. If no process failures 
are predicted by the best-fi t model, then the process step is considered robust over 
the ranges of control parameters tested [35].

Statistical analysis demonstrates which input parameters are important contrib-
utors to output parameters [10]. JMP statistical software (SAS, Cary, NC) can be 
used to analyze data and generate separate analyses for each response variable of 
interest [61]. A difference of 3 SDs often is selected as the criterion for signifi cance 
corresponding to a 95% confi dence level [61], and the test acceptance criteria range 
typically are set as the mean plus/minus 3 SDs (industry standard) [91].

4.2.6.3 Family/Matrix Validation and Platform Technologies

Common validation studies are required across different processes to demonstrate 
capabilities for viral clearance, resin and membrane reuse/sanitization/storage, 
buffer stability, fi lter extractables, and resin leachables [14]. Furthermore, many 
biopharmaceuticals are being developed using common platform technologies (e.g., 
cell line, medium, unit operations) to reduce development time [7]. Thus, templates 
can be developed that identify key input and output parameters for a certain unit 
operation and then customized to address unique process or product specifi cs [14]. 
Generic validated assays can be used for impurity removal, if a platform cell line 
and similar culture conditions are used that then are qualifi ed for each new product 
[14]. In addition, generic validation can be developed in which the supplier and 
potential industry users defi ne generic operating conditions under which the tech-
nology is to be used, and the equipment manufacturer conducts much of the testing 
for every industry user [90]. This reduces additional user validation testing to only 
product- or user-specifi c applications (e.g., product compatibility) [90].

To signifi cantly reduce the number and extent of new studies associated with 
new products processed using similar or identical process operations (i.e., platform 
technologies), family and matrix validation approaches are applied to reduce repet-
itive work [33]. In a family approach, one piece of equipment is validated by three 
consecutive runs and other similar equipment is validated by one confi rming run 
in each unit [33]. This approach can be applied to the process validation for a 
product with several distinct, different but similar, components (e.g., antigens for 
a multivalent vaccine) by (1) treating different product components as a product 
family, (2) classifying product components into groups based on their similarities, 
and (3) selecting one component from each group to validate, possibly based on 
worst-case experience during process development [36]. This strategy is facilitated 
when (1) the fi nal product can be fully analytically characterized, (2) there is sig-
nifi cant prior manufacturing experience with similar production processes and 
signifi cant process development experience with the new production process, and 
(3) clinical trial data show comparable safety and effi cacy profi les for some product 
components [36].



In a matrix approach, validation is conducted at the full range or extremes of 
process parameters, and then values in between are assumed validated [33]. This 
generic strategy is used to support a wide range of bracketed conditions that include 
the most common operating parameters for more than one product, as long as 
process streams and key step components (e.g., resin type) are similar [14, 91]. The 
matrix approach reduces the extent of process validation required for successive 
products, at the expense of only a limited impact on the initial product’s process 
validation, as long as the platform technology is reasonably maintained. Example 
applications have been retrovirus inactivation via low pH treatment [42] and viral 
clearance using anion exchange chromatography [91].

4.2.6.4 Scale-Down Models

Although the most reliable data are obtained from actual production runs [12], 
determination of operational ranges at the manufacturing scale is laborious, time-
consuming, and costly [40]. Thus, typical manufacturing scale validation is limited 
to impurity clearance (e.g., proteins, DNA, and small molecules) and resin/mem-
brane cleaning [14]. If the process step cannot be scaled down successfully, then 
range defi nition validation studies are required at the large scale [32].

Small-scale process models are an essential and valuable tool for process valida-
tion and ongoing troubleshooting [32]. Scale-down factors ranging from 10- to 
10,000-fold are employed [3] with the extent of scale-down de-pending on the actual 
production scale and smallest scale that can reliably reproduce the process [51]. 
Small-scale equipment is permissible only if the scalability of the unit operation is 
demonstrated [12]. The same technical principles for scale-down are used as for 
scale-up for the step of interest [3].

The scale-down model should represent the large-scale model with respect to 
input parameters and typical values for output parameters [10]. Data are collected 
under conditions relevant to full-scale manufacturing GMP process [12]. Qualifi ed 
scale-down models are used in combination with strong statistical tools like DOE 
[10], but sample handling at the small scale is easier than during GMP manufactur-
ing runs [26]. Multiple validation experiments can be conducted in parallel employ-
ing several identical scale-down units, thereby shortening the experimental time 
expended [3]. Also a hybrid approach can be instituted where samples from full-
scale process streams are used as feed streams to scaled-down steps [3]. Overall 
the amount of re-sources used in small-scale validation is likely to be less than that 
needed for manufacturing scale validation, although in manufacturing scale vali-
dation, resource utilization is spread over a longer period of time [26].

Scale-down studies have been used for a wide variety of process validation 
studies, including resin lifetimes, in-process stream hold times, buffer stability, 
virus clearance, harvest criteria, fi lter extractables, resin leachables, and cell age at 
harvest [14, 91, 92]. The ease of scale-down differs depending on step and should 
be considered in selecting those steps to be validated [5]. In fact, certain validation 
issues can be addressed only via small-scale models (e.g., virus clearance evalua-
tion, nucleic acid and other impurities/additives removal, cleaning and storage 
procedure evaluation, and column lifetime estimation) because their use increases 
worker safety, reduces costs, and permits use of higher titer samples for improved 
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accuracy of prediction [52]. Specifi cally, viral clearance studies can only be per-
formed at the small scale because virus introduction into cGMP manufacturing 
scale equipment is impractical and inappropriate [5, 26]. For viral clearance studies, 
the ideal scale-down factor is 10- to 100-fold [6].

Although scale-down models have been used largely in purifi cation, they 
also have been used in fermentation. Fermenter scale-down models use the 
same set points for volume-independent operating parameters (e.g., temperature, 
pH, and DO) and adjust the set points for volume-dependent parameters such as 
mixing and gassing (e.g., dCO2 stripping) [68]. The inoculum split ratio for cell 
culture scale-down is maintained constant [3, 68]. Characterization studies are 
performed in small-scale fermenters, and then it is demonstrated that the ranges 
established are insensitive to scale-up [40]. Only the critical process parameters 
found to be sensitive to scale-up require range studies at the manufacturing scale 
[40].

There is increased regulatory concern over the accuracy of results obtained from 
small-scale models [52]. Consequently, the scale-down model must be validated to 
be consistent with full-scale manufacturing before validation studies begin. For 
chromatography steps, it is necessary to determine that product purity and yield 
are the same [52] or demonstrate comparable HETP, peak asymmetry, and reten-
tion time [5]. Any product streams tested should be representative of a commercial-
scale process feed stream [52].

For chromatography steps, the scale-down model consists of a column with 
system and auxiliary components (e.g., distributor, monitors, and fraction collec-
tors) [52]. Scale equivalence for chromatography columns maintains constant 
column bed height and linear fl ow rate, while varying column diameter, buffer, 
and load amounts, which are scaled to column volume [61]. Specifi cally, the 
column diameter is decreased, but the bed height is maintained to maintain resi-
dence time, and the volumetric fl ow rate is reduced, but the linear fl ow rate is 
maintained [5, 52]. Constant residence time is important if viral clearance is due 
to inactivation rather than removal [52]. Confi guration, transport distances (tubing 
diameters as well as tubing lengths), and materials of construction are similar to 
the commercial-scale system. The same methods of preparing buffers are used, 
including the same quality of water, buffer, and salts. The chromatography medium 
has the same base matrix, functional groups, and degree of substitution, as well as 
the lot used should meet approved specifi cations [52]. Finally, the product mass 
loading and relative buffer/load volumes between scale-down and production 
systems are similar [33].

Although chromatography scale-down is extensively studied owing to its use 
for viral clearance validation, the scale-down of other purifi cation steps also is 
conducted. Virus fi ltration scale-down maintains the same linear or fi ltration 
pressures, product feed concentration, ratio of feed volume to fi lter area, and tem-
perature as the production system [33]. Other steps such as solution inactivation 
(e.g., pH and heat treatment) are relatively easy to scale down because it is simply 
necessary only to maintain buffer composition, pH, protein concentration, and 
temperature consistent with production conditions [5]. The time course of the 
inactivation is quantifi ed along with the upper tolerable range of inactivation agent 
concentration and minimum exposure time. Residence time differences between 
the production and small scales might change parameters such as buffer tempera-



ture [52], which might affect solution as well as chromatography inactivation 
steps.

4.2.6.5 Well-Characterized Biotechnology Products

A well-characterized biological (biopharmaceutical) is a chemical entity whose 
identity purity, impurity, safety, potency, and quality can be determined and con-
trolled [19, 93]. To be well characterized, the drug substance must be >95% of the 
main component and/or related isoforms [93]. Well-characterized molecules are 
evaluating using sensitive and discriminating tests that are quantitative and rele-
vant in vivo and in vitro potency assays [93]. The recent explosion in the availability 
of sophisticated, reliable, analytical instrumentation, combined with extensive, sen-
sitive product analysis methods has resulted in great advancements in defi ning 
“well-characterized” biopharmaceuticals [28].

Although for a well-characterized biological the FDA trend is to rely on reduced 
fi nal product testing, process validation must be present to assure product quality 
and consistency [15]. There has been an elimination of regulatory agency lot release 
for specifi c well-characterized biopharmaceuticals [19, 93]. In addition, process-
related impurities (e.g., host cell protein and DNA) are controlled by process vali-
dation in lieu of lot-release testing [27]. Furthermore, many process changes are 
justifi able using analytical data and process validation studies without a clinical 
trial [3]. The following principles can be applied to the manufacturing and testing 
of a well-characterized product: (1) The manufacturing process should be robust, 
reproducible, validated, and designed to produce active drug substance; (2) the 
safety of the fi nal product is assured through process validation using validated 
analytical testing to demonstrate removal of impurities to safe levels; (3) tests for 
identity, purity, and potency should be sensitive, quantitative, and validated; and 
(4) specifi cations should be quantitative and based on historical manufacturing 
data and clinical experience [27].

The more characterizable the biopharmaceutical product, the more emphasis is 
placed on validating that the correct molecule is being produced than assuring that 
the cell biology is being controlled [10]. However, the diffi culty of characterization 
increases in direct proportion to the complexity of molecule [93]. When less is 
known about the product, a greater reliance is placed on product and process con-
sistency [10]. Most vaccines used today are not well-characterized biologicals, so 
batch release must be performed by the manufacturer and by the appropriate 
national control laboratory [19]. The quality of vaccines is increasingly guaranteed 
by the use of robust and reproducible production processes [19], and thus, a high 
reliance is placed on process validation.

4.2.7 FUTURE TRENDS

Future developments in the biopharmaceutical industry are likely to impact the 
scope and execution of process validation activities. The nature of process valida-
tion is continuously changing to meet the requirements of biopharmaceutical 
development and manufacturing. The understanding and implementation of new 
strategies based on future developments is key to maintaining an effective process 
validation methodology.
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4.2.7.1 Process Analytical Technologies (PATs)

PAT is a system for designing, analyzing, and controlling manufacturing through 
timely in-process measurements of critical quality and performance attributes, 
leading to the goal of ensuring fi nal product quality [94]. The implementation of 
PAT potentially minimizes the number of tests that need to be performed at the 
time of lot release, or in the future for certain products, it might eliminate lot-
release testing by the manufacturer entirely. Its precedent was the dropping of lot-
release testing for certain impurities when validation of their removal was able to 
be assured [94].

Online and automatic methods have been demonstrated to be more accurate 
and precise compared with manual methods because (1) sampling and sample 
pretreatment artifacts are eliminated, minimized, or reproduced; (2) measurement 
frequency is increased; and (3) results are independent of personnel availability 
[69]. Continuous, real-time monitoring is preferred when feasible [11]. PAT is used 
to implement in-line controls to increase productivity and reduce costs [31]. In 
addition, accumulated data from numerous commercial batches are used to gener-
ate trend analysis profi les showing high and low control limits for process parame-
ters [25]. These limits then are used to predict when processes may be deviating 
from their validated control ranges, although they are currently operating within 
them [15].

Relationships among manipulated (controlled) variables, online measured vari-
ables, and product (uncontrolled) variables in most biosystems are nonlinear to 
some extent [95]. A forward model is when parameters, starting conditions, and 
relevant equations governing behavior are known, readily measurable inputs and 
the outputs are variables; an inverse model is when the inputs are readily measur-
able variables and the outputs are diffi cult to measure parameters [69]. The forward 
model is most applicable to process validation, whereas the inverse model is most 
applicable to metabolic pathway analysis. Modeling systems such as neural net-
works have been used to describe the characteristics of extremely complex biopro-
cess systems [95].

Mathematical models can be used to simulate the controlled process variables 
and thus predict the effect of variations on the uncontrolled process variables [35]. 
Linking online sensing to modeling is effective when (1) there is product yield and 
biomass variation among optimal values, (3) optimal values may vary over time for 
processes that are not stationary, (4) parameters can be measured directly or oth-
erwise, (5) the cost of online control is a small fraction of capital and expense costs 
to run a process, and (5) historical data combined with mathematical methods 
provide identifi cation of key parameters and their optimal values to achieve ratio-
nal process improvement [69]. Achieving good modeling is not always easy and 
involves correct identifi cation of parameters and variables, and selection of the type 
of model (forward or inverse) along with key inputs and outputs, showing the rela-
tionship between predictions and actual data to assess model effectiveness [69].

A solid understanding of a product’s critical quality attributes and what aspects 
of the manufacturing process control them is necessary to fully gain the benefi ts 
of PAT [94]. Furthermore, the inherent complexity of protein-based biopharma-
ceutical products makes it diffi cult to use PAT to assess product characteristics 
critical to safety, effi cacy, and stability. In addition, it is diffi cult, compared with 



small molecules, to directly monitor the desired product concentration during 
upstream/early downstream processes in a background of protein impurities deriv-
ing from medium components or host cells [94]. However, PAT can be used for 
process monitoring and control that then indirectly results in improved productiv-
ity, process consistency, and product quality.

The pharmaceutical industry lags behind other automated industries in manu-
facturing quality analysis because it is mostly lab-oriented with little closed-loop, 
real-time control, and limited enterprise-wide data availability [96]. There is a fear 
of potential regulatory agency reprisals if PAT is implemented for existing pro-
cesses, and its use detects behavior that would not have been detected using con-
ventional process monitoring [96]. Before PAT is widely implemented, the risks 
associated with data variability need to be evaluated and reliable methods need to 
be instituted to distinguish among signal, process, and product variability [94].

4.2.7.2 Process Reliability

More increasingly, the supply capability of a commercial organization depends not 
only on manufacturing but also on process reliability, GMP compliance, and opera-
tional metrics [79]. Process reliability lies at the heart of lean manufacturing and 
Six Sigma programs because it ensures that the manufacturing process can be 
maintained in a compliant, validated state [97]. Performance factors are measured 
and monitored on an ongoing basis so that improvement efforts can be targeted at 
the most signifi cant opportunities leading to the removal of variation from the 
manufacturing process [97]. The greatest threats to process reliability are produc-
tion variances and associated investigations [79]. Variance analysis identifi es 
systems prone to problems, and then it uncovers the root causes of these variances, 
strengthening the mechanical and operational aspects of the process [79].

Process reliability is the ability of the process to consistently produce required 
results as measured through the primary dimensions of uptime, dependability, and 
fi rst run yield [97]. Uptime is the time the process is in operation compared with 
the available time the process is scheduled to be in operation. Dependability is the 
repeatability of a process’ actual run rate compared with its scheduled run rate. 
First run yield is the ability to produce quality outputs the fi rst time through pro-
duction run without any rework. Reliability losses are measured in terms of 
unscheduled downtime, run rate losses, yield losses, and reprocessing [97].

Process reliability is improved most effectively using cross-functional teams by 
the following process: (1) identifi cation of the opportunity; (2) collection of reli-
ability loss data regarding uptime, dependability, and fi rst run yield; (3) analysis of 
loss data and determination of the root cause of the problem; (4) brainstorming of 
solution alternatives; (5) selection and implementation of solutions considering 
solutions that are safe, feasible, implementable, and cost-effective; and (6) monitor-
ing of results and repetitions to assess the impact of solutions and to prioritize 
remaining opportunities [97]. Six Sigma states these concepts for continuous 
process improvement as DMAIC: defi ne, measure, analyze, improve, and control 
[37], which are readily applicable to process validation. Measurable benefi ts of 
improved process reliability include increased customer service (e.g., timely deliv-
ery), increased schedule adherence, reduced lead time, reduced inventory levels, 
increased effective capacity (i.e., greater process uptime and reduced unplanned 
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downtime), decreased cost, creation of time available for predictive maintenance, 
incremental capacity for new products or increased volume without additional 
capital investment, increased process dependability, improved quality and fi rst run 
yield, and reductions in setup and changeover time [97].

Process fl exibility is needed for rapid turnover and reduced inventories that are 
key to lean manufacturing, which in turn are crucial to making more customized 
drug products and remaining competitive [97]. Flexibility losses are when time, 
people, and material waste are consumed by product changeovers. Flexibility is 
improved by mapping the changeover process, analyzing steps, and then eliminat-
ing, resequencing, or improving activities. In addition, standardizing procedures 
and setup locations and advance preparation for changeovers improve effi ciency 
[97].

4.2.7.3 Biogenerics

Biogenerics, also known as “follow-on” biologics [98], are pharmaceutical prepara-
tions, using a generic name, that are based on drug substances arising from recom-
binant technology (complex structure and high molecular weight) that have been 
demonstrated to be essentially similar to an original pharmaceutical with an expired 
patent [99]. The main features of biogenerics processes (such as reproducibility, 
validation, and controls) need to be maintained similar to the patented biophar-
maceutical product and should include quality, safety, and effi cacy [100]. Key 
scientifi c issues for biogenerics are product characterization, demonstration of bio-
equivalence, and manufacturing issues (e.g., lack of ownership or access to a con-
tracted facility, incomplete disclosure of patented product processes, and diffi culty 
obtaining a suitable cell line and raw materials) [100]. The process as well as the 
strain for biogenerics are different from those of the original product, and the 
impact of even small changes on biopharmaceuticals is not clear [99].

The potential world market for biogenerics has been estimated at $5.4 billion/
year by 2008, assuming the evolution of a favorable regulatory environment [101], 
compared with a total biopharmaceutical market of $30 billion/year [99]. These 
estimates may be too high for the market potential for biogenerics because patients 
often are switched to the next-generation versions of branded products due to rapid 
innovations in these products [101]. In fact, the main barriers to entry are the fast 
pace of existing product enhancement or new product introduction, and an ill-
defi ned regulatory framework [99]. In addition, due to the expense of biomanufac-
turing and developing a biomanufacturing process, the cost reduction of biogenerics 
may not be as signifi cant as with non-biopharmaceuticals [1]. One estimate is that 
biogenerics will sell for 10–20% less than branded counterparts rather than 40–
80% less as with small-molecule drugs [101].

Generic biopharmaceutical products, possessing a similar complex structure and 
high molecular weight as the original product, are harder to characterize than 
small-molecule generic drugs; thus, they are harder to prove equivalent [101]. To 
show bioequivalence, that the biogeneric is “essentially similar” to the patented 
biopharmaceutical, sophisticated analytical analysis is required. Comparability 
studies are required to prove the similar nature of the generic product, and the 
nature of these studies is product-class specifi c [101]. Prior experience is that 
even small changes in the product can result in signifi cant safety or effi cacy 
differences.



Biogenerics are currently in a state of “regulatory purgatory” [98]. Key regula-
tory issues are that the approval process is not well defi ned and is uncertain, par-
ticularly in the United States [100]. The FDA says creating a regulatory pathway 
for biogenerics is a top priority (Europe already has a biogenerics regulatory frame-
work), but little resolution has been reached [98].

Regulatory authorities are requesting extensive demonstrations of biological 
activity, which translate to lengthy and costly clinical trials [99]. Proof of identity 
is diffi cult for biopharmaceuticals because they are diffi cult to analytically charac-
terize. “The process defi nes the product” notion still exists when there is limited 
knowledge [100] and experience regarding cause-and-effect relationships [99]. 
Extensive oversight of biogenerics manufacturers is expected because the entire 
manufacturing process is as important as the fi nal product and needs to be carefully 
regulated [1]. These requirements make development timelines and costs substan-
tially higher than for small-molecule generics [99].

4.2.7.4 Outsourcing

As biopharmaceutical companies redefi ne their goals and priorities, outsourcing 
of workload can maximize investment [28] and assure an ability to meet capacity 
demands [102]. Previously, outsourcing has been done in clinical research develop-
ment and fi ll/fi nish manufacturing steps [28, 103]. Now it is being done for QC/QA 
functions because every quality function except fi nal release responsibility for 
biopharmaceutical drug product for human clinical trials can be outsourced [28]. 
Outsourcing also is occurring in many areas such as process development, clinical 
material production, and marketable production [102, 104]. Specifi c areas such as 
cell line development (high producer screening) and scale-up also can be out-
sourced [104]. Risk management systems are used to proactively identify the risks 
and liability between the organizations [105].

Contract companies can provide more than simply additional capacity. They can 
provide translation of bench-scale operations to cGMP compliant manufacturing, 
technology transfer, and process validation [104]. Contract services also are pro-
vided by equipment suppliers to optimize/develop processes using their equipment 
[90]. These services can be more cost-effective than third-party laboratories, con-
tract manufacturing, or in-house.

4.2.7.5 Risk-Based GMPs

In the future, when manufacturing processes are developed and understood, there 
will be increased innovation and regulatory oversight proportional to risk [23]. The 
major goals of risk-based GMPs are to focus GMP attention on potential risk areas, 
ensure regulations do not impede innovations, enhance GMP inspection consis-
tency, and encourage the use of the latest scientifi c advances in manufacturing 
[106]. To accomplish these goals, work is pro-gressing based on several major prin-
ciples, including risk-based orientation, science-based policies/standards, inte-
grated quality systems orientation, international cooperation, and strong public 
health protection. The advent of risk-based GMPs provides a timely opportunity 
for industry to prospectively evaluate ways to streamline the complexity of existing 
and proposed processes using sound and defendable methodologies for risk assess-
ment [106].
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4.2.8 SUMMARY

Overall, process validation is a methodology to permit organizations to take advan-
tage of process improvement opportunities presenting themselves over the course 
of a product’s lifetime. Process validation continues to be a formidable under-
taking, requiring extensive resources and time for full execution. Improvements in 
effi ciency are likely to arise as technologies for high-throughput scale-down units 
and fast-turnaround, sensitive analytical assays become more readily available. 
Focused guidance on process development, characterization, and validation also 
should be benefi cial to evaluate and align varied industry practices.

NOMENCLATURE

API—active pharmaceutical ingredient
BSE—bovine spongiform encephalopathy
CBER—Center for Biologics Evaluation and Research, US FDA
CCP—critical control points
CQA—critical quality attributes
CDER—Center for Drug Evaluation and Research, US FDA
CV—coeffi cient of variation
DO—dissolved oxygen
dCO2—dissolved carbon dioxide
DOE—design of experiments
EMEA—European Medicines Evaluation Agency
EU—European Union
FDA—(United States) Food and Drug Administration
FME(C)A—failure mode and (critical) effect analysis
FTA—fault tree analysis
(c)GMP—(current) Good Manufacturing Practice
HACCP—Hazard analysis and critical control point
ICH—International Conference on Harmonization
KPIV—key process input variables
LAL—limulus-amoebocytes-lysate
LOD—limit of detection
LOQ—limit of quantitation
MOR—maximum operating range
NOR—normal operating range
PAR—proven acceptable range
PAT—process analytical technology
PCR—polymerase chain reaction
PDA—Parenteral Drug Association
POD—probability of detection
PV—process validation
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QA—Quality Assurance
QC—Quality Control
RPN—risk priority number
SD(s)—standard deviation(s)
SOP(s)—standard operating procedure(s)
SPC—statistical process control
TOC—total organic carbon
WHO—World Heath Organization
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A drug must be formulated in a safe, consistent, and stable dosage form with proven 
clinical effi cacy before it can be approved for specifi c therapeutic indications by 
drug regulatory authorities. Although biotechnological/biological products or bio-
pharmaceuticals (therapeutic proteins, peptides, and nucleic acids) are no excep-
tion to this requirement, the inherently complex primary structures of this important 
class of therapeutic agents coupled with their ability to form higher order structures 
have posed additional challenges and constraints in their formulation and 
assessment.

The current chapter is intended to provide an overview of the stability problems 
of biopharmaceuticals and their assessment as well as the formulation approaches 
that can be used to circumvent these problems. Presented next is a literature review 
on the known degradation/denaturation mechanisms of various biopharmaceuti-
cals, followed by a general discussion on the formulation strategies using specifi c 
excipients/additives for improving the product shelf-life.

4.3.1 CHEMICAL INSTABILITY AND POTENTIAL 
DEGRADATION PATHWAYS

4.3.1.1 Hydrolytic Reactions in Proteins and Peptides

Deamidation. Deamidation is a common degradation pathway for proteins and 
peptides, involving the conversion of the side chains of the asparagine and glutamine 
residues to the respective carboxylates of aspartate and glutamate. The reaction is 
highly pH dependent. Under acidic conditions, the reaction is initiated by the direct 
intermolecular attack of water at the side-chain amide linkage, yielding ammonia 
and the corresponding acids (i.e., aspartic acid for asparagine residue or glutamic 
acid for glutamine residue) [1–3]. At neutral or basic pH, the degradation is 
predominated by intramolecular deamidation with a relatively minor contribution 
from direct hydrolysis [2].

Mechanistically, deamidation of asparagine proceeds via the formation of a suc-
cinimide intermediate, involving the intramolecular attack by the nitrogen in the 
peptide bond on the C-terminus (Scheme 4.3-1) [2, 4]. The resulting cyclicimide 
tends to racemize at α-carbon. Hydrolysis of the cyclicimide yields a mixture of 
peptide products differing in the type of amide linkage in the polypeptide back-
bone; for the α-carboxyl linkage, the hydrolytic products are a mixture of d- and 
l-normal aspartyl peptides, whereas the β-carboxyl linkage affords a mixture of d-
and l-isoaspartyl transpeptidation products [3, 5]. Spontaneous deamidation of the 
polypeptide chain at the asparagine residue can also occur via the attack by the 



nitrogen in the side chain of the amide on the following peptide-bond carbonyl to 
form two polypeptides, one of which contains a C-terminal succinimide residue 
(Scheme 4.3-2) [3]. Most biopharmaceuticals are formulated at physiological pH 
(7.4) for parenteral administration and thus are prone to decomposition by deami-
dation via the aforementioned mechanisms. These products encompass recombi-
nant human parathyroid hormone [6], orthoclone OKT3 [7], human epidermal 
growth factor [8], insulin [9], antifl ammin 2 [10], recombinant tissue plasminogen 
activator [11], monoclonal immunoglobulin h1B4 [12], and murine monoclonal 
antibody MMA383 [13]. Adenovirus, a therapeutic viral gene carrier, is also known 
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to degrade by deamidation and isoaspartate formation at four susceptible 
asparagine residues, and the stability of a recombinant adenovirus AV3760 has 
demonstrated considerable improvement after site-directed mutagenesis of the key 
asparagine residues in the hexon protein [14].

Similar to the asparagine residue (Scheme 4.3-1), glutamine residue undergoes 
deamidation at neutral or alkaline pH, where intramolecular attack results in glu-
tarimide formation. Having one more methylene group than the asparagine residue, 
the glutamine residue yields a six-membered ring intermediate structure, which is 
formed at a much slower rate than that of the fi ve-membered succinimide inter-
mediate for the asparagine residue because of entropic factors [1, 11]. Although 
the asparagine residue is widely known to be more susceptible to deamidation than 
the glutamine residue, more facile deamidation for the glutamine residue under 
acidic conditions has been observed with the glucagon fragment 22–29 [15]. The 
lower reactivity of the asparagine residue in this case has been attributed to a 
decreased electrophilicity of its side-chain carbonyl carbon imparted by a parallel 
cleavage pathway at this residue.

Primary sequence has an important bearing on the spontaneous deamidation in 
peptides. It has been demonstrated using model peptides that the structure of 
amino acid residue immediately following the asparagine residue N + 1 exerts a 
signifi cant impact on the overall rate of succinimide formation. For example, glycine 
residue in the N + 1 position results in a deamidation rate 70- to 100-fold faster 
than that found for amino acid residues with branched hydrophobic side chains [2]. 
In another study, the bulky side chain of N + 1 histidine residue has been found to 
limit the fl exibility of the model peptide around the reaction site, thereby reducing 
the reaction rate [3]. As isoaspartate formation depends on both primary sequence 
and chain fl exibility, two important generalizations can be made [11]. First, isoas-
partate tends to form preferentially at the asparagine-glycine, asparagine-serine, 
aspartic acid-glycine, and possibly asparagine-histidine sites. Second, isoaspartate 
formation is favored in the highly fl exible region of a polypeptide chain. However, 
it must be noted that these generalizations, which are based on solution-state data, 
may not be applicable to solid peptides because the mechanisms of deamidation 
involved in the solution and solid states are intrinsically different. As has been 
demonstrated in the solution state, a glutamine residue in the N + 1 position can 
either hinder asparagine deamidation by electrostatic and inductive effects or 
enhance the reaction though general acid/base catalysis, whereas in the solid form, 
a glutamine residue in the N + 1 position can increase the hydration of the peptide 
and afford asparagine deamidation rates similar to those in solution [16].

Higher order structures, viz. secondary, tertiary, and quaternary structures, also 
infl uence deamidation in proteins by positioning the asparagine or glutamine 
residue in spatial proximity to a functional group elsewhere in the primary sequence, 
which is capable of accelerating or inhibiting the deamidation. In addition, the 
conformational structure of the asparagine or glutamine residue and the nearby 
peptide region containing it may be strongly conditioned by the nature of the 
structural environment that incorporates the residue [17]. In general, α-helices, β-
turns, and possibly β-sheets can stabilize asparagine residues against deamidation 
and drastically reduce the rate of succinimide formation for a given sequence rela-
tive to the same sequence in a random coil [11]. However, the effect is relatively 
weak with α-helices and destabilization of the asparagine residues may even occur 



[17]. Conformational restrictions and reduced nucleophilic reactivity of the back-
bone NH centers have been suggested as probable stabilizing mechanisms with the 
higher order structures. In recombinant human lymphotoxin, asparagine deamida-
tion can be inhibited by secondary and tertiary structures due to reduced poly-
peptide fl exibility [18].

Apart from protein sequence and structure, temperature, pH, and the type of 
buffers can all infl uence the deamidation and isoaspartate formation. The effect of 
temperature on the deamidation reaction rate generally follows the Arrhenius law. 
Deamidation activation energies around 21∼22 kcal mol−1 have been reported for 
two model peptides under alkaline conditions [19, 20]. The deamidation is also 
subject to general acid/base catalysis, as evidenced by an increase in deamidation 
rate with an increase in buffer concentration [2].

In stability assessment, chromatographic methods of high sensitivity are nor-
mally required to analyze the degradation products formed from parent drugs in 
trace amounts. Biological potency is not a sensitive marker for detecting deamida-
tion and isoaspartate formation, which may or may not infl uence the biological 
activities of protein and peptides. If the asparagine and glutamine residues are not 
involved in receptor binding, there may not be any effect on biological activity upon 
deamidation, as in the case of human growth hormone [21], insulin [22, 23], recom-
binant human fl ial cell line derived neurotrophic factor [24], interleukin-1α [25], 
and recombinant human interleukin-2 [26]. However, activity loss associated with 
deamidation is probably the norm rather than the exception, particularly if the 
asparagine or glutamine residues take part in receptor binding, as exemplifi ed by 
calmodulin, CD4, human and murine epidermal growth factors, growth hormone 
releasing factor, methionyl murine interleukin-1β, parathyroid hormone, and bovine 
pancreatic ribonucleases A [25]. It is important to note that in addition to the direct 
effect of receptor binding on activity, modifi cation of a site outside the binding 
region may affect the biological activity indirectly through a local conformational 
change, and isoaspartate formation can also elicit autoimmunity against the 
proteins/peptides [11].

Peptide Bond Cleavage at Aspartic Acid Residues. The breakdown of proteins 
and peptides may occur by cleavage at the amide bonds. Although all amide bonds 
are theoretically susceptible to hydrolysis, they normally exhibit different hydrolytic 
rates. For instance, the rate of acid-catalyzed hydrolysis in polypeptides containing 
the aspartic acid residues are at least 100 times higher than those of the other 
peptide bonds [3, 4, 27]. The cleavage proceeds via either the N- or C-terminal 
bond adjacent to the aspartic acid residue (Scheme 4.3-3) [4]. For example, in acidic 
solutions, antifl ammin 2 undergoes both C- and N-terminal hydrolyses across the 
aspartyl peptide bonds, and the peptide bonds at C-termini of the aspartyl residues 
are most susceptible to hydrolysis [28]. In addition, isoaspartate formation with 
aspartic acid residue is possible via the cyclicimide intermediate, as shown in 
Schemes 4.3-1 and 4.3-2. The infl uence of primary sequence on aspartic acid 
degradation is signifi cant, but probably not as obvious as that observed for the 
asparagine residue deamidation [3]. The N + 1 glycine, which confers the greatest 
fl exibility on the polypeptide chain, has been shown to be most vulnerable to 
hydrolysis at the aspartic acid residue in model peptides, which are structurally 
analogous to adrenocorticotrophin fragment 22–27 [29]. In a similar series of 
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hexapeptides, it has been observed that the rate of hydrolysis decreases with an 
increase in steric hindrance of the N + 1 residue [30].

It is well established that aspartic acid-proline peptide bonds are particularly 
labile and undergo hydrolysis under conditions where other aspartic acid peptide 
bonds are stable, e.g., at low pHs [4, 31]. The hydrolysis proceeds via intramolecular 
catalysis by carboxylate anion displacement of the protonated nitrogen of the 
peptide bond [31]. This mechanism has been demonstrated for recombinant human 
interleukin 11, which undergoes peptide cleavage specifi cally at aspartic acid133-
proline134 residues in acidic solution [32]. The increase in reaction rate, by approxi-
mately 8- to 20-fold, may be ascribed to the weakened amide bond resulting from 
the increased electronegativity of the protonated proline nitrogen [4, 27].

As with aspartic acid containing amide bonds, peptide bonds carrying serine 
or threonine are generally more labile than other amide bonds. The degradation 
involves the nucleophilic attack of the serine or threonine hydroxyl group on the 
neighboring amide bond via the formation of a cyclic tetrahedral intermediate [27]. 
This mechanism exhibits predominance in luteinizing hormone-releasing hormone 
antagonist RS-26306 at pH ∼5 [33].

It is worth noting that hydrolysis of the peptide bond can also occur with other 
amino acids. For example, salmon calcitonin undergoes hydrolysis at the cysteine1-
serine2 peptide bond where the cysteine remains linked to the peptide by a disulfi de 
bond [34].



N-terminal Degradation via Diketopiperazine and Pyroglutamic Acid 
Formation. If the proteins and peptides possess a penultimate proline residue in 
an N-terminal sequence, the fi rst amino acid in the primary sequence may be lysed 
from the polypeptide skeleton via the formation of diketopiperazine (DKP). This 
reaction is commonly termed nonenzymatic aminolysis, which results from the 
intramolecular nucleophilic attack of the N-terminal nitrogen on the carbonyl 
carbon of the peptide bond between the second and the third amino acid residues 
(Scheme 4.3-4) [3]. Pharmaceutical materials known to follow this degradation 
pathway include substance P [35], recombinant human growth hormone [36], 
histrelin [37], RMP-7 (a bradykinin analog) [38], as well as aspartame and 
aspartylphenylalanine in the solid state [39].

The rate of DKP formation generally increases with increasing temperature, as 
shown for RMP-7 [38] and phenylalanine-proline-p-nitroaniline (Phe-Pro-p-NA) 
[40]. Avoidance of general base catalysis or decreasing the buffer concentration at 
high pHs can minimize this cyclization reaction [38, 40]. The degree of ionization 
of the N-terminal group, which is governed by the pKa of the amino group and the 
pH of the medium, also affects the rate of DKP formation because the fi rst proton-
ated amino acid in the sequence will not be available to effect base-catalyzed reac-
tion. However, with Phe-Pro-p-NA and its analog, X-Pro-p-NA (where X is the 
other amino acid), the infl uence of primary sequence on the rate of DKP formation 
appears to be mediated through the ability of the X-Pro peptide to undergo cis-
trans isomerization rather than through the difference in extent of ionization or in 
steric hindrance of the N-terminal amino acids [3, 40].

Pyroglutamic acid formation is a result of the condensation of either the amino 
group with γ–carboxylic acid group of glutamic acids or the amino group with γ–
carboxamide group of glutamines at the N-terminal positions (Scheme 4.3-5) [27]. 
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It has been shown with model peptides that the rate of pyroglutamic acid formation 
is the fastest when the N + 1 amino acid residue next to glutamine is asparagine, 
leucine, or glycine [41]. Pyroglutamic acid formation in proteins and peptides is 
usually accompanied by a loss of biological activity. For example, decapeptide 
ELA, a Melan-A/MART-1 antigen immunodominant peptide analog, exhibits 
reduced binding to the specifi c class I major histocompatibility complex and a loss 
of cytotoxic T-lymphocyte activity after conversion of its N-terminal glutamic acid 
to pyroglutamic acid [42]. However, several peptides of pharmaceutical interest 
(including buserelin and gonadorelin) have been developed with the chemically 
more stable pyroglutamic acid instead of N-terminal glutamine or glutamic acid 
without loss of pharmacological activities.

4.3.1.2 Hydrolytic Reactions in Nucleic Acids

Depurination and Depyrimidation. Depurination, which refers to the hydrolysis 
of the N-glycosidic bond, is an important degradation pathway for nuclei-acid-
derived drugs. By inhibiting free radical oxidation, depurination and β-elimination 
(Section 4.3.1.4) represent the most signifi cant pathways for the degradation of 
DNA [43]. Due to the inductive effect of the 2′-OH group, deoxyribonucleosides 
and deoxyribonucleotides in DNA are more susceptible to depurination than are 
the ribonucleosides and ribonucleotides in RNA. The hydrolysis of N-glycosidic 
bond in DNA can be acid- (Scheme 4.3-6) or base-catalyzed (Scheme 4.3-7) [44]. 
The acid-catalyzed reaction pathway involves the protonation of the respective 
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base, followed by a rate-limiting cleavage step to yield the C-1′ carbonium ion 
(oxocarbonium ion) (Scheme 4.3-6). Hence, the stability of the N-glycosidic bond 
can be enhanced or reduced by destabilizing or stabilizing the C-1′ carbonium ion 
being formed. The base-catalyzed hydrolytic reaction pathway (Scheme 4.3-7) 
proceeds by two SN2 mechanisms at either C-8 or C-1′, which are dependent on 
temperature and the hydroxide ion concentration [44]. Depurination is more rapid 
with guanine and adenine, whereas the loss of cytosine and thymine (depyrimidation) 
proceeds at 5% of the depurination rate [45]. The double helical structure in DNA 
can offer only limited protection against depurination, as suggested by the mere 
4-fold difference in depurination velocity observed between single-stranded and 
double-stranded DNAs. Introduction of a single break in the DNA backbone is 
capable of converting supercoiled plasmid DNA to the open circular form, and 
thus monitoring of this conversion affords a convenient and sensitive means of 
determining DNA stability [46]. For instance, V1JpHA plasmid DNA at 50°C and 
pH 7.4 underwent depurination and β-elimination with respective rate constants 
of 5.6 × 10−11 s−1 and 1.4 × 10−6 s−1, refl ecting an accumulation of ∼0.5 apurinic sites 
per plasmid after 2 years of storage at room temperature and a corresponding 
decrease of ∼20% in supercoiled DNA content [43].

Hydrolysis of the Phosphoester Bond. The hydrophilic surface of multistranded 
oligonucleotides on the sugar-phosphate backbones is a prominent target for 
hydrolysis. The nucleophilic phosphodiester cleavage can be mediated through 
both intermolecular and intramolecular reactions. DNA, being devoid of the 2′-OH 
group, is much less susceptible to base-catalyzed hydrolysis than RNA [44]. As 
shown in Scheme 4.3-9, the intramolecular displacement of the 5′-linked nucleoside 
by the 2′-OH group results in the phosphodiester cleavage. In acid-catalyzed 
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hydrolysis, isomeri-zation may also be involved (Scheme 4.3-8) [44]. Generally, 
pyrimidine nucleoside 3′-phosphodiesters react faster than their purine 
counterparts.

The hydrolysis of phosphoester bond can be accelerated by several catalytic factors, 
including enhancement of the nucleophilicity of the 2′-oxygen (Scheme 4.3-9), 
stabilization of the leaving 5′ oxyanion group (Scheme 4.3-8), stabilization of the 
pentavalent intermediate (Scheme 4.3-8), and the presence of buffers (e.g., imidaz-
ole, morpholine, and carboxylates) and divalent or trivalent metal ions (e.g., Mg2+,
Zn2+, Ca2+, Cu2+, and Fe3+) [44].

Deamination of Pyrimidine and Purine Nucleosides. Deamination of pyrimidine 
nucleosides into uridines is a common hydrolytic degradation for nucleic acid-
derived drugs under both acidic and basic conditions. The main targets of this 
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hydrolytic reaction are cytosine and its homologue 5-methylcytosine [45], whereas 
adenine and guanine are more prone to undergo deamination via the dediazoniation 
pathways [47]. In DNA, cytosine can be converted to uracil via direct deamina-
tion by base-catalyzed hydrolysis and parallel attack of a water molecule on the 
protonated base [44]. Consequently, the hydrolysis shows no strong pH dependence 
around pH 7.4. The reaction for single-stranded DNA is 150- to 200-fold more rapid 
than that for double-stranded DNA, refl ecting the considerably better protection 
offered by the double helical structure [44, 47].

Purine nucleosides behave similarly to their pyrimidine counterparts, but their 
contribution to the overall degradation is insignifi cant [44]. For instance, adenine 
is converted to hypoxanthine in single-stranded DNA at only 2–3% of the rate of 
cytosine deamination [48].

4.3.1.3 Oxidation

Oxidation is one major chemical degradation pathway for biopharmaceuticals. The 
reaction involves reactive oxygen species such as hydroxyl radical (OH), hydrogen 
peroxide (H2O2), superoxide (O2), and singlet oxygen (1O2), which can be generated 
by autooxidation, photoactivation, and metal catalyzed oxidation. Autooxidation 
refers to the oxidation in the sheer absence of oxidants. True autooxidation, being 
characterized by extremely slow reaction rate, is normally not regarded as an 
important degradation pathway for proteins [5, 49]. Oxidation can be catalyzed by 
various external factors, such as the presence of transition metal ions and ultravio-
let (UV) irradiation [5, 49]. Among them, Fenton-type metal catalyzed oxidation 
is the most relevant generating source of reactive oxygen species in pharmaceutical 
formulations where contaminating peroxides may react with traces of redox-active 
transition metals such as iron or copper.

Metal Catalyzed Oxidation. Metal catalyzed oxidation is known to adversely 
infl uence the stability of proteins, peptides, plasmid DNAs, and nucleic acid-derived 
drugs by inducing conformational and functional changes in these biopharmaceuticals 
[43, 44, 49, 50]. In proteins and peptides where metal catalyzed oxidation is extremely 
common, the presence of trace metal ions can catalyze oxidation by either directly 
reacting with the side chains of certain amino acid residues to produce free radicals 
or complexing with oxygen to produce various reactive oxygen species. Due to 
site-specifi city, a faster oxidation rate is commonly observed for amino acid residue 
having closer proximity to the metal-binding sites [51]. However, site-specifi c oxida-
tion can be greatly reduced by replacement of the existing amino acid residues with 
their larger, bulkier, or charged counterparts, as in the case of condon-222 mutant 
subtilisin [52].

Generally, an electron donor or reducing agent known as prooxidant is also 
required to reduce the transition metal ions. The prooxidant may be present as 
contaminant in buffers or formulations. For instance, the presence of reducing 
sugar impurities in mannitol has been suggested as a possible cause for the oxida-
tive degradation of L-367073, a potent fi brinogen receptor antagonist, which involves 
the formation of a Schiff base intermediate [53]. The role of prooxidants in the 
oxidative degradation of proteins and peptides has been experimentally verifi ed 
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under controlled conditions. For instance, in the presence of oxygen, Fe3+ and an 
appropriate electron donor (e.g., ascorbic acid and dithiothreitol), the methionine 
residues in proteins are rapidly oxidized to methionine sulfoxides [49].

Although fewer stability studies have been reported for plasmid DNA and other 
nucleic acids than for proteins and peptides, the ability of trace metal ions to cata-
lyze many oxidative processes (including Fenton reaction) even in the absence of 
hydrogen peroxide has been clearly demonstrated with the nucleic-acid-derived 
drugs [46]. Free radical oxidation is the major degradation process exhibited by 
plasmid DNA in pharmaceutical formulations in the absence of free radical scav-
engers and/or specifi c metal ion chelators [43]. Plasmid DNA formulations with 
demetalated phosphate buffers have signifi cantly higher stability than those with 
non-demetalated buffers, strongly refl ecting the important role of trace metal ions 
in the oxidative degradation of DNA [43].

Specifi c Oxidation Reactions in Proteins and Peptides. In general, the amino 
acid residues exposed on the surface of proteins are more susceptible to oxidation 
than those buried within the hydrophobic core. For instance, different methionine 
residues in proteins can exhibit substantial differences in oxidation rate, as observed 
for human growth hormone [54], granulocyte colony-stimulating factor [55], and 
human parathyroid hormone [56]. Such differences in methionine reactivity are 
consistent with the location and solvent accessibility of the methionine residues.

Oxidation in proteins and peptides are highly amino acid specifi c. The amino 
acid residues that are susceptible to oxidation generally fall into two groups, viz. 
those containing a sulphur atom (methionine, cysteine) and those with an aromatic 
side chain (histidine, tryptophan and tyrosine) [49].

Cysteine. The free thiol groups present in cysteine residue can undergo spontane-
ous oxidation to form either intra-/intermolecular disulfi de bonds and cross-links or 
monomolecular by-products such as sulfenic acid, sulfi nic acid and sulfonic acid 
[49]. The mechanisms of cysteine oxidation by hydrogen peroxide have been inves-
tigated in detail. In the absence of metal ions and at low concentration of H2O2, the 
oxidation of cysteine is a two-step nucleophilic reaction that generates cystine as the 
fi nal product, the rate-determining step being the reaction of thiolate anion with 
the neutral H2O2 to form cysteine sulfenic acid as an intermediate [57]. At high 
concentration of H2O2, the percentage of disulfi de formation declines due to cyste-
ine depletion or operation of alternative reaction pathways for consumption of cys-
teine sulfenic acid, leading to increased formation of cysteine sulfonic acid [57].

The oxidation of cysteine to cystine disulfi de is strongly catalyzed by transition 
metal ions. As the formation of disulfi de bonds and cross-links can bring about not 
only changes in tertiary structure but also covalent dimerization and aggregation, 
oxidation of cysteine has been of particular concern with many biopharmaceuticals, 
including interleukin-1B and interleukin-2 [54]. The spatial orientation of thiol 
groups is an important factor affecting the oxidation of cysteine to cystine. As two 
cysteine residues are required for the reaction, the oxidation rate is usually inversely 
related to the distance between the thiol groups [49]. In 28 hen lysozyme variants 
with random coil structure, the extent of disulfi de bond formation in each variant 
has been shown to be proportional to the distance between the cysteine residues 
[58]. As cysteine oxidation is favored by deprotonation of the thiol group, the local 



structure governing the ionization or pKa of cysteine residue will also infl uence the 
cysteine oxidation rate [49, 59]. As demonstrated using seminal ribonucleases 
segment 29–34 [60] and α-lactalbumin [61], introduction of an electronegative 
environment into the structures raises the pKa of the thiol groups and reduces the 
cysteine oxidation rate. In contrast, cysteine25 residue in papain, which displays a 
lower pKa due to the presence of a nearby ionizable histidine group, is chemically 
more reactive than expected [59].

Methionine. The major oxidative degradation product of methionine is methionine 
sulfoxide. In acidic medium, methionine can be readily oxidized to methionine 
sulfoxide through a nucleophilic substitution reaction by alkyl hydrogen peroxides 
present in a solvent complex intermediate form [49]. In the presence of peracid, 
methionine can be oxidized to its sulfone derivative [54].

Light exposure, storage temperature, and oxygen level can all signifi cantly infl u-
ence the oxidation rates of protein pharmaceuticals [62, 63]. Local structure in the 
immediate vicinity of an amino acid residue in peptides may also affect the oxida-
tion pattern of the residue. For instance, oxidation of threonine-methionine pro-
motes the cleavage of the side chain of threonine residue [64]. Histidine facilitates 
the oxidation of neighboring methionine, and C-terminal methionine is oxidized 
more readily than the N-terminal or intra-chain methionine [54]. In addition, the 
formation of methionine sulfoxide is pH dependent, being favored at low pHs [54] 
and different methionine residues in the same protein molecule exhibit different 
oxidation rates, which also vary with pH [55, 56]. In human parathyroid hormone, 
the oxidation of the two methionine residues is virtually independent of pH between 
4 and 8, but the rate of oxidation increases at pH 2 [56]. In contrast, the four 
methionine residues in granulocyte colony-stimulating factor show much larger 
differences in oxidation rate with H2O2 at various pHs [55]. Such pH dependence 
of the methonine oxidation has been attributed to the changes in local environment 
of the methonine residues in response to pH changes, i.e., the protonation or depro-
tonation of the nitrogen atoms in the neighboring histidine groups.

Aromatic Amino Acids (Histidine, Tryptophan and Tyrosine). Histidine residues 
are highly susceptible to oxidation, as shown for human growth hormone [65] and 
relaxin [66]. The resulting degradation products are aspartic acid, asparagines, 
and 2-oxo-histidine [65, 67]. Metal catalyzed oxidation of histidine may alter the 
secondary/tertiary structures of proteins. As has been demonstrated, oxidation 
of the human relaxin histidineA(12), which exists in an extended loop that joins 
two α-helices, alters the protein conformation, resulting in pH-dependent protein 
aggregation and precipitation [66, 68].

Tryptophan is also sensitive to oxidation, yielding mostly N′-formylkynurenine 
and 3-hydroxykynurenine [69]. The formation of N′-formylkynurenine can be acti-
vated by photoionization of tryptophan residues arising from the formation of sol-
vated electrons [70]. The reaction is also catalyzed by the presence of metal ions 
[69]. Tryptophan residue can also mediate photooxidation of the disulfi de bond in 
bovine somatotropin without being oxidized itself [70].

Tyrosine is also prone to oxidation, yielding 3,4-dihydrophenylalanine and dity-
rosine cross-link as the major reaction products [69]. For example, dityrosine-
linked dimer was formed upon photoactivation of γB-crystallin at 445 nm [71].
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Other Amino Acid Residues. N-terminal glycine residue is also a potential site for 
oxidation. Oxidation of Pexiganan has been reported to generate N-glyoxylyl-
des-gly1-pexiganan, which can be further decomposed to yield other products, as 
verifi ed by high-performance liquid chromatography (HPLC) and mass spectrom-
etry [72].

Specifi c Oxidation Reactions in Nucleic Acids. Nucleobases and sugar moieties 
are the oxidation sites of nucleic acids. Similar to metal catalyzed oxidation in 
proteins and peptides, DNA damage through oxidative stress can also be induced 
by Fenton-type reactions involving transition metal ions, e.g., Fe2+ and Cu2+ [73]. 
The electron-rich purines and pyrimidines are the prime targets for the reaction 
with electrophilic oxidizing and photooxidizing agents [74, 75], and hydrogen 
abstraction and radical addition are the two known mechanisms responsible for the 
oxidation of aromatic nucleobases [44]. Such oxidation reactions will result in base 
cleavage and subsequent strand scission [76, 78]. As nucleobase oxidation removes 
electron density from the heterocycle, the oxidized nucleobase is a better leaving 
group, leading to an enhancement of hydrolytic depurination and depyrimidation 
[78]. Guanine, being the most readily oxidized site among the nucleobases, can be 
activated by light and catalyzed by trace metal ions to yield a wide range of oxidation 
products such as 8-hydroxyguanine, xanthine [76], 8-oxoguanine (8-oxoG), and 
2,6-diamino-4-hydroxy-5-formamidopyrimidine [78]. Of all oxidation products of 
guanine, 8-oxoG is the most common oxidative lesion observed in duplex DNA, and 
is generally regarded as a key lesion in toxicological assessment [78]. Another 
well-characterized guanine lesion is 7,8-dihydro-8-oxo2′-deoxyguanosine (8-OH-
dG) [79], which has been used as a degradation marker for a plasmid DNA in 
pharmaceutical formulation [43]. Adenine can also be oxidized readily, although 
signifi cantly fewer oxidative lesions are formed because of its higher one-electron 
redox potential [78].

For the sugar moieties, the only oxidation mechanism is radical-mediated hydro-
gen abstraction, which can be induced by Fenton- or radiation-generated hydroxyl 
radicals [80]. Various hydrogen atoms in sugar moieties, such as H-1′, H-2′, H-3′,
H-4′, and H-5′, are all potential sites for abstraction, although not all hydrogen 
atoms of deoxyribose in B-DNA have equal probability of being abstracted from 
duplex DNA [80]. The reaction depends on the helical structure of the nucleic acid, 
the orientation of the oxidant relative to the sugar as well as the stability of the 
carbon-centered radical being formed [44, 80]. As resonance stabilization is more 
diffi cult with sugar moieties than with nucleobases, the sugar moieties are less-
favorable targets than nucleobases for radical attacks. The accessibility of the C–H 
bond also affects the rate and selectivity of hydrogen abstraction. For instance, 
oxidation of sugar moieties in the B-form of DNA mainly occurs at C-4′ due to its 
accessibility [73, 78, 80].

4.3.1.4 b-Elimination in Nucleic Acids, Proteins and Peptides

The two-step process of depurination (see the “Depurination and depyrimidation” 
Subsection in Section 4.3.1.2) and β-elimination is an important DNA degradation 
pathway in aqueous medium [45]. Upon depurination, the apurinic site contains a 
chemically altered sugar that alternates between a cyclic furanose form and an 



acyclic form containing an aldehyde functional group on the 1′ carbon. The alde-
hyde form of the sugar then undergoes β-elimination, which commences with the 
abstraction of a proton from the 2′ carbon by the OH−, leading to strand breakage 
on the 3′ carbon of the abasic site [81].

In proteins and peptides, the β-elimination step involves the abstraction of a 
proton from the α-carbon of an amino acid residue in the peptide chain to form a 
carbanion intermediate (Scheme 4.3-10) [3]. Racemization can then occur via the 
addition of a proton to the opposite plane of the intermediate. Alternatively, the 
carbanion intermediate undergoes further reaction to form a dehydroalanine 
residue (Scheme 4.3-10) [3]. Cysteine, serine, threonine, phenylalanine, and lysine 
are the amino acid residues known to undergo β-elimination in peptides and pro-
teins. Protein pharmaceuticals that can decompose by this reaction route include 
leuprolide [82, 83], salmon calcitonin [34], and insulin [84]. Leuprolide, which is 
formulated as a highly concentrated solution in DMSO for delivery in DUROS 
osmotic implant, shows increased β-elimination for the serine4 residue in nonaque-
ous media [82, 83]. For insulin, the covalent and noncovalent aggregation of lyophi-
lized preparation has been attributed to the intermolecular thiol-catalyzed disulfi de 
interchange following β-elimination of an intact disulfi de bridge in the insulin 
molecule [84]. This degradation process can be accelerated by elevated tempera-
ture; increased moisture content of the insulin, lyophilization, and/or dissolution 
of the insulin in alkaline media; as well as the presence of Cu2+ (catalyst for the 
oxidation of free thiols).

4.3.1.5 Maillard Reaction in Nucleic Acids, Proteins, and Peptides

Maillard reaction, which is responsible for the nonenzymatic browning of materials, 
has been extensively investigated with food materials, but less so with pharmaceuti-
cal substances. The reaction consists of an initial reaction of reducing sugars with 
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amino or free amine groups in proteins, peptides, or nucleic acids, followed by 
Schiff base conversion and the formation of brown pigments via Amadori and 
Heyns rearrangement [85, 86]. For proteins and peptides, the amino acid residue 
involved in the reaction is usually lysine because of its free ε-amino group, but other 
bases such as arginine, asparagine, and glutamine can also react with the sugars 
[86]. In nucleic acids, the reaction may occur between the aldehyde of the sugar at 
the apurinic sites and the amino groups on the DNA bases in another plasmid 
molecule to produce concatamers [46]. Biopharmaceuticals documented to undergo 
Maillard reaction include glucagon [85], human relaxin [87], β-lactoglobulin variant 
A [88], lysozyme [89, 90], recombinant human serum albumin [90], calf thymus 
DNA [91], and plasmid pBR322 DNA [92].

Maillard reaction can give rise to signifi cant changes/losses in physico-chemical 
properties and pharmacological activities of therapeutic proteins. Of particular 
concern in this regard is the modifi cation of protein antigenicity, which is associated 
with the formation of advanced glycation endproduct (AGE) [93]. Glucose, a mono-
saccharide with reducing property, is particularly reactive toward the amino acid 
residues in proteins and peptides [87–90], whereas other sugars such as trehalose 
and mannitol have very little effect, as attested by the fi ndings of the formulation 
studies with these sugars on glucagons [85] and relaxin [87]. Sucrose can also cause 
glycation when it is hydrolyzed to glucose and fructose by heat treatment, as 
observed for β-lactoglobulin variant A, lysozyme, and rHSA during antiviral heat 
bioprocessing [88–90].

As with proteins and peptides, nucleic acids can suffer substantial losses of bio-
logical activities as a result of Maillard reaction upon aging [91, 92]. Age-related 
dysfunction in gene expression has been demonstrated in DNA modifi ed by reduc-
ing agents [91]. In addition, the amino groups of DNA have been shown to react 
nonenzymatically with reducing sugars (i.e., glucose) to afford a yellow-brown 
coloration, and the adducts formed in vitro have been found to decrease the trans-
fection ability of f1 phage DNA [91, 92].

4.3.1.6 Covalent Dimerization and Polymerization in Proteins

Precipitation is a macroscopic process characterized by a visible change of an 
otherwise clear solution in the form of an increase in solution viscosity, clouding 
of solution, or phase separation of solid materials. The formation of precipitates 
may be due to covalent polymerization and/or noncovalent aggregation (Section 
4.3.2.2). In covalent polymerization, dimer formation usually precedes the precipi-
tation, and the phenomenon is best illustrated by insulin, which has been exten-
sively reported to form covalent dimers.

Covalent dimer is the main degradation product of insulin upon storage [94]. 
Covalent trimer, tetramer, oligo-, and polymer formation is also possible with 
insulin when stored at ambient or higher temperatures. In general, the rate of 
insulin polymerization is virtually independent of the protein source (e.g., bovine, 
porcine, and human), but it varies with the composition and formulation of the 
protein and, for the isophane preparation, with the strength of preparation [94]. 
The rate of polymerization is one order of magnitude slower than insulin hydrolysis 
except for the NPH preparations [94, 95]. The covalent aggregation of insulin can 
be inhibited by self-association at high insulin concentration [9]. Both deamidation 



and covalent dimer formation in human insulin solution at low pH seem to origi-
nate from a common cyclic anhydride intermediate [96]. Covalent dimer formation 
of human insulin is also evident in lyophilized solid state, accounting for no more 
than 15% of the total degradation [97]. Similar to the effect observed in solution, 
an increase in pH favors dimerization in lyophilized insulin, which can be ascribed 
to the increased nucleophilicity of the terminal amino groups after deprotonation. 
However, covalent dimerization can be almost completely suppressed by incorpo-
rating trehalose into the lyophilized matrix, which restricts the molecular mobility 
of insulin and keeps the protein molecules in a fully dispersed state.

Besides insulin, other biopharmaceuticals known to exhibit covalent polymer-
ization include recombinant tumor necrosis factor-alpha, which forms nonreducible 
dimers and oligomers [98], and human insulin-like growth factor I, which is prone 
to covalent aggregation [99].

4.3.2 PHYSICAL INSTABILITY

4.3.2.1 Denaturation

Denaturation refers to an alteration of the global fold of a biopharmaceutical with 
higher order structures without an accompanying change in the primary structure. 
For proteins, these higher order structures refer to the secondary, tertiary, and 
quaternary structures with different levels of complexity. Although nucleic acids 
are structurally less complex than proteins, more elaborate structures such as 
double helix and supercoiling exist in DNAs, and many RNAs also have well-
defi ned tertiary structures. Any confor mational changes in these structures can 
lead to denaturation of these biopharmaceuticals.

The conformational integrity of native protein is maintained by a proper balance 
of weak nonbonding forces. Conceptually, an equilibrium exists between the native-
folded and the denatured-unfolded forms of the protein, with or without the 
involvement of unfolding intermediate(s), or molten globule(s), in defi nable ther-
modynamic state(s). As the free energy of protein unfolding ΔGunf, is typically in 
the range of 10–20 kcal/mol, the native structure of the protein is readily disrupted 
by a change of environment (e.g., application of heat, change of pH, and addition 
of detergents or chaotropes) [100]. Such structural perturbation, which is either 
permanent or temporary, leads to a change of conformationally sensitive physical 
properties (e.g., optical rotation, viscosity, and UV absorption) and, most seriously, 
to a concomitant loss of biological activities. If the denaturation process is revers-
ible, the loss of native structure can be recovered once the stress is removed. 
However, no such structure recovery is possible with irreversible denaturation 
involving covalent bond formation such as disulfi de exchange or cross-linking. 
Irreversible denaturation also leads to aggregation and precipitation with accom-
panying changes in the secondary and/or tertiary structures of the proteins. The 
soluble aggregates derived from denatured-unfolded protein and unfolding protein 
intermediates are prone to aggregation and precipitation in pharmaceutical formu-
lation, resulting in a severe activity loss, as illustrated by recombinant human 
granulocyte colony stimulating factor [101]. Addition of sucrose to this protein 
brings about an increase in ΔGunf and a consequential decrease in aggregation and 
an increase in conformational stability.
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Almost all water-soluble proteins are denatured by heat treatment. Although 
some denaturation processes follow the Arrhenius kinetics, the ΔGunf in most cases 
follow a parabolic dependence on temperature, as depicted by the following equa-
tion [100]:

Δ Δ ΔG H T T C T T T T Tm m p m munf = −( ) − −( ) + ( )1 / ln /  (4.3-1)

where ΔHm is enthalpy of melting, ΔCp is the specifi c heat capacity, and Tm is the 
melting temperature. In an actual situation, once the temperature is raised and a 
signifi cant fraction of the protein ensemble is unfolded, aggregation and/or precipi-
tation can proceed rapidly, resulting in irreversible denaturation. In addition to 
heat denaturation, cold denaturation of proteins can occur during freeze-drying. 
In general, freeze-drying causes considerable conformational changes and aggrega-
tion in protein molecules, thereby promoting the formation of the β-sheet structure 
at the expense of the α-helix and random structures [102].

Protein stability is highly sensitive to pH changes and decreases sharply at acidic 
or basic pH. Because of the differences in pKa of certain amino acid groups 
between the native and unfolded proteins, protons released in response to pH 
changes can play an important role in the unfolding process [100]. It has been 
shown that protein conformational fl uctuations generally agree with the predictions 
based on the pKa values of the titrating groups in the protein [103]. Aside from pH 
manipulation, protein unfolding can be achieved with chaotropic agents (e.g., urea 
and guanidine hydrochloride). However, in contrast to the less-than-complete 
protein unfolding induced by thermal denaturation, the denatured state produced 
by such chaotropes is virtually devoid of structure, resembling a random coil 
conformation [104].

Subjection of duplex DNA to various stress factors such as heat, pH, and ionic 
strength can lead to a collapse of the native DNA structure. The two complemen-
tary strands separate and assume a random coil conformation with concomitant 
changes in physical properties (e.g., viscosity and UV absorbance) and biological 
activities. The thermodynamic stability of a nucleic acid duplex is a complex func-
tion of temperature and pressure, being strongly dependent on the denaturation 
temperature Tm [105, 106]. Interestingly, the relationship between the free energy 
associated with helix-to-coil transitions of nucleic acid duplexes ΔGm and the cor-
responding ΔHm, Tm, and ΔCp conforms to that predicted by Equation (4.3-1) for 
the protein unfolding process, where a parabolic curve is expected [106]. Cold 
denaturation of nucleic acid duplex can also occur when the temperature is held 
below −120°C at atmospheric pressure [105].

Duplex stability is dependent on DNA conformation. Classic B conformation 
has a lower free energy of helix-to-coil transition and lower Tm than B′ conforma-
tion, whereas B′ conformation has a higher thermal stability than A conformation 
[106]. Base pairs also infl uence duplex stability.

4.3.2.2 Aggregation and Precipitation

Aggregation and precipitation are common problems of instability with protein 
biopharmaceuticals, e.g., keratinocyte growth factor [107], human immunoglobulin 
[108], and human serum albumin [109]. In clinical practice, an aggregation level of 



as low as 1% over a period of 2 years is deemed unacceptable [110]. Aggregation 
differs from self-association in that it is confi ned only to non-native proteins, and 
it enamates from a conformational intermediate produced during folding or dena-
turation of the proteins, whereas self-association occurs in native proteins in 
response to deliberate changes of solvent environment (e.g., pH, ionic strength, 
and solvent composition) to effect crystallization or isoelectric precipitation.

Protein aggregation can be described as a two-step process. The fi rst step entails 
protein unfolding and exposure of buried hydrophobic residues to the aqueous 
solvent. The second step involves intermolecular interactions among the exposed 
hydrophobic residues of the unfolded protein intermediates, which are thermody-
namically favored by the tendency of the exposed hydrophobic amino acid residues 
to minimize their contact with the aqueous medium. The reaction is site specifi c, as 
the initial stage of aggregation involves the interaction of one protein molecule with 
another at specifi c sites. Two such sites per protein molecule are suffi cient for aggre-
gation to proceed longitudinally, leading to the formation of long fi bers. As more of 
these stable aggregates comprising a few molecules are formed (nucleation), they 
will develop into larger aggregates (growth) and eventually into fl occules, which will 
precipitate from the solution once their solubility limit is exceeded.

In aqueous solution, non-native protein aggregation is dependent on various 
factors, such as temperature, solution pH, salt type, and concentration as well as the 
presence of ligands, cosolutes, preservatives, and surfactants [111]. Intrinsic confor-
mational stability of native proteins as well as the colloidal stability between protein 
molecules may play a crucial role in the aggregation process. As aggregation requires 
the presence of two or more protein molecules, the aggregation reaction rate is 
expected to be higher because of increased probability of molecular collision [112]. 
However, the problem of protein aggregation in solution cannot be solved simply by 
preparing the protein in solid form alone, as solid phase aggregation is also common 
with lyophilized or freeze-dried formulations. There are a wide variety of mecha-
nisms responsible for moisture-mediated solid-phase aggregation, encompassing 
thiol-disulfi de interchange, thiol-catalyzed disulfi de exchange after β-elimination, 
non-covalent aggregation, and non-disulfi de covalent aggregation [113].

Aggregation can lower protein potency simply by decreasing the effective 
protein concentration. Moreover, it can increase the immunogenicity of proteins, 
as observed for insulin, human growth hormone, and recombinant human inter-
feron-α2a [114]. Various low-molecular-weight excipients have been investigated 
for their potential to minimize protein aggregation or stabilize protein conforma-
tion [112]. Simple sugars, polyhydric alcohols, and amino acids have all been shown 
to effectively prevent freeze/thaw-induced aggregation in chimeric L6, a mouse-
human monoclonal antibody [115]. Sucrose is known to inhibit the aggregation of 
recombinant human granulocyte colony stimulating factor [116]. Sorbitol has also 
been demonstrated to reduce moisture-induced aggregation in tetanus and diph-
theria toxoids [117]. β-Cyclodextrins have also been found to inhibit the aggrega-
tion of recombinant human growth hormone [118]. However, there are also 
excipients that can adversely impact the protein aggregation and precipitation. For 
example, benzyl alcohol can induce precipitation of human insulin-like growth 
factor I from solution [119] as well as aggregation of human interleukin-1 receptor 
antagonist (a predominantly β-sheet protein) in aqueous solution [120] and recon-
stituted lyophilized formulation [121].
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4.3.2.3 Adsorption

Interfaces between two separate phases, such as air/water, oil/water, and solid/
water, are potential adsorption sites of biopharmaceuticals. Adsorption often 
involves simple diffusion of surface-active solute molecules in the bulk to the inter-
face, and hence the rate of adsorption is generally dependent on the solute concen-
tration. At saturation, a close packed monolayer of protein molecules corresponding 
to 0.1 to 0.5 μg/cm2 is normally formed at the interface [122], and this adsorption 
behavior is of particular concern for high-potency therapeutic proteins. However, 
certain proteins do not conform to such saturation-limited adsorption behavior and 
tend to show increased adsorption with increasing protein concentration, attaining 
a local protein concentration at the interface 1000 times higher than the initial 
concentration in the bulk solution [123].

The surface activity resulting from different amino acid compositions of poly-
peptides has an important bearing on the extent of surface adsorption. As amino 
acids can be hydrophobic (e.g., tryptophan, phenylalanine, and isoleucine), hydro-
philic (e.g., serine and threonine), negatively charged (e.g., aspartic acid and 
glutamic acid), or positively charged (e.g., histidine), the proteins involved can 
potentially adsorb on to solids such as plastics and glasses with different affi nities. 
Owing to their intrinsic polyelectrolyte nature, the adsorption of proteins on solids 
is highly pH dependent, reaching a maximum at their respective isoelectric points 
(pIs) [122]. It has been demonstrated that recombinant human interleukin 11, 
which is monomeric and highly basic (pI > 10.5), displays a nonspecifi c loss to 
container in alkaline solution [32]. Surface adsorption alone can cause more than 
40% activity reduction of interleukin 11 in solution after 3 hours of storage at room 
temperature [124].

Upon adsorption to container, conformational changes can occur in the higher 
order structures of proteins. As hydrophobic amino acid residues tend to stay inside 
a protein (i.e., away from the aqueous environment), surface interaction may unfold 
the protein to expose the inside structure, thereby leading to structural rearrange-
ment of the protein. For instance, it has been shown that the native structure of 
α-helices and extended loop bands of recombinant interleukin 2 disappeared, 
whereas the β-sheet appeared upon contact with a pump-based delivery system 
(borosilicate glass pump reservoir and catheter tubing), resulting in irreversible 
structural changes and major biological activity loss of the protein [125].

Apart from solid surfaces, liquid surfaces are potential sites for protein adsorp-
tion. By creating a large surface area, agitation may induce protein adsorption at 
the liquid surface where the area occupied per unit mass of protein in the mono-
layer region is high (∼1 m2/mg) compared with that at the solid–liquid interface 
(∼0.1 m2/mg) [122]. The adsorption process coupled with interfacial and shear 
forces may lead to protein denaturation through unfolding as well as aggregation 
and precipitation (Section 4.3.2.2), as observed for recombinant factor VIII SQ 
[126].

Addition of surface-active agents (e.g., polysorbates) can prevent protein adsorp-
tion and stabilize the protein preparation. Numerous reports have documented the 
stabilizing effect of surface-active agents against adsorption of biotechnological 
products. For example, polysorbate-80 exerts a primary stabilizing effect on adve-
novirus type-5 based vaccine by inhibiting adsorption of the vaccine to glass vials 



[127]. The presence of 0.12% polysorbate-20 reduces the adsorption of recombi-
nant human interferon-γ to both air–liquid and ice–liquid interfaces [128]. Simi-
larly, the presence of polysorbate-80 or polysorbate-20 reduces surface adsorption 
of recombinant factor VIII SQ and, hence, the agitation-induced denaturation of 
the protein [126]. Inclusion of albumin, which minimizes the contact of proteins 
with glass surface, may also help to stabilize the proteins against glass adsorption, 
as demonstrated for salmon calcitonin [129].

Paradoxically, the adsorption process can be used to stabilize biopharmaceuti-
cals, particularly vaccines [130]. Aluminum salts have been widely used as adju-
vants in intramuscular vaccine injections. Novel vaccine formulations containing 
aluminum are available; for example, alum-adsorbed hepatitis B surface antigen 
and diphtheria-tetanus toxoid vaccines have been optimized for epidermal immu-
nization in powder form [131].

4.3.3 CONSIDERATIONS IN THE STABILITY TESTING 
OF BIOPHARMACEUTICALS

4.3.3.1 Temperature

The stability of pharmaceuticals, including biopharmaceuticals, is highly tempera-
ture dependent. For most small organic molecules, thermal degradation generally 
follows Arrhenius kinetics. However, many biomaterials, e.g., proteins, do not 
exhibit Arrhenius degradation kinetics even over a narrow temperature range, 
which can be attributed to phase transitions, pH shifts, poor relative humidity 
control at elevated or subambient temperature, and involvement of complex reac-
tion mechanisms [132]. Multistep reaction pathways are particularly common in 
biopharmaceuticals because of the existence of higher order structures. For instance, 
with recombinant bovine granulocyte colony stimulating factor, a reversible equi-
librium between the native protein and an intermediate state is established, fol-
lowed by irreversible aggregation [133]. Although individual denaturation steps 
seem to obey the Arrhenius law, the overall kinetic behavior for product formation 
may not [132, 133]. Thus, for protein pharmaceuticals, extrapolated shelf-life pre-
diction from accelerated stability test must be viewed with caution and real-time 
stability monitoring should also be conducted whenever feasible.

As many therapeutic proteins are formulated in aqueous solution and stored at 
2–8°C, they are liable to cold denaturation at such low temperatures and possibly 
to freezing/thawing inactivation arising from temperature fl uctuation during storage 
or handling. When a protein solution freezes, water crystallizes out as solid ice and 
the solution becomes more concentrated in the protein and salt components present, 
causing dramatic changes in pH and ionic strength and hence protein inactivation 
[134]. For instance, during freezing of sodium phosphate solutions, crystallization 
of the disodium salt can reduce the pH by as much as 3 units [135]. The effects of 
freezing and thawing rates on the stability of model proteins have been investigated 
in the absence of cryoprotectants, and higher activity recovery at a slower freezing 
rate and a faster thawing rate has been observed [136]. During fast freezing, small 
ice crystals are preferentially formed and the associated increase in total surface 
area of the ice–liquid interface will enhance the exposure of protein molecules to 
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the interface and increase the protein damage. Upon thawing, additional damage 
to proteins may be caused by recrystallization [136]. Many biopharmaceuticals, 
including recombinant human interferon-γ [135], tetanus toxoid conjugate vaccines 
[137], and pCMVβ-gal plamid DNA/lipid complexes [138] show a reduction in 
activity upon freezing/thawing. To circumvent the aforementioned protein inactiva-
tion problems, various excipients have been used in biopharmaceutical formula-
tions. For example, Tween 80, a polysorbate surfactant, has proved useful for 
reducing surface-induced protein denaturation during freezing [139], and glycine 
can also stabilize proteins through the preferential exclusion mechanism [135].

4.3.3.2 Moisture

Moisture is well documented to adversely affect the chemical stability of solid bio-
pharmaceuticals. The presence of water enhances the mobility and fl exibility of the 
bioactive macromolecules in solid excipient matrix, thereby facilitating their rear-
rangement and increasing their susceptibility to chemical degradation. For instance, 
the deamidation rate of an asparagine containing hexapeptide in lyophilized 
poly(vinyl alcohol) (PVA) and poly(vinyl pyrrolidone) (PVP) increases with 
increasing moisture uptake and water activity of the system [140]. The asparagine 
deamidation seems to correlate closely with the extent of water-induced plasticiza-
tion of PVA and PVP matrices (as determined by the respective glass transition 
temperature Tg), suggesting that the chemical stability of the peptide may be pre-
dicted by the physical state of the formulation [140]. Similarly, aspartate isomeriza-
tion in humanized monoclonal antibody, which can be accelerated at elevated 
temperatures, has been observed to follow the Arrhenius law above the Tg of a 
lyophilized formulation [141].

The presence of moisture can also reduce physical stability. The mechanisms of 
moisture-induced aggregation are well documented and have been exemplifi ed by 
a good number of solid biopharmaceuticals, including salmon calcitonin spray-
dried powders for inhalation [142], human serum albumin [143], and recombinant 
human albumin [109]. To prevent such protein aggregation, excipients are often 
employed in protein formulation. The excipients, which comprise mostly sugars 
such as mannitol, lactose, trehalose, and cellobiose, prevent protein aggregation by 
occupying the water-binding sites of protein in the dried state [144]. However, these 
sugar excipients may also present formulation problems, notably sugar crystalliza-
tion at high excipient-to-protein ratios [144] and phase separation due to prevalent 
sugar–sugar interactions [145].

The conventional wisdom of moisture content control for biopharmaceuticals is 
“the drier, the better.” As has been demonstrated with a lyophilized humanized 
monoclonal antibody formulation, moist cakes tend to have higher aggregation 
rates than drier samples if stored above their Tg [141]. However, excessive moisture 
removal can destabilize the protein, as observed with bovine immunoglobulin 
[146].

4.3.3.3 Light and Ionizing Radiation

Eletromagnetic radiations of different wavelengths, i.e., UV-visible light and x-ray, 
are known to induce degradation in proteins [147]. Radiation, which is commonly 
employed for sterilization purpose, can generate free radicals and lead to peptide 



chain cleavage and aggregation in solid protein pharmaceuticals [147]. In aqueous 
solution, the protein may also degrade through the destruction of the amino acid 
residues by the hydroxyl radicals and electrons produced from water molecules 
[147].

As biopharmaceuticals are formulated mostly for parenteral administration, com-
plete shielding of light is impossible. Although amber glass containers can be used 
for shielding against UV light, their utility in light protection is often limited by 
the glass thickness. Light-induced degradation or photodegradation can be mini-
mized by formulation into solid dosage forms. By formulating into a lyophilized 
form, recombinant human factor VIII showed no signifi cant loss of activity after 
accelerated photostability testing, whereas the reconstituted preparation displayed 
partial activity loss after similar light exposure, and the observed photodegradation 
could be effectively prevented by packaging the protein in tinfoil wrap [148].

Nucleic acids are also susceptible to UV light. DNA molecules absorb photon 
energy at wavelengths below 320 nm, which gives rise to the widely reported muta-
genic DNA damage. DNA photocleavage can occur at both deoxyriboses and 
nucleobases [75]. The presence of photosensitizers, such as psoralen, chlorproma-
zine, and fl uoroquinolones, may promote the light-induced degradation by generat-
ing reactive oxygen radicals or singlet oxygens, which then interact with DNA to 
produce damage [149].

4.3.3.4 Physical Stress

Biopharmaceuticals may be inactivated by physical stress associated with vial 
fi lling, shipping, storage, and handling. Insulin is a well-known example of 
agitation-induced instability, and patients are advised to avoid vigorous shaking of 
the insulin preparation. Shaking is known to accelerate the degradation of insulin 
by way of covalent dimerization [150]. To assess the adverse impact of agitation on 
the stability of insulin preparations, two automated physical stress tests, viz., the 
Temperature Cycling and Resuspension Test (TCRT) and the High Temperature 
and Extreme Agitation Test (HTEAT), have been applied to a commercial porta-
ble insulin pen-cartridge device [151]. TCRT involves temperature cycling (25–
37°C) in an incubator unit combined with resuspension (three sets of 10 rolls plus 
10 inversions) conducted twice daily, whereas HTEAT requires continuous high-
temperature (37°C) exposure in an incubator unit combined with periodic daily 
agitation for 4 hours at 30 rpm. These two tests afford a rapid means for screening 
potential aggregation during the formulation development of proteins [151].

Apart from insulin, monomeric recombinant human growth hormone has been 
shown to aggregate rapidly within 10 hours of shaking [152]. The presence of Tween 
20, a nonionic surfactant, at an excipient : protein molar ratio larger than 4 effec-
tively inhibited this aggregation. Similar aggregation was observed with IgG1-
antibody upon the application of physical stress. However, differences in aggregation 
mechanism exist among different mechanical stress methods (e.g., shaking and 
stirring) [153]. Moreover, the aggregation kinetics is dependent on the shear rate 
applied, and trimer formation is particularly evident at a high shear rate, as observed 
for human serum albumin [154]. Even simple vortexing for just 1 minute can cause 
substantial aggregation and precipitation, as shown for recombinant human growth 
hormone [155].
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Agitation-induced instability is not limited to protein pharmaceuticals. For 
instance, agitation has been shown to signifi cantly reduce transfection rates in 
pCMVβ-gal, a plasmid DNA, and in complexes prepared with three different com-
mercially available lipid formulations, namely, DMRIE-C, lipofectAMINE, and 
DOTAP:DOPE [138].

4.3.3.5 Freeze-Drying and Spray-Drying

Lyophilization, the most widely used process for preparing solid proteins, consists 
of two major steps: freezing of a protein solution and drying of the frozen solid 
under vacuum. The drying step can be further divided into two phases, namely, 
primary drying (removal of frozen water) and secondary drying (removal of the 
non-frozen bound water) [156]. As alluded to, freezing can cause cold denaturation 
and introduce additional stresses to the proteins through ice crystallization (Section 
4.3.3.1). Likewise, drying can bring about protein degradation. By removing the 
hydration shell covering the protein surface, the native state of protein may be dis-
rupted, resulting in denaturation [157]. Water molecules may also be an integral 
part of protein active sites. Removal of these functional water molecules can inac-
tivate proteins during dehydration [157]. Thus, it is perhaps not surprising that 
freeze-drying-induced degradation is common with protein pharmaceuticals, e.g., 
Humicola lanuginose lipase [158], lysozyme [159], and recombinant human factor 
XIII [160], as well as nucleic-acid-derived drugs, e.g., poly((2-dimethylamino)ethyl 
methacrylate)-based pCMV-lacZ plasmid gene delivery system [161] and cationic 
lipid-protamine-DNA complexes [162]. Aggregate formation is also apparent 
during storage of freeze-dried biotechnological products, e.g., ribonuclease A [163], 
and sugars, polyols, and polymers are the excipients commonly used for stabilizing 
them [157].

Spray-drying, a single step operation that converts a liquid feed to a dried par-
ticulate form, has proved useful for producing powders within the respirable range 
for pulmonary delivery of biopharmaceuticals. Many of these products, including 
recombinant human growth hormone [164], recombinant human deoxyribonucle-
ases [165], and recombinant humanized anti-immunoglobulin E monoclonal anti-
body (rhuMAbE25), have been prepared by the spray-drying process [166]. As 
spray-drying of these proteins alone in solutions can result in unfolding, aggrega-
tion, and inactivation because of temperature and interfacial effects, stabilizers 
such as polysorbates [164, 167], mannitol [166], sucrose, and trehalose [168], are 
usually added to improve the processing and storage stability of these preparations 
[169].

4.3.3.6 Excipients

The inclusion of chemical excipients/additives can inhibit or slow degradation 
reaction in biotechnological products. In the case of metal catalyzed oxidation, 
chelating agents such as ethylene diamine tetra acetic acid (EDTA) can suppress 
the reaction by removing trace transition metals ions from the bulk solution. Some 
sugars and polyols (mannitol, glucose, glycerol, ethylene glycol) can inhibit metal 
catalyzed oxidation by complexation with the transition metal ions, whereas poly-
meric additives such as dextran may function as a hydroxyl radical scavenger [170]. 
Sodium thiosulfate has been reported to reduce the formation of a disulfi de-linked 
high-molecular-weight species of OKT3 antibody in solution [171]. However, 



precautions must be taken when using these excipients for stabilization purposes. 
As has been reported, inclusion of aliphatic alcohols as inhibitors of metal cata-
lyzed oxidation can give rise to cosolvent-induced perturbation of the metal binding 
site in recombinant human growth hormone [172].

Although several excipients have been made available for prolonging the shelf-
life of biopharmaceuticals, potential reactions between excipients and actives may 
adversely infl uence the overall stability of the formulations. For instance, excipients 
containing carbonyl functional groups, such as PVP, can form a covalent adduct 
with peptides and proteins containing primary amines (i.e., N-terminus and lysine 
side chain) at high temperatures (70°C) and low RH (∼0%) [173]. The presence of 
sucrose can promote methionine oxidation in recombinant factor VIIa, possibly 
due to the increase of chemical potential or a small conformational change in 
microenvironment [174]. Furthermore, excipients may be contaminated with traces 
of impurities, such as transition metals and reducing agents, which can compro-
mise the stability of the protein products. For instance, both food-grade and phar-
maceutical-grade polysorbates often contain traces of alkylhydroperoxide and 
hydrogen peroxide arising from the bleaching step in the synthetic process [175]. 
During storage, polysorbates may also decompose to peroxides, and the decompo-
sition is accelerated by increased exposure to air and light, elevated temperature, 
and the trace presence of metal catalysts [54, 175].

4.3.4 REGULATORY REQUIREMENTS IN THE STABILITY TESTING 
OF BIOPHARMACEUTICALS

In the development of stability testing protocols for biotechnological/biolo gical 
products, all relevant regulatory guidelines must be closely followed. The Inter-
national Conference on Harmonization (ICH) guidelines for stability testing are 
widely adopted and are available online (http://www.ich.org). It is important to
check the logistics and requirements of the appropriate stability programs before 
initiation of the stability testing. These guidelines have defi ned the storage condi-
tions for long-term, intermediate, and accelerated stability testing for different 
climatic zones [Q1A(R2); Q1C; Q1F]. Photostability is also considered under the 
relevant section [Q1B]. Experimental design and data analysis with specifi c require-
ments also constitute an important part of the stability testing programs [Q1D; 
Q1E]. Given the complexity of biotechnological products and their sensitivity to 
environmental factors, such as temperature, humidity, light, oxygen, ionic strength, 
and shear stress, additional guidelines are available for assuring their quality and 
Q5B aims to regulate the stability testing of these products. Apart from the method 
of batch selection for the testing, Q5B guidelines have a particular emphasis on the 
establishment of stability-indicating profi les for the active drug substances. Potency 
testing should be included in the stability assessment, and the purity of biotechno-
logical products should normally be determined by more than one method.

4.3.5 FORMULATION AND CHARACTERIZATION 
OF BIOPHARMACEUTICALS

As discussed, biopharmaceuticals are characterized by large molecular sizes 
and various levels of structural complexity (i.e., primary, secondary, tertiary, or 
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quaternary), which render them particularly vulnerable to various forms of degra-
dation or denaturation. Most current strategies for formulating biopharmaceuticals 
into appropriate dosage forms or delivery systems are aimed specifi cally at preserv-
ing the structural integrity and biological activities of these complex macromole-
cules as well as at improving their bioavailability or targeting them to specifi c sites 
in the body. Presented below is a general discussion on the formulation of biophar-
maceuticals with particular emphasis on the techniques using pharmaceutical 
excipients or additives to achieve these aims. Biotechnological techniques that use 
viral vectors to deliver genes or nucleic acid-based drugs are outside the scope of 
the current discussion.

4.3.5.1 Protein and Peptide Drugs

With the aid of newer production techniques, such as recombinant DNA technol-
ogy and transgenic protein production, coupled with cost-effi cient protein purifi ca-
tion techniques, proteins of high purity can now be mass-produced for therapeutic 
uses.

In protein production, selection of the host cells (e.g., bacterial, yeast, or mam-
malian cells) for the expression of recombinant proteins is critical, as this will 
determine the chemical properties (e.g., amino acid sequence/composition and 
glycosylation) as well as the pharmacokinetic behavior, biolo gical activities, and 
potential toxicities of the resulting proteins [176]. For instance, granulocyte mac-
rophage colony stimulating factor (GM-CSF) expressed in Escherichia coli bacte-
ria is a glycosylated form with six fewer amino acids and one more methionine 
residue than the non-glycosylated native protein [177, 178]. Although both yeast 
and mammalian expression systems can produce glycosylated proteins, only the 
mammalian system can generate the more complex carbohydrate moieties, which 
may be associated with higher immunogenicity. In addition, various types of con-
taminants (e.g., viruses, toxins, and nucleic acids) may arise during the production, 
and thus establishment of the protein purity at the initial stage of formulation 
development is of paramount importance [179, 180].

A challenge to develop a high-concentration protein formulation is perhaps the 
limited solubility of the protein in aqueous solution. The aqueous solubility of a 
protein is governed by the interaction of its polar residues with water, whereas the 
non-polar side chains and peptide groups are normally buried in the folded protein to 
maintain the native state. In general, minimum protein solubi lity occurs at the isoelec-
tric point (pI), where the protein molecule acquires a net-zero charge [181]. Thus, to 
ensure adequate solubility in water, proteins should not be buffered at or near their 
pIs. However, when selecting an appro priate pH for the vehicle, considerations should 
also be given to the chemical integrity and activity of the proteins, as these are also 
pH-dependent.

Proteins are amino acid chains that fold into unique three-dimensional 
structures. The primary structure of proteins is the peptide sequence of the 
whole molecule, which can be characterized by the amino acid composition, N-
terminal amino acid sequence, C-terminal amino acid sequence, and peptide 
mapping.

The secondary structure refers to the general three-dimensional local regions 
of the protein, encompassing regions of α-helices, β-sheets, and supersecondary 



structures. Such local structures can be analyzed by circular dichroism, Fourier 
transform infrared spectroscopy, and fl uorescence spectroscopy.

The tertiary structure refers to the overall three-dimensional structure of the 
polypeptide units of a given protein. Just as the secondary structure may be con-
ceptually linked to distinct domains within a protein, the tertiary structure can be 
associated with the way by which these domains are related to one another. Interac-
tions among such domains are governed by various physical forces, including hydro-
gen bonding as well as hydrophobic, electrostatic, and van der Waals interactions. 
The tertiary structure of proteins can be determined using a combination of 
analytical and complementary computer-aided modeling techniques, including 
solution nuclear magnetic resonance (NMR) spectroscopy, single-crystal x-ray 
crystallography, neutron diffraction, and molecular dynamics simulation.

In general, no single analytical technique can be used to fully characterize bio-
pharmaceuticals. Aside from structural characterization, functional analyses, 
including immunoassay and bioactivity assay, are also essential for ascertaining the 
quality of biopharmaceuticals. Although immunoassay is more specifi c than bioas-
say in the presence of interfering factors, the data derived from the two techniques 
may not show any direct correlation with each other, mainly because the former 
detects not only biologically active proteins, but also denatured proteins and frag-
ments as well as inactive protein-receptor complexes [182]. Some commonly used 
protein characterization techniques are summarized in Table 4.3-1. More specifi c 
reviews on protein and peptide analysis are presented elsewhere [183, 184].

An appropriate choice of excipients is also an important consideration in protein/
peptide formulation, as it can profoundly infl uence the shelf-life, pharmacokinetic 
behavior, and effi cacy of the fi nal products. Table 4.3-2 shows a list of excipients 
commonly used in protein/peptide formulation [185]. Extensive reviews on excipi-
ent selection are available in literature [186, 187]. In general, excipients are experi-
mentally selected by screening [188, 189]. The selection is guided by their abilities 
to produce the desired outcomes for the fi nal dosage forms. For example, the stabil-
ity of hybrid interferon-α in solution, which is sensitive to both pH and buffer 
composition, can be improved by adding mannitol or lactose at pH 4.0 [190]. 
However, at pH 7.6, lactose exerts an accelerating effect on the degradation of 
interferon-α, suggesting that an optimal pH exists for the excipient to function as 
a stabilizer. In another study, hydroxypropyl-β-cyclodextrin has been shown to 
effectively protect β-galactosidase against degradation during spray-drying [191]. 
Apart from the type of excipients used, the physical form of the excipients is also 
critical for the stabilization of proteins. For instance, mannitol in the amorphous 
state can preserve the structure and prevent the aggregation of recombinant human-
ized anti-IgE monoclonal antibody [166].

As many excipients are capable of stabilizing proteins under different condi-
tions, it is unlikely that the stabilization effect is excipient-specifi c. It is widely 
believed that the stabilizing mechanism of excipients involves the preferential 
exclusion of the added excipient from the protein in aqueous solution and during 
freeze–thawing [192]. Briefl y, a protein in an aqueous environment is in dynamic 
equilibrium between the native and the denatured (unfolded) forms. As the exclu-
sion of excipient from the unfolded form is greater than that from the native form, 
the equilibrium will shift toward increasing concentration of the native form. 
Thus, the unfolding of protein in the presence of excipient is a thermodynamically 
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TABLE 4.3-1. Summary of the Commonly Used Analytical Techniques for Protein/
Peptide Characterization

Technique Principle Application References

Colorimetric  Based on specifi c chemical  Quantitative [207]
analysis  reaction and associated   analysis; 

  color change BCA assay

High pressure liquid    [226]
 chromatography 
 (HPLC)
Reversed-phase  Separation by hydrophobicity Quantitative, 
 chromatography   stability
 (RPC)   (aggregation), 
Size exclusion  Separation by size (larger  purity analysis
 chromatography  molecule elutes faster)   
 (SEC)
Ion-exchange  Separation by electrostatic  
 chromatography  interaction
 (IEC)

Electrophoresis   [227]
SDS-PAGE Separation based on  Size, purity, 
  molecular sieving by gel  stability analysis
  matrix  
Capillary  Electrophoretic separation Peptide analysis,
 electrophoresis   on capillary   purity, stability
 (CE)   analysis
Isoelectric focusing  Separation based on  Purity analysis, pI
 (IEF)  continuous pH gradient  determination
  (proteins migrate according 
  to charge properties until 
  the point  of zero charge, 
  i.e., isoelectric point or pI, 
  is reached.)
Mass spectrometry  Separation based on mass- Quantitative analysis [228, 229]

(MalDI-TOF)  to-charge ratio (m/z) in   (high sensitivity)
  magnetic or electric fi eld Identifi cation and
   integrity

Immunochemical
 analyses
Enzyme-linked  The fi rst antibody is coated  Quantitative analysis;  [207]
 immunosorbent   onto plastic surface and  epitope quality
 assay (ELISA)  conjugated with antigen, 
  whereas the second antibody 
  is coupled to an enzyme; 
  detection by color change 
  of a chromogen when it is 
  cleaved by the enzyme

Bioassay Based on biological effects of  Quantitative analysis;  [230–231]
  proteins (e.g., cell   potency test
  proliferation, cytotoxicity, 
  and antiviral activity.)



unfavorable process. This is to be expected because the excipient would denature 
the protein if it were to bind favorably to the exposed hydrophobic sites of the 
unfolded protein.

Two nonexclusive mechanisms, namely, glass dynamics hypothesis and water 
substitution concept, have also been proposed to explain the stabilization effects 
of excipients during the dehydration stage in freeze-drying [193]. According to the 
glass dynamics hypothesis, freeze-dried excipients form a rigid, amorphous, inert 
matrix where the dispersed protein molecules have limited mobility, being restricted 
from undergoing arrangement and eventual phase separation. Therefore, stabiliza-
tion is via a kinetic mechanism and would be expected to correlate with the molecu-
lar mobility in the rigid matrix. The water substitution theory suggests that the 
stabilization effect is due to the substitution by the excipient for water to maintain 
hydrogen bonds with surface-accessible polar sites on the protein. Such interaction 
facilitates the preservation of the native-like solid-state protein structure and may 
help reduce the tendency of the protein molecules to form aggregates during 
storage. These stabilization mechanisms have been reviewed in depth by Pikal 
[194].

Most commercial protein/peptide products are administered by the parenteral 
route (e.g., subcutaneous, intramuscular, or intravenous) in the form of injections. 
The major disadvantages of parenteral injections are the inconvenience to the 
patient, high cost, and poor patient compliance. To overcome these problems, 
alternative administration routes such as peroral [195, 196], buccal [197], pulmo-
nary, nasal [198], and transdermal [199] routes have been considered. However, 
nonparenteral protein delivery also suffers certain drawbacks, most of which are 
related to the inherent physicochemical characteristics of the proteins, including 
their large molecular size, low lipid membrane permeability, susceptibility to enzy-
matic degradation, potential immunogenicity, and bio-incompatibility as well as 
the propensity to undergo aggregation, adsorption, and denaturation. Not all 
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TABLE 4.3-2. Excipients Commonly Used to Stabilize Biopharmaceuticals (from 
Ref. 185)

Excipient Type Examples

Amino acids Glycine, arginine, alanine, proline, aspartic acid, glutamic acid,
  lysine
Sugars Trehalose, sucrose, maltose, fructose, raffi nose, lactose, glucose
Surfactants Poloxamer 407, Poloxamer 188, polysorbate 80, polysorbate 20,
  octoxynol-9, polyoxyethylene-(23) lauryl alcohol,
  polyxyethylene-(20) oleyl alcohol, sodium lauryl sulphate
Salts Sodium sulphate, ammonium sulphate, magnesium sulphate,
  sodium acetate, sodium lactate, sodium succinate, sodium
  proprionate, potassium phosphate
Polyols Cyclodextrins, mannitol, sorbitol, glycerol, xylitol, inositol
Antioxidants Ascorbic acid, glutathione
Polymers Polyethylene glycol, dextran, polyvinylpyrrolidone
Chelating EDTA, tris(hydroxymethyl)aminomethane (TRIS),
 agents  diethylenetriaminepentaacetic acid, inositol, hexaphosphate,
  ethylenediaminebis (O-hydroxyphenylacetic acid), desferal
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nonparenteral routes share these limitatons. For instance, absorption via the buccal 
mucosa is free from degradation by protease activity and allows the absorbed 
protein to bypass the liver to gain direct entry into the systemic circulation, thus 
avoiding the fi rst-pass hepatic metabolism. Pulmonary delivery also offers a similar 
advantage of bypassing the fi rst-pass effect.

The feasibility of protein delivery via different routes of administration is best 
illustrated by insulin, a well-characterized and extensively studied therapeutic 
protein. To date, attempts to exploit the nasal, oral, and transdermal routes for 
insulin delivery have not been very successful for reasons related mostly to the 
stability and effi ciency of delivery [200]. For instance, oral insulin delivery is 
subject to activity loss due to the acidity in the stomach and the presence of prote-
ases and peptidases in the gut. Moreover, the intestinal absorption of the protein 
is limited by its large molecular size and hydrophilic nature. Various specifi c strate-
gies to overcome these delivery barriers have been attempted, including the use of 
permeation enhancers, protease inhibitors, and enteric-coated microsphere formu-
lations [201]. As an alternative solution to these problems, the pulmonary route 
has also been extensively investigated for its utility in protein delivery [202]. As 
has been well documented, lungs have a large surface area, which allows rapid drug 
absorption due to the close contact between the alveoli in the deep lung and the 
systemic circulation. As a result of intense formulation research, a novel inhalation 
insulin product by the commercial name, Exubera, was developed and subse-
quently approved by the Food and Drug Administration (FDA) Advisory Com-
mittee Panel in September 2005 for the treatment of adult type 1 and type 2 
diabetes. The product is a rapid-acting, dry powder form of insulin derived through 
rDNA. The main concern with inhaled insulin products is the potential long-term 
adverse effects resulting from the intra-alveolar deposition of insulin within the 
lung, because insulin has growth-promoting properties. It can be envisaged that 
once long-term safety and effi cacy is established, inhalation may become the fi rst 
nonparenteral route used clinically for insulin delivery.

Apart from the aforementioned problems with oral delivery, certain undesirable 
pharmacokinetic properties of proteins, notably the short biological half-life, have 
presented additional hurdles in their formulation development. To lengthen the 
biological half-life and prolong the action of proteins in the body, several novel 
drug delivery strategies have been developed through chemical modifi cation of 
the protein molecule (e.g., pegylation) or new formulation development (e.g., 
controlled or sustained release formulation).

Pegylation, defi ned as the chemical process by which polyethylene glycol chains 
are attached to protein and peptide drugs, have been successfully applied to produce 
peginterferon alfa-2a (PEGASYS) and peginterferon alfa-2b (PEG-Intron), both 
of which have been approved by the FDA for the treatment of chronic hepatitis C 
[203].

Another approach to extend the action of proteins is to develop biodegradable 
polymeric microspheres. Owing to their excellent biocompatibility, the biodegrad-
able polyesters, poly(lactic acid) (PLA) and poly(lactic-co-glycolic acid) (PLGA), 
are the most frequently used biomaterials to achieve sustained action [204, 205]. 
Polymeric microspheres are commonly prepared by the solvent extraction/evapora-
tion methods [206]. In brief, protein in a solid or liquid form is mixed with a 
polymer (dissolved in an organic solvent, e.g., dichloromethane) to prepare a solid-
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in-oil or water-in-oil emulsion. The resulting emulsion is further mixed with water 
containing an emulsifi er (e.g., polyvinyl alcohol) to effect protein loading into the 
PLGA microspheres [207]. Release of protein from such microspheres usually 
occurs in three phases, namely, initial burst release, diffusion-controlled release, 
and erosion-controlled release.

The intrinsic drawbacks with these microencapsulation methods are that the 
organic solvents used and the low pH generated inside the matrix due to PLGA 
degradation may denature the protein. As an alternative for these biodegradable 
polyesters, hydrogels, which are prepared from natural or synthetic hydrophilic 
polymers, have been evaluated for use as protein-releasing matrices either alone or 
in combination with PLGA (i.e., as composite microspheres). Using the latter 
approach, a novel sustained-release insulin formulation has been developed by 
incorporating insulin into the hydrogel to yield microparticles, followed by encap-
sulation in a PLGA matrix as microspheres [208]. The swelling behavior of hydro-
gels, which governs drug release, is dependent on the external environmental 
conditions, such as temperature and pH. Hydrogel-based delivery devices can be 
used for oral, rectal, ocular, epidermal, and subcutaneous application. Excellent 
reviews on this topic can be found in literature [209, 210].

In general, proteins are more stable in the solid state than in the liquid state. A 
variety of methods are available for preparation of protein powders, including 
precipitation, lyophilization, and spray-drying. The main concern with these 
methods is the potential protein denaturation or inactivation during the prepara-
tion. More specialized techniques for preparing protein materials with specifi c 
applications have also been developed, such as supercritical fl uid processing for 
human growth hormone [211], spray-drying for producing inhaled insulin [212], 
spray–freeze-drying into liquid to produce stable bovine serum albumin (BSA) 
nanostructured microparticles [213], supercritical fl uid-based coating technology 
to produce lipid coated BSA particles [214], and emulsion precipitation [207]. Maa 
and Prestrelski [215] have presented a systematic review on protein powder produc-
tion techniques. Table 4.3-3 shows a comparison of the advantages and disadvan-
tages of these powder preparation methods. For assessment of the utility of these 
techniques, it is important that the resulting powders be subjected to rigorous physi-
cal and chemical characterization, including crystal form, particle morphology, 
particle size distribution, surface properties, and moisture content [212].

4.3.5.2 Nucleic Acid-based Drugs

Nucleic acid-based drugs also represent an important group of biopharmaceuticals 
that are still at their very early stage of development. Nucleic acids are complex, and 
high-molecular-weight macromolecules composed of nucleotide chains that convey 
genetic information. The most common nucleic acids are DNA and RNA. RNA is 
usually single stranded, whereas DNA is normally double stranded and can form a 
double helix via hydrogen bonding. Single-stranded RNA molecules tend to associ-
ate with one another via hydrogen bonding to attain the minimum energy state. 
DNA and RNA can be char acterized for primary sequence by biochemical tech-
niques [e.g., Southern blotting and polymerase chain reaction (PCR) for DNA and 
Northern blotting and reverse transcription-PCR (RT-PCR) for RNA]. They can 
also be analyzed in very much the same way as proteins by spectroscopic and 
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chromatographic techniques, including ultraviolet, infrared, Raman, fl uorescence 
spectroscopy, circular dichroism, NMR, mass spectrometry, and HPLC [46].

Nucleic acid-based therapeutics aims to deliver nucleic acid-derived products 
into the nuclear compartment, which may act at the molecular genetic level either 
to replace a defective gene or to modulate a specifi c genetic function. Six types of 
nucleic acid-based therapeutics have been proposed, namely, antisense (molecules 
that interact with complementary strands of nucleic acids and modify expression 
of genes), ribonucleic acid inhibition (RNAi), gene therapy (insertion of genes into 
an individual’s cells and tissues to treat a disease, particularly hereditary diseases), 
nucleoside analogs, ribozymes (RNA enzymes or catalytic RNAs that catalyze 
chemical reactions), and aptamers (DNAs or RNAs that are selected from random 
pools based on their ability to bind nucleic acids, proteins, or small organic com-
pounds). Only one antisense drug named fomivirsen (Vitravene® developed by Isis 
Pharmaceuticals, Carlsbad, California) has been approved by the FDA for the 
treatment of cytomegalovirus retinitis and is currently available in the clinic, 
whereas others are still under development.

TABLE 4.3-3. Advantages and Disadvantages of Different Powder Preparation 
Methods (from Ref. 215)

Method Advantage Disadvantage

Freeze-drying High yield; convenient Poor particle size control;
  operation; aseptic process;  irregular-shaped particles;
  expensive process  broad size distribution
Spray-drying Good particle size control; Yield dependent on
  spherical-shaped particles;  formulation; heat
  easy and convenient   inactivation; surface
  operation  denaturation
Spray–freeze- Good particle size control; Poor density control
 drying  spherical-shaped particles; 
  high yield; good aerosol 
  properties
Supercritical  Good particle size control; Complex process; limited
 fl uid  spherical-shaped particles  solubility in organic
   solvents
Pulverization Easy operation; high yield Poor particle size control;
   irregular-shaped particles;
   broad size distribution
Precipitation Simple and convenient Poor particle size control;
  operation; high yield  irregular-shaped particles; 
   broad size distribution; 
   protein denaturation; 
   diffi cult to handle
   multicomponents
Emulsifi cation  Easy to control; particle  Yield limited by solubility;
 followed by   size <3μm; spherical-  protein denaturation by
 precipitation  shaped particles;   organic solvent; diffi cult
  applicable to a variety  to handle multicomponents
  of materials  



Compared with other organic drugs, nucleic acids are relatively large, hydro-
philic, and negatively charged molecules. Systemic delivery of nucleic acids targeted 
at the nuclear compartment is limited by the hostile extrace llular environment, 
including extreme pH, degradation enzymes (proteases and nucleases), as well as 
the immune defense and scavenger systems. Lechardeur et al. [216] have summa-
rized the major cellular, metabolic, and physico-chemical barriers to the delivery 
of plasmid DNA into nucleus. A series of strategies employing physical forces (e.
g., microinjection, naked DNA injection, electroporation, and gene gun), nonviral 
gene carriers (e.g., cationic liposome or cationic polymers), and/or biological car-
riers (e.g., viral gene carrier) have been developed to deliver nucleic-acid-derived 
drugs into cells [217]. Viral gene carriers, which rely on cell infection by live (non-
pathogenic) viruses (e.g., adenovirus) to achieve specifi c site targeting, may cause 
severe immune response in the patient, and their delivery is limited by the gene 
size, which can be accommodated by the viral genome. Nonviral gene medicine is 
composed of three elements: a gene encoding a therapeutic protein, a plasmid-
based gene expression system that controls the function of a gene within a target 
cell, and a synthetic gene carrier that controls the stability and gene delivery within 
the body. The most extensively investigated synthetic gene carriers involve the 
combination of plasmid DNA with either cationic lipids (lipoplexes) or polymers 
(polyplexes), or in association with encapsulation into microspheres or preparation 
of nanoparticulate systems.

Lipoplexes are prepared by the interaction of anionic nucleic acids with the 
surface of cationic lipid to afford multilamellar lipid–nucleic acid complexes. Cat-
ionic liposomes can protect nucleic acids from serum nucleases and facilitate the 
cellular uptake and release of nucleic acids into the cytosol [218]. Pedroso et al. 
[219] have extensively discussed the structure-activity relationships of cationic lipo-
some/DNA complexes and the key formulation para meters infl uencing the proper-
ties of lipoplexes. In addition, optimization of the cationic liposomal complexes for 
in vivo application has been reviewed by Smyth [220].

Polyplexes are formulated by condensation of negatively charged nucleic acids via 
electrostatic interactions with polycationic condensing polymers to yield compact 
particles, which can then protect the nucleic acids and mask the negative DNA 
charges. The polycations used include natural DNA binding proteins such as his-
tones, synthetic polymers such as poly[dimethylaminoethyl-methacrylates], linear 
or branched polyethylenimine, diethylaminoethyl modifi ed dextran, or modifi ed 
chitosan. The physico-chemical and biopharmaceutical behaviors of these polymers 
in nucleic acid delivery have been extensively reviewed elsewhere [221, 222]. Besides 
these polymers, polyethy lene glycol-conjugated copolymers have also been intro-
duced as an alternative drug carrier material [223]. However, these polyplexes are 
incapable of affording sustained release for nucleic acids and prolonging gene trans-
fer. To achieve prolonged action of nucleic-acid-based drugs, the feasibility of encap-
sulating polyplexes into certain matrices to obtain sustained-release nanoparticles 
or microparticles is currently under investigation. Yun et al. [224] have prepared 
microspheres by physically combining poly(ethylene glycol)-grafted chitosan with 
poly(lactide-co-glycolide) using a modifi ed conventional in-emulsion solvent evapo-
ration method to achieve prolonged delivery of DNA/chitosan polyplexes.

Nanoparticles are submicronic (less than 1 μm) colloidal systems, which can 
be classifi ed into two main categories depending on whether the formation of 
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nanoparticles requires a polymerization reaction. Nanoparticulate systems have 
been developed to deliver antisense oligonucleotides with enhanced stability and 
delivery effi ciency [225].

4.3.6 SUMMARY AND CONCLUSIONS

Biopharmaceuticals constitute a unique class of therapeutic agents that are diffi cult 
to handle and process because of their structural complexity and inherent chemi-
cal/physical instability. Depending on the modes of chemical degradation or physi-
cal denaturation, a wide variety of formulation excipients or additives, including 
buffers, antioxidants, sugars, and polysaccharides, can be employed to preserve the 
structural integrity and biological activity of such vulnerable macromolecules. In 
addition, an appropriate choice of administration route is critical for maximizing 
their bioavailability and effi cacy. Sustained or prolonged action for specifi c thera-
peutic indications has also been made possible by formulating them in synthetic 
polymeric carriers, including biodegradable polymers, hydrogels, and polycationic 
polymers. It can be envisioned that as more is known about the relationship between 
the structures and the bioactivities of these vital macromolecules, the existing for-
mulation strategies can be further improved or fi ne-tuned for particular biophar-
maceuticals to achieve more promising therapeutic outcomes.
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4.4.1 INTRODUCTION

Protein posttranslational modifi cation (PTM) is a hallmark of signal transduction 
and it allows the cells to rapidly respond to extracellular signals. In most cells, only 
a fraction of the genes are turned on at any given time, producing no more than 
6000 primary proteins in a process called translation. However, several hundred 
types of PTMs could occur, greatly amplifying the diversity of proteins present in 
the cells [1]. These modifi cations, which involve stable and, sometimes, irreversible 
additions of nonamino acid chemical groups to primary translation products, occur 
in a large proportion of the cellular protein pool. In some instances, the types of 
PTMs of a protein can be predicted from its primary sequence. In many cases, 
however, such predictions are not possible. These modifi cations can result in an 
enormous amplifi cation of the diversity of a protein pool. For example, glycosyl-
ation, the addition of sugar chains of varying lengths and compositions of one 
unmodifi ed protein at three sites, can generate 11,520 protein variants. PTM of a 
protein is predicted to generate a combinatorial effect on protein structure and 
functions [2, 3]. The known PTMs include phosphorylation, acetylation, methyla-
tion, glycosylation, oxidation, sumoylation, ubiquitination, and nitration [4–10]. 
PTM of core histone proteins has been widely studied in the context of chromatin 
structure and gene transcription [11]. However, PTM of nonhistone proteins has 
only recently begun to receive attention [12–15].

This chapter will be focusing on several important issues in PTM studies such 
as:

• Why the proteins need to be modifi ed and how they are modifi ed.
• The relationship between prokaryotic and eukaryotic PTMs.
• Basic tools for studying PTM and the recent advancement in facilities and 

resources.
• PTM and signal transduction by nuclear receptors, co-regulators, and tran-

scription factors.
• PTM as a target in rational design and development of therapeutic agents.

4.4.2 WHAT IS PROTEIN POSTTRANSLATIONAL MODIFICATION?

Simple Defi nition. The primary structure of a protein is dictated by its genetic 
code. All the proteins from the genome constitute the “proteome.” After transla-
tion, the proteome is covalently modifi ed by a variety of small molecules of exoge-
nous or endogenous origin, and also by other proteins or peptides. The event is 
defi ned as the “protein posttranslational modifi cation.”

Studies of proteins present in a cell revealed a rich repertoire of expressed pro-
teins way beyond what is expected from direct translation of the messages produced 
by a genome. Proteins can be modifi ed posttranslationally by covalent attachment 
of one or more of several classes of molecules, by the formation of intramolecular 
or intermolecular linkages, by proteolytic processing of the newly synthesized 
polypeptide chain, or by any combination of these events. These modifi cations 
endow a protein with various properties that may be specifi cally required under a 
particular condition.



4.4.3 OVERVIEW OF PROTEIN 
POSTTRANSLATIONAL MODIFICATION

The most common PTMs include:

• Glycosylation—the addition of one or more sugar molecules to asparagine 
(N-linked) and Ser/Thr (O-linked) residues, which may involve more than one 
type of sugar, as shown in estrogen receptor (ER) [16] and androgen receptor 
(AR) [17].

• Phosphorylation—the addition of phosphate groups to Ser/Thr and Tyr resi-
dues, as shown in receptor interacting protein 140 (RIP140) [4], orphan tes-
ticular receptor 2 (TR2) [18], retinoic acid receptor (RAR) [19], and retinoid 
X receptor (RXR) [19].

• Myristoylation and Prenylation—the addition of certain fatty acids as shown 
in G-protein coupled receptor (GPCR) [20] and estrogen receptor (ER) 
[21].

• Acetylation—the addition of acetate groups to lysine residue as shown in 
nuclear receptors [22, 23], p53 [6], NF-κB [24], and histone proteins.

• Methylation—the addition of methyl groups to Arg/Lys/Gln/Asn (N-methyl) 
and Ser/Thr (O-methyl) as shown in p53 [25], PGC-1α [13], CBP/p300 [26], 
and YY1 [27].

• Ubiquitination—the addition of one or more ubiquitin molecules to proteins, 
which marks the protein for degradation as shown in p53 [28].

• Addition of a prosthetic group (e.g., heme in hemeproteins, such as hemoglo-
bin), which is required for the protein’s function).

• Addition of a certain chemical bond (i.e., a disulfi de bond) between two sulfur-
containing amino acids.

• Addition of a target leader sequence (a small removable peptide) at the 
beginning of the protein chain to allow the protein to be targeted to or from 
subcellular organelles (e.g., nuclei and mitochondria).

4.4.4 WHY THE PROTEINS NEED TO BE MODIFIED?

Proteins sometimes need to be modifi ed to become functional. Secondly, the func-
tional diversity of a protein can be greatly amplifi ed by different posttranslational 
modifi cations. Modifi cation of protein can dramatically alter its physico-chemical 
properties (i.e., hydrophobicity, stereochemical structure and conformation, and 
protein stability). Phosphorylation and glycosylation make a protein more hydro-
philic, whereas acetylation, methylation, and prenylation are generally known to 
increase hydrophobicity of the protein. Ubiqu itination typically functions as a tag 
for the proteins, which could be recognized by proteases (proteosomes) for degra-
dation. Reactive oxygen species can oxidize cystein and methionine, whereas nitric 
oxide can react with cystein and tyrosine residues. These modifi cations can also 
modulate the function of the protein by infl uencing processes such as protein–
protein interaction, transport, and stability.

WHY THE PROTEINS NEED TO BE MODIFIED? 419
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4.4.5 PROKARYOTIC VERSUS EUKARYOTIC PTM

It is generally believed that proteins are not posttranslationally modifi ed in pro-
karyotic cells with some exception for glycosylation of the membrane protein, 
which is essential for the membrane integrity and virulence property of many bac-
teria. However, recent investigation showed that prokaryotic proteins could also be 
modifi ed, such as by phosphorylation. Some prokaryotic protein kinases, which 
were evolutionarily related to kinases of the eukaryotes, were discovered [29]. It 
was also speculated that bacterial protein could be modifi ed by methylation, as 
shown by metabolic labeling using radioactive S-adenosylmethionine. Methylation 
was shown to enhance the chemotaxic response of the bacteria as well as the 
sensory transduction in E. coli [30]. Thus, prokaryotic proteins could also be modi-
fi ed to enhance their functional diversity. Our recent investigation using mass 
spectrometry-based proteome analyses of nuclear co-regulator RIP140 expressed 
from bacteria also revealed that proteins expressed in bacteria can be modifi ed 
by methylation at asparagine (N) and arginine (R) (Huq and Wei, unpublished 
result).

It has become increasingly clear that PTM can also occur in Archaea. Archaea
express proteins that enable them to strive in harsh habitats. Archaeal proteins are 
able to remain properly folded and functional under extremely harsh conditions 
such as high salinity and temperature, and other adverse physical conditions that 
would normally cause protein denaturation, loss of solubility, and aggregation 
[31].

4.4.6 STUDIES OF PTM

Studies of PTM have been benefi ted from the recent advancements in mass spec-
trometry, the introduction of new software and Internet-based MS data search 
facilities, computer-assisted topology prediction for a variety of PTMs (visit http://
ca.expasy.org/), chemical synthesis of modifi ed peptides and proteins, development 
of modifi ed peptide specifi c antibody, in vitro modifi cation techniques, exploitation 
of other eukaryotic cells such as insect cells for protein expression [4, 5, 16, 32], 
and progress in affi nity purifi cation of modifi ed proteins.

4.4.6.1 Mass Spectrometry-based PTMs

Mass spectrometry has revolutionized the idetinifi cation of PTM. In the past, the 
metabolic radio-labeling technique was the principal methodology used to deter-
mine whether the protein is modifi ed. However, identifi cation of a specifi c residue 
that is modifi ed by PTM using metabolic labeling relies on point mutation of the 
protein, which is practically time- and effort-consuming and sometimes unreliable 
because of existance of other similar sites of PTM [33]. The mass spectrometric 
analysis can identify all kinds of modifi cation on a protein in a single experiment. 
However, sometimes it can be a laborious and lengthy process because of the need 
to purify the protein. Data analysis itself can also be time-consuming. We will use 
several MS-based PTM analyses in our own experiences as examples just to illus-
trate the design and execute the entire experiment.



• Sample. The type of protein (i.e., membarne, cytosolic or neuclear protein) 
the pI value, the molecular weight, the solubility and stability. The amino acid 
sequence of the protein needs to be considered, which is necessary for the 
selection of proper proteases for proteolytic digestion.

• Sample Preparation. Sample preparation is the most critical step in mass 
analysis. The prurifacation procedure and the presence of potentially inter-
fering substance for MS should be evaluated. For instance, the type and the 
concentartion of detergent used for solubilizing the protein may not be com-
patibe with mass spectrometry.

• Type of Modifi cations. The specifi c chemistry of the type of modifi cation and 
its stability during the procedure.

• Sites of Modifi cation (residues). The residues (amino acid) where the modifi -
cation could occur, such as Arg/Lys for methylation, Ser/Thr or Tyr for phos-
phorylation, Tyr or Cys for nitration. The sites of modifi cation is also important 
because it may interefer with protease digestion of the protein. Selection of 
the protease sometimes depends on the location of the sites of modifi cation.

• Mass Spectrometry Facilities. The facilites of mass spectrometry (i.e., MALDI–
TOF, MALDI–TOF–MS/MS, LC–MS, LC–ESI–MS/MS) and other resources 
for data search and management. In most cases, each machine is designed for 
a particular purpose.

• Knowledge and Training. It is crucial to acquire adequate working knowledge 
about mass spectrometry in addition to understanding the principle. It is also 
important to receive hands-on training in the operation of MS database search 
and manual data interpretation skills to verify the PTM and PTM sites, which 
is particularly critical to accurately interpret the data and to avoid any false-
positive or fasle-negative result.

 These points are presented in Scheme 4.4-1.

A practical, step-by-step guideline for successful studies of PTM is provided based 
on our own experience in studying PTMs of several transcription regulatory pro-
teins including RIP140, RAR, RXR, TR2, TR4, and NF-κB.

Step 1. Determine the types of modifi cation to be examined. It would be useful to 
gather information on whether this type of modifi cation can be enriched. For 
example, enzymatic induction, in vitro chemical reaction, and expression of protein 
in suitable eukaryotic (i.e., insect cells) or prokaryotic systems. Some commercial 
products for enrichment of modifi ed peptides such as phosphopeptides are cur-
rently available (visit Ionsource website at http://www.ionsource.com/ for more 
information about this option).

Step 2. Purify the protein in a system in which the modifi cation is stable. Avoid 
any kind of external contamination during purifi cation, for example, keratin, which 
is the most common impurity present in MS analysis. If purifi cation is not possible, 
it can be enriched, separated, and recovered from an SDS–PAGE. The amount of 
sample is also important. A very sensitive machine can identify the protein at the 
famtomole level.
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Protein Expression
(bacteria, insect cells, mammalian cells)

Fractionation and Purification
(gel filtration, 1D/2D-HPLC, affinity purification)

Enrichment of Modified Protein
(in vitro reaction, affinity purification)

1-DE/2-DE
(excision of bands/spots)

Proteolytic Digestion
(trypsin, chymotrypsin, Glu-C, etc.)

MS Analysis

MALDI–TOF MS
LC-ESI-MS/MS

MS/MS analysis
(PTM identification)

Data Search
(PMF, PTM)

Data search
(Protein ID, PTM)

PTM confirmation
(MS/MS data analysis)

Biology

Molecular Target Discovery

Therapeutic Development

Genomics

Proteomics

Scheme 4.4-1. Strategies and goal of proteome analysis.

Step 3. Carry out theoretical digestion of the protein to select proteases (i.e., 
trypsin, chymotrypsin, and Glu-C) using software available online (http://ca.
expasy.org/ and MS–DIGEST at http://prospector.ucsf.edu/). Analyze the theo-
retical mass of each peptide and select the proper protease for digestion that will 
give you the maximum coverage of the protein with the molecular weight of each 
peptide no more than 3000 Da. However, most of the researchers select trypsin 
initially.

Step 4. Run a 1-DE/2-DE gel and stain the gel by commassie blue. Silver-stained 
gels need extra steps in destaining. All operation should be carried out in a dust-
free envrionment to avoid contaminants like keratin. Staining or destaining solu-
tion and PAGE running buffer should not be recycled. Excise the protein band of 
interest and conduct in gel digestion. In-solution tryptic digestion can also be done. 
However, most investigators prefer in-gel digestion. Several protocols for in-gel 
digestion on commassie-stained and silver-stained gels are available online at the 



University of Minnesota proteomics core facilities website (http://www.cbs.umn.
edu/msp/).

Step 5. Desalt the tryptic peptides using ZipTip (Millipore). The ZipTip protocol 
is also available online (http://www.cbs.umn.edu/msp/) and spotted on a MALDI 
target over the crystal of matrix molecule (i.e., α-cyano-4-hydroxycinnamic acid). 
The full-scan spectrum is recorded and the peak lists are generated by software. 
The experimental mass value (monoisotopic) from the peak lists could be copied 
and pasted to the Mascot peptide mass fi ngerprint data search (http://www.matrix-
science.com/) or MS-fi t data serach (http://prospector.ucsf.edu/) for peptide mass 
fi ngerprinting (PMF) to identify the protein of interest or verify the protein iden-
tity. The search result will show the identifi ed protein according to the match of 
mass of a number of peptides, their scores, and the sequence coverage of the total 
protein. An overview about PMF is described below, which is also available at 
Ionsource website as tutorials (http://www.ionsource.com/). When the protein is 
properly identifi ed, the investigator can look at the original mass spectrum and 
compare with the mass data of theoretical digestion and subtract the peak manually 
from the full-scan MALDI spectrum one by one. The remaing peaks in the spec-
trum could originate from the PTM-modifi ed trypsin autolysis peaks or contami-
nants. If the spectrum is of high quality, the investigator can analyze each individual 
peak and the neighboring peaks to determine the mass shift between the neighbor-
ing peaks, providing some insights into whether the protein is modifi ed. An impor-
tant consideration is that the modifi cation should be stable or suitable for ionization 
by MALDI. If the mass shift between the two neighboring peaks give a mass shift 
equal to the mass shift caused by modifi cation (i.e., 80 amu for phosphorylation and 
42 amu for acetylation), that particular ion peak is likely to be originated from the 
modifi ed peptide. To confi rm this modifi cation, the MS/MS spectrum of that parent 
ion can be recorded from the same sample spotted on a different target.

Peptide Mass Fingerprinting. PMF is an important tool to identify proteins by 
matching their constituent fragment ions (peptide masses) to the theoretical peptide 
masses generated from a protein or DNA database. The conceptual basis of PMF 
is that every unique protein generates a unique set of peptides and hence unique 
peptide masses. An intact unknown protein is fi rst cleaved with a proteolytic 
enzyme to generate peptides. A PMF database search is conducted following 
MALDI–TOF mass analysis of the protein sample. Identifi cation is accomplished 
by matching the observed peptide masses to the theoretical masses derived from a 
sequence database. PMF identifi cation relies on observing a large number of 
peptides (5 or more) from the same protein at high mass accuracy. This technique 
is particularly suited for 1D/2D gel spots where the protein purity is high. However, 
it is less effi cient for complex mixtures of proteins.

Although this technique was introduced in early 1990s, it was the introduction 
of a MALDI–TOF instrument capable of 50 ppm mass accuracy that made PMF a 
routine procedure. In MALDI–TOF mass spectrometry, peptides appear as singly 
charged species in the mass spectrum (Figure 4.4-1). Unlike an electrospray (ESI) 
mass spectrum, which displays multiply charged species, the MALDI–TOF spec-
trum is simple to interpret. PMF can also be used to identify proteins in ESI 
spectra, but it is seldom used because the peptide masses would need to be decon-
voluted for each search.
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LC–ESI–MS/MS analysis. To examine the potential PTM of a protein after 
MADLI–TOF mass, a liquid chromatography-tandom mass spectrometry (LC–
ESI–MS/MS) is run to obtain information-dependent acquisition (IDA) data. 
Alternatively, an LC–ESI–MS/MS analysis can be performed without prior 
MALDI–TOF. However, it is the most common practice to fi rst conduct a MALDI–
TOF mass to determine the amount of sample to be loaded on a subsequent LC–
ESI–MS/MS. The IDA data could then be searched at Mascot MS/MS data search 
(available online at http://www.matrixscience.com/) by selecting several para-
meters, such as protein data bank (i.e., NCBI and MSDB), the species, the fi xed 
modifi cation (i.e., carbamidomethyl cystein), the variable modifi cations, and the 
mass tolerance. The search result will generate information about the protein. The 
reconstructed MS/MS spectrum along with the calculated mass value of product 
ions matched in the original MS/MS spectrum can be obtained, which will show 
the residue modifi ed by PTM. To confi rm the modifi cation, manual analysis of the 
MS/MS data is essential.

MS/MS Fragmentation and Nomenclature. The fragmentation pattern and the 
nomenclature commonly used in MS/MS studies are discussed below. This 
information was taken from Mascot website (http://www.matrixscience.com/).

Sequence Ions. The types of fragment ions observed in an MS/MS spectrum 
depend on many factors including primary sequence, the amount of internal energy, 
how the energy was introduced, and the charge state. The MS/MS fragmentation 
pattern is shown in Chart 4.4-1.

Fragments will only be detected if they carry at least one charge. If this charge 
is carried by the N-terminal fragment, the ion is called either a, b, or c. If the charge 
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Figure 4.4-1. MALDI–TOF mass spectrum of orphan nuclear receptor TR4. This was 
collected on a QSTAR-XL MALDI–TOF mass spectrometer and was an average of 240 
scans; peptide peaks appear as [M+H]1+ ions.



is retained on the C-terminal fragment, the ion is classifi ed as either x, y, or z. A 
subscript indicates the number of residues in the fragment. In addition to the 
proton(s) carrying the charge, c ions and y ions abstract an additional proton from 
the precursor peptide. The structures of the six singly charged sequence ions are 
shown in Chart 4.4-2.

The above structures show only a single charge carrying proton. However, in 
electrospray ionization, tryptic peptides generally carry two or more charges, so 
fragment ions may carry more than one proton.

Internal Cleavage Ions. Double-backbone cleavage gives rise to internal fragments 
(Chart 4.4-3), which are usually formed by a combination of b-type and y-type 
cleavage to produce the illustrated structure, an amino-acylium ion. Sometimes, 
internal cleavage ions can form by a combination of a-type and y-type cleavage, an 
amino-immonium ion.

Immonium Ions. An internal fragment with a single side chain formed by a com-
bination of a-type and y-type cleavage is called an immonium ion (Chart 4.4-4).
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Protein Identifi cation with MS/MS Data. The previously described PMF uses 
the intact masses of the peptides to fi t a protein in a sequence database. The MS/MS 
spectral matching employs the uninterpreted peaks in a peptide fragment spectrum 
to match to a theoretical fragment spectrum in a sequence database. This MS/MS 
spectrum is acquired from a collision-induced dissociation (CID) within a mass 
spectrometer. The fragmentations are produced either in a collision cell in a tandem 
mass spectrometer or within an ion trap. In an MS/MS-based protein ID experiment, 
multiple peptides are usually found and all of their fragment spectrums are used 
to identify the protein. In both PMF and MS/MS ID, the larger the number of 
peptides identifi ed, the greater the confi dence in the protein correlation. The 
correlation made with multiple MS/MS spectra are usually superior to the 
identifi cation made in a PMF experiment. It is impossible to rely on a single peptide 
mass in a PMF experiment to correlate a protein. However, the heterogeneity 
imparted to a single peptide in an MS/MS experiment can generate enough amino 
acid sequence to correlate a protein. Tutorials from Ionsource website (http://www.
ionsource.com/) for a step-by-step simplifi cation of how sequence database search 
programs accomplish peptide and protein ID are provided in the following.

A Step-by-Step General Scheme for MS/MS Protein ID

Step 1. Enzyme specifi city constraint: Some programs preindex the sequence data-
base based on the enzyme specifi city, which facilitates the search much faster 
because tryptic peptides can be indexed and mass lists can be premade. The down-
side is the necessity of a separate database to be indexed for each enzyme or each 
time a potential modifi cation is changed.

Step 2. Peptide matching: It involves matching the parent mass of the intact peptide 
to the peptides in the database. Generally, the narrower parent mass constraint, 
the faster the search will proceed because fewer peptides will need to be correlated 
in the next step.

Step 3. Peptide listing and comparison: It takes the list of peptides identifi ed by 
parent mass in step two and compares the theoretical fragment masses of these 
peptides to the experimentally derived fragment spectra.

Step 4. Peptide ranking: Hits are ranked by how many of the fragment masses 
match the theoretical fragment masses in the sequence database.

Step 5. Signifi cance of hit: If more than one peptide is searched, all the peptides 
found are correlated to their prospective proteins. The protein with the greatest 
number of well-correlated peptides is usually the most signifi cant hit.

Chart 4.4-4.



Step 6. Probability factor and validation: Some programs show the probability 
number to back-up the proposed match, which gives the users some comfort in the 
designation. Select the most important individual protein hit and manually validate 
the spectral match.

In the following, we describe data management of PTM analysis of RIP140, 
where we detected 11 phosphorylation and eight acetylation sites.

4.4.7 MAPPING OF PTM SITES ON RIP140 BY 
LC–ESI–MS/MS ANALYSIS

Expression and Purifi cation of RIP140 from Sf21 Insect Cells. Sf21 insect cells 
(1 × 106) were infected with recombinant Baculovirus vector. Using affi nity chro-
matography under a denaturing condition, we were able to purify the recombinant 
protein to over 95% homogeneity [4]. The eluted protein from the affi nity column 
was further resolved by a SDS–PAGE and a distinctly separated single band of 
RIP140 was obtained. The gel bands were excised for trypsin digestion and the 
tryptic peptides were analyzed by MALDI–TOF and LC–ESI–MS/MS.

SDS-PAGE, In-gel Tryptic Digestion of RIP 140. The purifi ed His6-RIP140 
protein (500 ng) from insect cells and GST-RIP140 (1 mg) from E. coli were resolved 
by an 8% SDS–PAGE. The bands were visualized by commassie staining. Gel 
slices containing RIP140 were subjected to overnight in-gel tryptic digestion The 
tryptic peptides were extracted from the gel with 5% acetic acid, followed by 5% 
acetic acid in 50% ACN. The digests and the extracted solution were combined 
and dried. The sample was re-dissolved in 5% acetic acid and desalted using ZipTip 
C18 reverse-phase desalting Eppendorf tips (Millipore). The peptides were eluted 
with 2% ACN containing 0.1% TFA to a volume of 50 μL.

Mass Spectrometric Analysis of RIP140. For identifi cation of the proteins, the 
samples were analyzed by MALDI–TOF MS in a positive ion refl ection mode 
(Qstar XL, Applied Biosystems) using α-cyano-4-hydroxycinnamic acid as a matrix. 
For LC-MS, the tryptic peptides were subjected to a 20-fold dilution using 2% ace-
tonitrile in water containing 0.1% trifl uoroacetic acid. An LC packings (LCP, a 
Dionex Company, Sunnyvale, CA) Famos autosampler aspirated 27.5 μL of the 
peptide solution into a 100-μL sample loop using the Famos μl-pick-up injection 
mode and 98 : 2 water : ACN, 0.1% formic acid (load buffer) as the transfer reagent. 
An LCP Switchos pump was used to concentrate and desalt the sample on an LCP 
C18 nano-precolumn (0.3 mm internal diameter × 5 mm length). The precolumn 
was switched in-line with a capillary column and peptides were eluted at 350 nL/min 
using an LCP Ultimate LC system. The capillary column (100 mm internal diame-
ter) was packed in-house to 12 cm length with 5-μm, 200-Å pore size C18 particles. 
Peptides were eluted with a linear gradient of solvent B (5 : 95 water : ACN, 0.1% 
formic acid) from 0% (100% solvent A: 95 : 5, water : ACN, 0.1% formic acid) to 40% 
over 60 minutes and 40% to 90% for 5 minutes. The LC system was online with an 
Applied Biosystems, Inc. (ABI, Foster City, CA) QSTAR Pulsar quadrupole time-
of-fl ight (TOF) mass spectrometer (MS), which was equipped with Protana’s nano-
electrospray source. An electrospray voltage of 2250 V was applied distal to the 
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analytical column. The TOF region acceleration voltage was 4 kV and the injection 
pulse repetition rate was 6.0 kHz. The [M + 3H]3+ monoisotopic peak at 586.9830 m/
z and [M + 2H]2+ monoisotopic peak at 879.9705 m/z from human renin substrate 
tetradecapeptide (Sigma-Alrdich, St. Louis, MO) were used for external calibra-
tion. As peptides eluted from the column, they were focused into the MS. The IDA 
was used to acquire MS/MS data with experiments designed such that the three 
most abundant peptides were subjected to collision-induced dissociation, using 
argon as the collision gas every 15 seconds. Collision energies were varied as a func-
tion of the m/z and the charge state of each peptide. To avoid continued MS/MS of 
peptides that had already undergone collision-induced dissociation, a dynamic 
exclusion was incorporated for a further 45 seconds. IDA mode settings included 
continuous cycles of three full-scan TOF MS of 400–550 m/z, 550–750 m/z, and 
750–1200 m/z (1.5 seconds) plus three product ion scans of 50–4000 m/z (3 seconds 
each). Precursor m/z values were selected from a peak list automatically generated 
by Analyst QS software (ABI) from the TOF MS scans during acquisition, starting 
with the most intense ion. Peptide mass software MS–Digest from the ProteinPros-
pector (available online http://prospector.ucsf.edu) was used to generate a theoreti-
cal tryptic digest of RIP140 by considering serine-, threonine-, and tyrosine-containing 
peptides to account for phosphorylation and lysine for acetylation. From the LCMS 
data, the molecular weights of the detected peptides were calculated using the 
LCMS reconstruct feature of Analyst QS. Experimentally measured peptide masses 
were compared with the theoretical digest. To confi rm the sequence of the peptides 
and the sites of modifi cation, MS/MS spectra were examined. Peaks with a minimum 
height of 3% relative to the base peak were considered and a 100-ppm tolerance was 
used to establish matches with the theoretical b and y ions that were predicted using 
Bioanalyst software (Applied Biosystems). In addition, in all cases, the data from 
IDA experiments were searched using MASCOT (http://www.matrixscience.com) 
MS/MS data search.

Mapping of Phosphorylation and Acetylation Sites on RIP140. The tryptic digested 
samples were fi rst analyzed by MALDI–TOF mass to identify the RIP140 and 
posttranslational modifi cation by phosphorylation at serine, threonine, and tyro-
sine residues and acetylation sites on lysine residues. The MALDI–TOF MS data 
were subjected to a MASCOT search at the NCBI data bank. The mass tolerance 
of both precursor ions was set at 175 ppm, carbamidomethyl cystein was specifi ed 
as a static modifi cation, and phosphorylated serine, threonine, and tyrosine and 
acetylation on lysine residues were specifi ed as variable modifi cations. The search 
result confi rmed the identifi cation of the protein with signifi cant sequence coverage 
to over 60% of the total protein [4]. However, only a few phosphopeptides were 
predicted from the MALDI–TOF mass data. The MS/MS analysis was carried out 
for the precursor ions of the predicted phosphopeptides and acetylated peptides to 
identify the peptide sequence and phosphorylation/acetylation sites. Unfortunately, 
in most cases, high-quality MS/MS spectra for the identifi cation of the phosphory-
lation sites by MALDI–TOF mass were not obtained. However, sequences of the 
unmodifi ed peptides were identifi ed properly from the MS/MS analysis. Based on 
this information, we speculated that the poor quality of MS/MS spectra of the 
phosphopeptides/acetylated peptides could be caused by improper ionization of 
the RIP140 tryptic peptides by MALDI. Therefore, LC–ESI–MS/MS was applied 



using nanoelectrospray source for ionization to solve this problem. We recorded 
three independent full-scan ion chromatograms of 400–550 m/z, 550–750 m/z, and 
750–1200 m/z. The IDA was used to acquire MS/MS data. IDA analyses were 
performed on the tryptic digests of RIP140 expressed in E. coli and insect cells. 
The data from IDA experiments were searched using a MASCOT search. The mass 
tolerance of both precursor ion and the MS/MS fragment ions was set at ±0.1 Da 
and carbamidomethyl cystein was specifi ed as a static modifi cation. Phosphorylated 
serine, threonine, and tyrosine and acetyaled lysine were specifi ed as variable 
modifi cations. The result revealed 11 tryptic phosphopeptides (Table 4.4-1) and 
eight acetylated peptides (Table 4.4-2) from RIP140 expressed in insect cells. For 
a control, no phosphorylated/acetylated peptides were detected from RIP140 
expressed in E. coli [4, 5, 34].

Mapping of Phosphorylation Sites. The MS/MS data of the phosphopeptides in 
comparison with the unmodifi ed form were analyzed manually to map the phos-
phorylation sites on RIP 140. As an example, the MS/MS spectrum of tryptic 
peptide spanning residues (100–111) is presented to explain how phosphorylation 
was assigned (Figure 4.4-2). The MS/MS fragmentation patterns for both the pre-
cursor ions of the unmodifi ed (top panel) and modifi ed peptide (bottom panel) 
residues 100–111 were identical, especially from b1 to b4 ions and y1 to y4 ions. 
The b5 ion of the unmodifi ed form appeared as a singly charged ion at 559.26 m/z,
whereas the b5 ion in the phosphopeptide appeared at 541.26 m/z because of a −
18 amu delta-mass shift. This delta-mass shift was considered to be the β-elimi-
nated product of b5 ion caused by loss of either H3PO4 or H2O from Ser-104. Similar 
β-elimination was also shown at b6 ion of the modifi ed peptide. The b8 ion of the 
modifi ed peptide showed an 80-amu (H3PO4) delta-mass shift (965.39 m/z) along 
with its β-eliminated ion signal at 867.41 m/z due to loss of H3PO4 (98 amu). These 
data asserted that the β-eliminated b5 and b6 ions were from the loss of H3PO4

from Ser-104. Thus, the phosphorylation site was assigned to Ser-104. This phos-
phorylation site was also confi rmed by an independent MS/MS analysis (data not 
shown) of the phosphopeptide residues 101–111 and 101–112 (Table 4.4-1).

Mapping of Acetylation Sites on RIP140. The MS/MS data of the acetylated pep-
tides were also analyzed manually to identify the acetylation sites on RIP140. To 
identify the acetylated peptides, a 42-amu mass shift was considered as an indica-
tion of acetylation. To distinguish acetylation from trimethylation, both rendering 
the same integral mass shift, some marker ion signals, such as an immonium ion 
at 126 m/z specifi c for acetylated lysine was monitored [35, 36]. In addition, the 
absence of a marker ion for trimethylated lysine generated from loss of trimethyl-
amine from b or y ions as [M-59]+ was also confi rmed. Signifi cant differences in 
mass shift were caused by loss of acetyl moiety (42 m/z) and trimethylamine (59 m/
z). Therefore, a 42-amu net loss for acetyl group from y or b ions was also accounted 
to assign the acetylation sites [33, 34]. Initial analysis of the mass data showed some 
peptides displaying a 43-unit mass shift instead of 42 units for acetylation, which 
raised a possibility of carbamylation of lysine residue rather than acetylation in the 
modifi ed peptides. But careful analysis of MS/MS data fi nally confi rmed that this 
1-unit positive delta mass shift was originated from the deamidation of either glu-
tamine or asparagine residue present in the acetylated peptides. All of these 
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TABLE 4.4-2. LC–ESI–MS Profi le of the ACTEYLATED Tryptic Peptides of 
RIP140 [5]

Tryptic digests of RIP140 protein was subjected to LC–ESI–MS/MS. Three independent 
full-scan ion chromatograms from m/z 400–550, 550–750, and 750–1200 were recorded in 
an information-dependent acquisition (IDA) mode to acquire MS/MS data. The IDA 
data were searched online at MASCOT (http://www.matrixscience.com) MS/MS data 
search at the NCBI data bank. The MS/MS data were analyzed manually to confi rm the 
sequence of the modifi ed and the unmodifi ed forms of the same peptide identifi ed by the 
data bank search. The full scan chromatograms were analyzed to assign the charged 
state, retention time, and intensities of the peptides.

Residue Sequence1 Unmodifi ed Modifi ed

  [m/z (z)], M+2, m/z (z), M+,
  RT3 (min) RT(min)

101–112 lsdsinnlnvKk [443.92 (3)],  [686.88 (2)], 
   1328.75, 38.09  11371.75, 41.37
155–170 qslKeqgyalsheslk [606.65 (3)],  [620.98 (3)], 
   1816.93, 35.80  1859.91, 40.67
283–298 ehalKtqnahqvaser Not detected [621.31 (3)], 
     1860.91, 23.80
305–320 lqengqKdvgssqlsk [859.92 (2)],  [880.93(2)], 
   1717.85, 29.34  1759.84, 32.56
476–492 ipgvdiKedqdtstnsk [923.95 (2)],  [945.43 (2)], 
   1845.90, 34.61  1888.88, 36.96
517–537 naspqdihsdgtKfspqnytr [788.36 (3)],  [802.69 (3)], 
   2362.09, 35.35  2405.11, 37.65
606–630 gKesqaekpapsegaqnsatfsk [836.40 (3)],  [850.74 (3)], 
   2506.17, 30.82  2459.19, 32.38
930–938 esKsfnvlk [526.27 (2)],  [547.79 (2)], 
   1050.58, 36.99  1093.56, 38.22

1 The 43-unit mass difference between modifi ed and unmodifi ed peptides appeared because of acety-
lation of lysine along with deamidation of either asparagine (N) or glutamine (Q) residues present in 
the peptides.
2 RT, retention time in minutes.
3 M+, precursor ion.

parameters were evaluated carefully while MS/MS data were analyzed to sequence 
the modifi ed peptides. In addition, the MS/MS spectra of the modifi ed peptide 
were always compared with the unmodifi ed peptide (data not shown) for fi nger-
printing purposes.

We provide an example of how an acetylation site can be identifi ed by manual 
analysis of MS/MS spectrum. The acetylated peptide-spanning residues 101–112 
displayed a doubly charged ion at 686.88 m/z (precursor 1371.75 m/z) in total ion 
chromatogram (TIC). The precursor ion showed a 43-unit mass shift caused by 
acetylation of a lysine and deamidation from an asparagine residue. The MS/MS 
spectrum of the modifi ed peptide showed y1 ion at 147.1 m/z and y1° ion at 129.1 m/z
caused by loss of H2O, which were identical to the unmodifi ed peptide 
(Figure 4.4-3). The y2 ion appeared at 317.2 m/z instead of 275.2 m/z, resulting in 
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Figure 4.4-2. CID–MS/MS spectra peptide residues 100–111 form RIP140. Both spectra 
(unmodifi ed, top and phosphorylated, bottom) showed identical b4 ions at m/z 472.22, but 
the b8 and b5 ions of the phosphopeptide showed 80 and −98 units mass shift, respectively, 
suggesting Ser-104 phosphorylation. (Courtesy: Proteomics, 5:2157–2166.)

a net mass shift of 42 Da, which confi rmed the modifi cation of Lys-111 by acetyla-
tion. The presence of a marker ion at 126 m/z specifi c for lysine acetylation con-
fi rmed this modifi cation originated from acetylation rather than trimethylation [35, 
36], which was further substantiated by the presence of consecutive y ions from y2
to y8 due to modifi ed lysine residue. The y ions starting from y4 showed a 43-amu 
shift instead of 42, suggesting deamidation of Asn-109.



4.4.8 THE ROLE OF PTM IN CELLULAR FUNCTION AND 
CELL SIGNALING

Phosphorylation. Phosphorlation is the most well-studied PTM, and it occurs on 
a large number of proteins. We examined PTM of RIP140, which primarily func-
tions as a lignad-dependent co-repressor for many nuclear receptors by recruiting 
HDACs in the transcription complex [34]. RIP140-null mice exhibited reproduc-
tive defects as well as abnormal energy homeostasis. We identifi ed 11 phosphory-
lated sites including Ser104, Thr202, Thr207, Ser358, Ser380, Ser488, Ser519, Ser531, Ser543,
Ser672, and Ser1003 [4, 34]. The MAP kinase-mediated phosphorylation of Thr202,
Thr207, and Ser358 enhances the repressive potential of RIP140 by facilitating the 
recruitment of HDAC3. We generated constitutive dephosphorylated mutant by 
replacing the phosphorylated Ser/Thr with Ala and a constitutive positive mutant 
by replacing phospho-Ser/Thr with glutamic acid. The Ala-null mutant was unable 
to exert the repressive activity, whereas the constitutive positive mutant became 
more repressive [34], which demonstrates that phosphorylation of RIP140 critically 
modulates its biological activity.

In another study, we asked whether and how the orphan nuclear receptor 2 
(TR2) can activate its target genes by phosphorylation without ligands [18]. We 
hypothesized that PTM of TR2 can modulate TR2 function without a putative 
ligand. We showed that, indeed, PKC-mediated phosphorylation of TR2 enhanced 
its stability and activation potential for its target RARβ2. We identifi ed PKC-
mediated phosphorylation on the ligand-binding domain of TR2 at Ser-461 and 
Ser-568, which enhanced its protein stability. We further identifi ed phosphorylation 
of the DNA-binding domain (DBD) of TR2 at Ser-170 and Ser-185, which facili-
tated its DNA-binding ability and recruitment of coactivator p300/CBP-associated 
factor (P/CAF) [39]. Ser-185 is required for DNA binding, whereas both Ser-170 
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Figure 4.4-3. CID–MS/MS spectra of acetylated peptides spanning residues 101–112 
from RIP140. The y1 ion at m/z 147.1 was identical to the native peptide, but the y2 and y3 
ions showed a 42-unit mass shift, suggesting Lys-111 acetylation. (Courtesy: Molecular & 
Cellular Proteomics, 4:975–983.)
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and Ser-185 are necessary for receptor interaction with P/CAF [18]. For a compre-
hensive review of phosphorylation of nuclear receptors, see the review by Rochette-
Egly [14].

Acetylation. Acetylation is another widely known PTM. Many nuclear receptors 
(NRs) and transcription factors are known be modifi ed by acetylation. We have 
also shown that RIP140 can be acetylated on eight lysine residues, including Lys111,
Lys158, Lys287, Lys311, Lys482, Lys529, Lys607, and Lys932. The amino-terminal region 
[amino acids (aa) 1–495] was more repressive and accumulated more in the nuclei 
under a hyperacetylated condition, whereas hyperacetylation reduced the repres-
sive activity and nuclear translocation of the central region (aa 336–1006). Hyper-
acetylation also enhanced the repressive activity of the full-length protein and 
triggered its export into the cytosol. This study revealed differential effects of PTM 
on various domains of RIP140. Recent reviews described nuclear receptors and 
transcription factors that can be modifi ed by acetylation [22, 40].

Tyrosine Nitration. Tyrosine nitration is one of the protein modifi cations induced 
by reactive oxygen species. NO is an important factor that induces posttranslational 
modifi cations of proteins by cellular reduction and oxidation mechanism: cysteinyl-
nitrosylation or Tyr nitration. Nuclear factor (NF)-kappaB activity can be rapidly 
suppressed by sodium nitroprusside, an NO donor. This effect was effectively 
reversed by peroxynitrite scavenger deferoxamine, suggesting a Tyr nitration-
mediated mechanism. Tyr nitration of p65 induced its dissociation from p50, its 
association with IκBα, and subsequent sequestration of p65 in the cytoplasm by 
IkBa-mediated export. LCMS revealed specifi c nitration on Tyr-66 and Tyr-152 resi-
dues of p65, which were confi rmed by mutation studies. These residues are impor-
tant for the direct effects of NO on p65, which resulted in more p65 export and 
inactivation of NF-κB activity. This study identifi ed a novel and effi cient means in 
which NO rapidly inactivated NF-κB activity by inducing Tyr nitration on p65 [12].

4.4.9 PROTEIN POSTTRANSLATIONAL MODIFICATION 
AND DISEASES

The establishment of species- and tissue-specifi c protein databases provides a 
foundation for proteomics studies of diseases. Continual development will lead to 
functional proteomics studies, in which identifi cation of protein modifi cation in 
conjunction with functional data from established biochemical and physiological 
methods enables the examination of interplay between changes in a proteome and 
the progression of diseases. Recently, many investigations provided direct evidence 
for PTM in the pathophysiological progression of many diseases like diabetes, 
Alzheimer’s diseases (AD), atherosclerosis, and oncogenesis.

Cardiovascular Diseases. In a comprehensive cardiovascular proteome analysis, 
various PTMs were documented in dilated cardiomyopathy [41]. A 2-DE analysis 
of dilated cardiomyopathy-diseased human myocardial tissue revealed more than 
50 HSP27 proteins by iummunoblotting, illustrating a large number of PTMs 
potentially occur on a single protein [42].



Neurodegenerative Diseases. Mircotubule-associasted protein tau is documented 
to undergo several PTMs and aggregates into paired helical fi laments (PHF) in AD 
and other taupathies [43]. PTMs of tau include hyperphosphorylation, glycosyl-
ation, ubiquitination, glycation, polyamination, nitration, and proteolysis. Hyper-
phosphorylation and glycosylation are crucial to the molecular pathogenesis of 
neurofi brillary degeneration of AD [43]. The others appeared to represent a failed 
mechanism for neurons to remove damaged, misfolded, and aggregated proteins. 
Therefore, it was proposed that modifi ed tau can serve as a biomarker for the 
diagnosis of AD.

Diabetes. Very recent investigation showed methylglyoxal modifi cation of mSIN3 
protein and its linkage to diabetes retinopathy [44]. The report showed that in 
diabetes, because of impaired metabolism of glucose, the level of glyoxal concentra-
tion increased. This glyoxal can modify proteins and fi nally can modulate gene 
transcription.

Aging and Age-related Diseases. Oxidatively modifi ed proteins increase as a func-
tion of age. Studies revealed an age-related increase in the level of protein carbonyl 
content, oxidized methionine, protein hydrophobicity, and cross-linked and gly-
cated proteins [9]. Factors reducing protein oxidation increase the life span of 
experimental animals and vice versa. Furthermore, a number of age-related dis-
eases are shown to associate with an elevated level of oxidized proteins. The accu-
mulation of oxidatively modifi ed protein can be attributed to a multitude factors 
that govern (1) the rate of formation of various kinds of reactive oxygen species, 
(2) the level of antioxidant defense that guards proteins against oxidative modifi ca-
tion of proteins, (3) the sensitivity of proteins to oxidative attack, and (4) the repair 
and elimination of damaged proteins. The ROS are formed by ionizing radiation, 
activation of neutrophils and macrophages, oxidase catalyzed reaction, lipid per-
oxidation, and glycation/glycoxidation reactions. It is well established that the 
accumulation of oxidized protein is associated with a number of diseases. Elevated 
levels of protein carbonyls have been found in AD diseases, amyotrophic lateral 
scelerosis, cataractogenesis, systemic amyloidosis, muscular dystrophy, Parkinson’s 
disease, progeria, Warner’s syndrome, rheumatoid arthritis, and respiratory dis-
tress syndrome. Elevated levels of proteins modifi ed by lipid peroxidation products 
are associated with Parkinson’s diseases, cardiovascular diseases, iron-induced 
renal carcinogenesis, and experimental pancreatitis and atherosclerosis. Elevated 
levels of protein glycation/glycoxidation endproducts (AGEs) are associated with 
diabetes mellitus, ADs, atherosclerosis, Parkinson’s diseases, and Down’s syn-
drome. Elevated levels of protein nitrotyrosine damaged are associated with ath-
erosclerosis, AD, lung injury, multiple sclerosis, and endotoxemia.

Cataractogenesis. Cataractogenesis has been noted in the human lens, due to PTM 
of lens protein αβ-crystallin by carbamylation and acetylation at Lys-92 [45].

Autoimmune Diseases. PTM can dictate an antigen in eliciting autoimmune dis-
eases. For example, isoaspartyl posttranslational modifi cation (conversion of aspar-
tic acid to isoaspartic acid) has been shown to trigger autoimmune response to 
self-proteins. The presence of isoaspartyl proteins has been observed as a major 
component of the amyloid containing brain plaques of patients with AD [46].
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Alcoholism. Many investigations showed that alcoholism modulates the level of 
PTM-like phosphorylation [47]. Alcohol consumption was shown to decrease the 
sialic acid conjugation to transferrin, an important carrier protein secreted from 
the liver to blood and other glycoproteins. This observation led to the development 
of a laboratory test for chronic alcohol use. Similar studies showed that direct pro-
duction of alcohol metabolism (alpha-hydroxyethyl radicals, acetaldehyde and lipid 
peroxides) causes PTM that correlates with alcohol consumption in animal models 
and human subjects [48].

4.4.10 PTM AS A TARGET FOR THERAPEUTIC DEVELOPMENT

Histone deacetylase (HDAC) inhibitors are the new class of agents that modulate 
gene expression by altering chromatin structure and gene transcription. Several 
classes of HDAC inhibitors are known as therapeutics for tumors. The depsipep-
tides (FR901228 or FK228) are under clinical trial [49]. Three other classes includ-
ing short-chain fatty acids (phenylbutyrate and valproic acid), benzamides (Cl-994 
and MS-27-275), and hydroxamic acid (suberoylanilide hydroxamic acid) are being 
developed. An attractive model is that the increase in histone acetylation leads to 
transcriptional activation of a few genes that can inhibit tumor growth. Ten struc-
turally related HDACs have been described and fall into two classes [50, 51]. Class 
I HDACs consist of HDAC1, 2, 3, and 8; whereas class II HDACs consist of 
HDAC4, 5, 6, 7, 9, and 10. Members of a third class of HDACs (class III) are 
structurally unrelated to the human class I and class II HDACs, and they consist 
of homologues of the yeast Sir2 proteins [52]. The activity of class I and class II 
HDACs is inhibited by short-chain fatty acids and hydroxamic acids, but class III 
HDACs are not inhibited by these agents. Therefore, one major challenge is to 
identify specifi c HDACs inhibitors.

Another report showed curcumin (a component of many tropical spices) as a 
novel histone acetyl transferase (HAT) inhibitor [53]. The report showed that cur-
cumin could block acetylation of histone and p53 in vivo, which led to apoptosis of 
Hela cells. Therefore, potential in the future exists to develop HAT inhibitors for 
managing cancers.

Similarly, histone arginine/lysine methylation can be the target for the develop-
ment of therapeutics. The status of histone arginine methylation is intimately 
involved in gene transcription. Recently, several compounds were found to inhibit 
protein arginine methyltransferases (PRMTs) [54]. It can also be interesting to 
explore how this small molecule could be exploited for developing therapeutics.

Protein farnesylation is a lipid-conjugate-type posttranslational modifi cation 
required for the cancer-causing activity of the GTPase Ras [55]. Although farnes-
yltransferase inhibitors (FTIs) are in clinical trials, their mechanism of action and 
the role of protein farnesylation in normal physiology are poorly understood. 
Protein farnesylation was found to be essential for early embryogenesis, dispens-
able for adult homeostasis, and critical for progression, but not initiation, of tumori-
genesis. Preclinical work has revealed FTIs’ ability to effectively inhibit tumor 
growth in vitro and in animal models across a wide range of malignant phenotypes. 
Acute myeloid leukemias (AMLs) are appropriate disease targets in that they 
express relevant biologic targets such as Ras, MEK, AKT, and others that may 



depend on farnesyl protein transferase activity to promote cell proliferation and 
survival. Phase I trials in AML and myelodysplasia have demonstrated biologic 
and clinical activities as determined by target enzyme inhibition, low toxicity, and 
both complete and partial responses. As a result, phase II trials have been initiated 
to further validate the clinical effi cacy and to identify downstream signal transduc-
tion targets that may be modifi ed by these agents [56].

We have recently reported rapid inactivation of NF-kappa B by tyrosine nitra-
tion [12]. As NF-kappaB is involved in many cellular functions in response to 
infl ammatory responses [57], it can be a very important target in antioxidation 
therapy.

Nuclear receptors (NRs) orchestrate the transcription of specifi c gene networks 
in response to binding of their cognate ligands. They also act as mediators in a 
variety of signaling pathways by integrating diverse PTMs. NR phosphorylation 
concerns exist on all three major domains. Often, phosphorylation of NRs by 
kinases that are associated with general transcription factors (e.g., cdk7 within 
TFIIH) or activated in response to a variety of signals (MAPKs, Akt, PKA, PKC) 
facilitates the recruitment of coactivators and, therefore, cooperates with the ligand 
to enhance transcription activation. But phosphorylation can also contribute to the 
termination of the ligand response through inducing DNA dissociation, triggering 
NR degradation or decreasing ligand affi nity. These different modes of regulation 
reveal an unexpected complexity of the dynamics of NR-mediated transcription. 
Therefore, small molecules that can modulate the phosphorylation status of NR 
can also be developed as therapeutics [14, 19]. For comprehensive reviews on PTM 
as targets in therapeutic development, the readers are referred to review Refs. 
57–59.

FURTHER READING

Proteomic Resources

The readers are referred to the following websites, journals, and suppliers to acquire com-
prehensive knowledge about the proteomics resources.

World Wide Web (WWW) Resources (short listed)

http://www.matrixscience.com/: Theoretical digestion, database search option (intact 
protein) for PMF by MALDI–TOF MS data, LC–ESI–MS/MS data search for PMF and 
PTM identifi cation. Other information, like MS/MS fragmentation and PTM, is also 
available.

http://proteinprospector.uscf.edu: Theoretical digestion using MS-Digest. One of the unique 
options in using MS–Digest is that one can generate theoretical MS of the modifi ed 
peptide selecting a wide variety of PTMs. Database search for PMF can be done using 
MS-Fit and also mass peak list information from the common contaminants, for example, 
keratin and trypsin autolysis peaks in MS are available.

http://ca.expasy.org/: Protein database, calculation of protein MS and pI values, theoretical 
digestion. Prediction of varieties of PTMs (glucosylation, phosphorylation, sumoylation, 
etc.) can be done from the protein sequence.

http://www.ionsource.com/: Very helpful tutorials about PMF using MALDI–TOF MS and 
ESI–MS/MS, de novo protein sequencing and related information. This website provides 
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very helpful tips and information for beginners in proteomics. One can also get many 
other website links for proteomics resources from this website.

Literature and Journals:

(1) Proteomics, (2) Journal of Proteome Research, (3) Molecular & Cellular Proteomics, 
(4) Electrophoresis, and (5) BBA protein-proteomics.

Vendors and Suppliers:

A comprehensive lists of vendors and suppliers related to proteomics resources are available 
on Ionsoure website (http://www.ionsource.com/).

4.4.11 CONCLUSION

The understanding of PTM will advance as more new PTMs are explored as bio-
markers and more powerful techniques and tools are developed. It can be predicted 
that, within a few years, PTM analysis can become a routine procedure like HPLC 
in chemistry or PCR in biology laboratories. Currently, research of PTM is focusing 
on the basic principle and the studies of biological problems. Predictably, it will 
gradually be applied to the discovery of molecular targets for disease intervention 
and the development of therapeutics.
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4.5.1 INTRODUCTION

Poly(ethylene glycol) (PEG) is a synthetic neutral polymer that is soluble in water 
as well as in many organic solvents, such as methylene chloride, ethanol, acetone, 
and chloroform. In aqueous solutions, PEG is highly hydrated due to the presence 
of the ether oxygen linkage as a hydrogen bond acceptor. The hydrated PEG has 
a high degree of segmental fl exibility and large excluded volume. These properties 
enable PEG to behave as if 5–10 times larger than proteins of comparable molecu-
lar weights and to effectively exclude other polymers (both natural and synthetic) 
from PEG-grafted surfaces [1, 2]. As PEG is demonstrated to be nontoxic, the U.S. 
Food and Drug Administration (FDA) has approved it for use as a vehicle or base 
in foods, cosmetics, and pharmaceuticals, including injectable, topical, rectal, and 
nasal formulations. When injected into the bloodstream, PEG is rapidly removed 
from the body with clearance rates inversely proportional to polymer molecular 
weights [3]. PEG tends to accumulate in muscle, skin, bone, and liver to a higher 
extent than other organs irrespective of the molecular weights, and its elimination 
occurs either in the kidneys (for PEGs < 30 kDa) or in the feces (for PEGs >
20 kDa) [3, 4]. There have been no reports on the generation of antibodies to PEG 
under routine clinical administration of PEG–protein conjugates. A few reports 
have indicated production of antibodies to PEG under extreme experimental con-
ditions using animals [5, 6]. It is important to note, however, that the minute quanti-
ties of PEG in therapeutic conjugates are generally considered to provide no chance 
of eliciting unwanted host responses.

PEGylation is the process of attaching PEG to various objects, such as peptides, 
proteins, cells, and other biologically active materials. As PEG has a unique set of 
properties in a biological environment, PEGylation of the target molecules has 
provided a wide range of biomedical applications. It has been demonstrated that 
PEGylated proteins have less toxicity [7, 8] and less immunogenicity [9, 10]. Increase 
in the molecular weights of proteins by PEGylation slows down kidney ultra-
fi ltration, resulting in prolonged circulation in the bloodstream. The shielding 
effect of PEG reduces protein degradation by the enzymatic reaction and mini-
mizes recognition of the immune system. In addition to proteins, recent efforts have 
made signifi cant progress in designing PEGylated cells that show low immunogenic 
recognition, thus allowing transplantation. PEGylation has also been used to 
modify surfaces of drug and gene carriers to improve the blood circulation time 
and targeting effi ciency.

4.5.2 PEGYLATED PROTEINS

4.5.2.1 Chemical Modifi cation

Although therapeutic proteins are highly potent endogenous substances, they are 
generally susceptible to proteolytic degradation, aggregation, polymerization, and 
adsorption onto foreign surfaces. In addition, most proteins have short biological 
half-lives and often induce immunogenic responses when administrated into the 
body. In an attempt to stabilize proteins toward proteolysis and to increase blood 
circulation time in the body, various water-soluble polymers, such as polysaccha-
rides [11, 12] and albumin [13], have been used for protein conjugation. Of the 
numerous natural and synthetic polymers, PEG is becoming a standard polymer 



for chemical modifi cation of proteins and peptides to enhance their pharmaceutical 
properties. The pioneering fi rst steps in PEGylation of proteins were taken in the 
late 1970s by Professor Frank Davis and his colleagues at Rutgers University [4].

PEG is a linear or branched polyether terminated with hydroxyl groups that is 
synthesized by anionic ring opening polymerization of ethylene oxide. The molecu-
lar weights of linear PEGs available for biomedical applications usually range 
between a few hundred to several tens of thousands of daltons. For PEGylation of 
proteins, the reactive functional groups at the chain end of PEG need to be intro-
duced. The functional group is selected based on the type of available reactive 
groups on proteins, originating from lysine, cysteine, histidine, arginine, aspartic 
acid, glutamic acid, serine, threonine, tyrosine, N-terminal amino group, and C-
terminal carboxylic acid.

PEGs for Carboxyl Conjugation. The nucleophilic PEG derivatives, such as PEG-
amine and PEG-p-aminobenzylether [14], have been attached by the reaction with 
carbodiimide-activated carboxylic groups of proteins. For PEG-amine, this approach 
has been limited because the reactivity of PEG-amine is similar to that of the amino 
groups of proteins, resulting in poor selectivity. On the other hand, PEG-p-
aminobenzylether is useful for selective reaction at a slightly acidic solution (pH 
4.8–6.0) because it has the lower pKa value than the primary amino groups of the 
protein. Also, PEG-hydrazide (pKa ∼ 3) can specifi cally react with the carbodiimide-
activated carboxyl groups of proteins under acidic conditions (pH 4.5–5) at which 
primary amino groups of proteins are unreactive due to the protonation. It should 
be considered for protein modifi cation, however, that the nucleophilic PEG 
derivatives often involve side reactions, including modifi cation of tyrosyl and 
cysteinyl side groups and formation of N-acylurea derivatives [15, 16].

PEGs for Amine Conjugation. The most common reactive sites on proteins for 
PEGylation are the alpha or epsilon groups of lysine or the N-terminal amino 
groups of other amino acids [17]. To react with amino groups of proteins, PEG has 
been activated by a variety of chemical modifi cations. Figure 4.5-1 shows various 
chemical structures of activated PEGs.

Activated PEGs can be prepared by reacting the primary alcohol group of PEG 
with the chlorine group of trichloro-s-triazine (cyanuric chloride), by which two 
remaining chlorine groups are available for protein modifi cation [18]. The resulting 
PEG-dichlorotriazine (Figure 4.5-1a) can react with nucleophilic functional groups 
on the surface of proteins such as lysine, serine, tyrosine, cysteine, and histidine 
[19]. One chloride is displaced during the reaction, whereas the other remains less 
reactive and may provide the possibility of the side reaction causing chemical cross-
linking of protein molecules. PEG-tresylates (Figure 4.5-1b) were used to nonspe-
cifi cally modify amino groups to form secondary amine linkages that are stable 
and does not change the total charge of the conjugate, compared with the native 
protein [20]. PEG-tresylates have more specifi c reactivity to amino groups than 
PEG-dichlorotriazine, whereas they may involve the side reactions such as forma-
tion of a degradable sulfamate linkage [21].

PEG-aldehydes (Figure 4.5-1c) are a useful electrophilic reagent capable of spe-
cifi cally reacting with amino groups of proteins without interference from other 
nucleophiles belonging to proteins [22]. The reaction of PEG-aldehyde with protein 
proceeds through a reversible Schiff base intermediate that is reduced in the 
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presence of sodium cyanoborohydride or sodium borohydride. Also, PEG-aldehyde 
has the ability to achieve selective modifi cation between N-terminal α-amines and 
lysine ε-amines. When the reaction is performed under mild acidic conditions (pH 
5–6), the α-amino groups are preferentially reacted with PEG-aldehyde. PEG-
succinimidyl succinate (Figure 4.5-1d) is prepared by reaction of PEG with succinic 
anhydride, followed by carbodiimide-mediated condensation with N-hydroxy suc-
cinimide (NHS) [23]. This activated PEG reacts with proteins under mild condi-
tions (pH < 7.8, room temperature), and the conjugates show comparable biological 
activities with native proteins [23, 24]. As the conjugates contain the ester linkage 
between PEG and protein, exposure to the physiological condition may induce 
hydrolysis, leading to loss of the benefi ts of PEG grafting. Katre et al. [25] demon-
strated that the hydrolysis rate can be slowed by substituting the succinate group 
with a glutarate. PEG-imidazole carbonates (Figure 4.5-1e) and PEG-phenyl car-
bonates (Figure 4.5-1f) are prepared by reacting carbonylimidazole [17, 26] or 
chloroformate [27] with the terminal hydroxyl group of PEG, respectively. These 
derivatives have been used to produce conjugates via the formation of a carbamate 
bond between PEG and proteins. In general, they show much lower reactivity than 
PEG-succinimidyl succinate. The reaction time takes more than 24 h. The slower 
reaction rate is benefi cial for selective modifi cation of amino groups in proteins, 
thus producing conjugates with preserved biological activity.

PEG-succinimidyl carbonate (Figure 4.5-1g) is another activated PEG that spe-
cifi cally reacts with amino groups of proteins, thus forming a carbamate linkage 
[28]. It is found to be more selective than PEG-succinimidyl succinate for modifi ca-
tion of the amino groups of proteins. In particular, PEG-succinimidyl carbonate is 
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Figure 4.5-1. Chemical structures of activated PEGs for amine conjugation: (a) PEG-
dichlorotriazine; (b) PEG-tresylate; (c) PEG-aldehydes; (d) PEG-succinimidyl succinate; 
(e) PEG-imidazole carbonate; (f) PEG-phenyl carbonate; (g) PEG-succinimidyl carbonate; 
(h) PEG-benzotriazole carbonate; and (i) PEG-active ester.



highly useful to prepare a minimally toxic conjugate because the liberated NHS 
produced by the reaction is known to be nontoxic. PEG-benzotriazole carbonate 
(Figure 4.5-1h) is similar to PEG-succinimidyl carbonate. PEG-benzotriazole car-
bonate forms the carbonate bonds via modifi cation of proteins and is more selective 
than PEG-succinimidyl succinate in reacting with amino groups of proteins [29]. 
Furthermore, PEG-benzotriazole carbonate can react under mild conditions within 
a short reaction time (e.g., pH 8.5 at 25°C for 30 min). Despite their high selectivity, 
both PEG-succinimidyl carbonate and PEG-benzotriazole carbonate have been 
recently reported to react with histidine and tyrosine residues of proteins, which 
forms hydrolytically unstable linkages such as imidazolecarbamate [30].

In recent years, the most popular PEG derivatives for protein modifi cation have 
been active esters of PEG carboxylic acids (Figure 4.5-1i) [17]. As the active esters 
react with primary amines to form the amide linkage under physiological condi-
tions, they are useful for preparing stable conjugates. PEG carboxylic acids are 
readily activated by reacting them with NHS and carbodiimide. Of various PEG-
active esters, the succinimidyl ester of carboxymethylated PEG was the fi rst deriva-
tive developed for protein modifi cation [31]. This derivative, however, is extremely 
reactive toward hydrolysis that limits the extended applications. The reactivity of 
PEG-active esters was found to be controlled by changing the distance between 
the active ester and the PEG backbone [32]. For example, the hydrolysis half-life 
of carboxymethylated PEG is 0.75 min at pH 8 and 25°C, whereas those of PEG-
active esters bearing one and two additional methylene groups between PEG and 
active esters are 16.5 and 23 min, respectively, under the same condition.

PEGs for Cysteine Conjugation. Several PEG derivatives have been developed to 
specifi cally react with the thiol group of cysteines, including PEG-maleimide [33], 
PEG-orthopyridyl-disulfi de [34], PEG-iodoacetamide [33], and PEG-vinyl sulfone 
[35]. These cysteine-targeting PEG derivatives are primarily designed for site-
specifi c PEGylation of proteins because cysteine residues are rarely found on the 
surface of proteins, compared with lysine residues. If necessary, however, it is 
possible to add cysteine residues on the protein surfaces by genetic engineering, 
which may allow site-specifi c modifi cation at areas that do not affect the biological 
activity of protein. Each derivative has its own characteristics. For example, the 
reaction of PEG-maleimide with the free thiol group is known to form a 
hydrolytically stable thioether linkage throughout the Michael-addition reaction. 
PEG-orthopyridyl-disulfi de can react with protein sulfhydryl groups to form a 
disulfi de bond capable of being cleaved to regenerate the native protein under 
reducing conditions. PEG-iodoacetamide reacts slowly with protein thiols by 
nucleophilic substitution via formation of a stable thioether linkage. For this 
polymer, the reaction should be carried out in a dark condition to prevent the 
generation of free iodine that may react with other amino acids such as tyrosine. 
PEG-vinyl sulfone is another activated PEG reacting with protein thiols to form a 
stable thioether bond.

PEGs for Selective Modifi cation. In an attempt to produce PEGylated proteins 
with preserved biological activity, selective modifi cations are often required. In 
most cases, the successful protein modifi cation depends on the balance between 
reactivity and selectivity. It is generally accepted that the selective modifi cation is 
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achieved by using less-reactive PEG derivatives, in which the reaction is performed 
at the low temperature for the long time period (>24 h).

Based on the reversible protection of interfering nucleophilic groups, selected 
amino groups in proteins have been modifi ed with PEG. The protected intermedi-
ates of proteins are fi rst prepared by chemically attaching the protective reagent to 
the amino groups that play an important role in biological activity. PEG is then 
conjugated to the preferred sites on the surfaces of proteins. The subsequent depro-
tection of PEGylated intermediates affords the fi nal products that may show com-
parable activities with native proteins. This approach allowed selective modifi cations 
with PEG for insulin [36, 37], vapreotide [38], and tumor necrosis factor-alpha 
(TNF-α) [39].

The site-specifi c modifi cations of proteins with PEG have also been achieved by 
the enzyme-mediated coupling reaction [40]. One representative enzyme for this 
approach is a genetically engineered glutamine aminotransferase that can be used 
to selectively conjugate PEG to glutamine residues in a recognized substrate 
sequence. Interleukin-2, site-specifi cally PEGylated by this method, showed good 
in vitro activities and increased half-lives, compared with the native protein [40].

Thiol-specifi c PEG derivatives are useful for selective modifi cation of proteins 
because a few cysteine sulfhydryl groups are generally available on the surface of 
proteins. The addition of cysteine residues at specifi c sites in a protein sequence is 
possible by genetic engineering, allowing site-specifi c PEGylation of proteins. 
Chapman et al. [41] have developed PEGylated antibody fragments by site-specifi c 
modifi cation using cysteine-selective PEG derivatives. The conjugates showed long 
in vivo half-lives and full retention of antigen-binding properties. A cysteine residue 
was also inserted into anti-HIV protein cyanovirin-N by site-directed mutagenesis, 
followed by chemical reaction with thiol-specifi c PEG derivatives [42]. The result-
ing conjugates were highly active, whereas nonspecifi c modifi cation with PEG 
resulted in a total loss of antiviral activity.

PEG-aldehyde derivatives have been used to selectively modify N-terminal 
amino groups of proteins [2, 17, 43]. For example, PEGylated granulocyte colony 
stimulating factor (GCSF) was prepared using PEG-aldehyde derivatives that were 
attached to the N-terminal methionine residue [44, 45]. The reaction mixture con-
tained more than 80% of the intended conjugates with preserved biological activity. 
PEGylated GCSF is currently approved by the FDA for clinical use.

4.5.2.2 Immunogenicity

Although recent advances in the recombinant DNA technology have allowed pro-
duction of several proteins in large quantities, their applications are frequently 
limited due to immunogenic responses by the body. For example, recombinant 
human interleukin-2 (rhIL-2), expressed and purifi ed from Escherichia coli, has 
received attention as an anticancer therapeutic agent. However, some patients 
undergoing clinical trials with rIL-2 have reported to develop antibodies to the 
protein [9]. It is also known that repeated administrations of human insulin, pro-
duced by genetic engineering, resulted in generation of antibody [46]. Immunoge-
nicity of recombinant human proteins can lead to serious clinical consequences. 
Antibody binding to a protein may change its pharmacokinetics in the body [47]. 
Antibody formation can inhibit the therapeutic effect of proteins and/or neutralize 
the essential endogenous proteins. Long-term administration of recombinant 



human erythropoietin to patients induced formation of antibody capable of neu-
tralizing endogenous erythropoietin [48, 49]. PEGylation has shown to suppress 
such adverse effects of recombinant proteins [18, 50]. In their pioneering studies 
on PEGylation, Abuchowski et al. demonstrated that administration of native 
albumin to rabbits resulted in rapid removal of protein by immuno-complex forma-
tion, whereas PEGylated albumin showed long circulation in the bloodstream [18]. 
Although a few references indicate generation of antibodies to PEG [5, 51], it is 
generally accepted that generation of anti-PEG antibodies is practically negligible, 
mainly due to its weak immunogenicity and the low amounts of PEGylated conju-
gates in clinical trials.

Suppression of immunogenicity by PEGylation is primarily based on shielding 
of the epitope (immunoreactive site) of a protein by fl exible PEG chains. Improved 
immunological properties alter the pharmacokinetic profi le of the modifi ed protein. 
For example, when IgG was intravenously administrated to monkeys, it was cleared 
rapidly because of an antiprotein immune response [52]. On the other hand, 
PEGylated IgG did not elicit an immune response, and their dose levels were 125% 
as compared with the native antibody. This indicated that PEGylation of a protein 
increases the circulation time in the bloodstream by reducing clearance by the 
immune system.

The extent of suppression of immunogenicity is known to depend on the PEG 
molecular weight, number of grafted PEG chains, conjugated sites, and PEG archi-
tecture (linear or branched) [46, 53]. Protein immunogenicity is generally reduced 
as the number of PEG, and its molecular weight increases. Conjugation of branched 
PEG is reported to be more effective than linear PEG in improving immunological 
and pharmacokinetic properties of the modifi ed proteins. Asparaginase modifi ed 
with 10-kDa PEG reduced the antigenic character by 10-fold, as compared with that 
of the same protein modifi ed with 5-kDa PEG [46]. Branched PEG could reduce 
immunogenicity of uricase more effi ciently than linear PEG [54]. The author sug-
gested that the “umbrella-like” structure of branched PEG effi ciently prevented the 
approach of antiprotein antibodies and immuno-competent cells (Figure 4.5-2). It 
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would be preferred to attach the PEG chains around the antigenic epitopes, if this 
does not deteriorate the biological activity of the protein [50].

4.5.2.3 Clinical PEGylated Proteins

In the early 1990s, two PEGylated proteins, PEG-adenosine deaminase (Pegade-
mase) and PEG-l-asparaginase (Pegaspargase), were approved by the FDA as 
therapeutic agents replacing the parent compounds. Recently approved PEGylated 
protein drugs include Pegfi lgrastim, Peginterferon alfa-2a, and Peginterferon alfa-
2b. More than 20 PEGylated proteins are on the market or in clinical trials, as 
shown in Figure 4.5-3 [4, 17].

Pegademase was developed for the treatment of severe combined immunodefi -
ciency (SCI), which is associated with an inherited defi ciency of adenosine deami-
nase [55]. SCI patients are conventionally treated by transfusing red blood cells 
containing adenosine deaminase. However, the patients often suffer from iron 
overload and transfusion-associated viral infections [56, 57]. Use of Pegademas 
does not need to consider such adverse effects and allows minimizing the dose of 
therapeutic agents. l-Asparaginase has been used for treatment of acute lympho-
cytic leukemia, acute lymphoblastic leukemia, and chronic myelogenous leukemia. 
l-Asparaginase, however, requires frequent intramuscular injections and often 
induces allergic reactions [58]. Compared with unpegylated l-asparaginase, 
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Figure 4.5-3. PEGylated products on the market or under clinical development. Since the 
fi rst PEGylated protein was introduced, Pegademase (Adagen) entered the market in 1990 
followed by a growing stream of PEGylated pharmaceuticals, as symbolized by circles in 
the fi gure. In 2004, a total of 26 PEGylated pharmaceuticals were on the market or under 
clinical trials.



Pegaspargase showed a substantially prolonged half-life. The half-lives of l-aspara-
ginase and Pegaspargase were 20 and 357 h, respectively [59]. PEGylation of l-
asparaginase also reduced adverse immune responses [58]. Although the actual 
cost of Pegaspargase is higher than that of multiple injections of unpegylated l-
asparaginase, en-hanced therapeutic effects and minimal complications may make 
overall the cost considerably less than that of conventional therapy.

Interferon-based therapeutic drugs have been approved for treatment of various 
diseases, such as chronic hepatitis B and C, renal cell carcinoma, chronic myeloge-
nous leukemia, and malignant melanoma. However, the clinical use of interferon 
has been limited because of rapid absorption from the subcutaneous injection site, 
large volume of distribution, rapid clearance via the kidney, short serum half-life 
(∼6 h), and signifi cant side effects such as depression and fl u-like symptoms [60]. 
Interferons were initially PEGylated using a small, linear PEG (MW = 5 kDa) at 
multiple sites via the urea linkage [61]. These conjugates were not suitable for 
further clinical applications because of pharmacokinetics needed to be improved. 
Interferon alfa-2b was then modifi ed with longer PEG (MW = 12 kDa) by forming 
a degradable linkage to improve the therapeutic effect [62]. The result was Pegin-
terferon alfa-2b, which showed a long half-life with clinical effi cacy, and is now 
marketed for treatment of chronic hepatitis C. The next generation of PEGylated 
interferon was interferon alfa-2a modifi ed with a branched 40-kDa PEG via forma-
tion of an amide linkage [63]. The resulting Peginterferon alfa-2a allowed sustained 
delivery of the protein and showed the ability to be detected in the serum for longer 
than 1 week. It is interesting to note that the different chemical linkages of the two 
PEGylated interferons led to different formulations for the market. Peginterferon 
alfa-2b is available as a lyophilized powder, thus requiring reconstruction before 
use. On the other hand, Peginterferon alfa-2a is provided as a ready-to-use solution 
because the conjugates are linked by a stable amide bond.

Several PEGylated proteins are currently undergoing clinical trials. PEGylated 
human growth hormone antagonist (Pegvisomant) is being tested for treatment of 
acromegaly. Pegvisomant has been approved in Europe and is waiting for FDA 
approval in the United States. The PEGylated inhibitor of tumor necrosis factor-
alpha is being tested for the treatment of rheumatoid arthritis and Crohn’s disease 
[64]. Patients treated with the PEGylated protein experienced improvement in 
physical function, pain, vitality, and mental health [65].

4.5.3 PEGYLATED CELLS

4.5.3.1 Immunocamoufl age of Cells

Immunological recognition of allogeneic tissues is a primary concern in transfusion 
and transplantation medicine. Graft-versus-host-disease (GVHD) is induced by 
the transfer of allogeneic lymphocytes into immunocompromised individuals [66]. 
GVHD can cause signifi cant morbidity and mortality among patients with tissue 
transplantation. Several pharmacological agents that inhibit the T-cell signaling 
and activation have been developed such as cyclosporine, azathioprine, and metho-
trexate [67]. However, these drugs are less than optimal due to their substantial 
toxicity.
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Scott et al. [68–74] suggested a new method that can signifi cantly diminish rejec-
tion episodes and may further enhance the induction of tolerance. They have 
demonstrated that the surface engineering of cells by PEGylation yielded anti-
genically and immunogically inert cells. Figure 4.5-4 schematically illustrates immu-
nocamoufl age of cells by surface PEGylation. The mechanisms underlying 
immunocamoufl age by PEGylation are the loss of antigen recognition, impaired 
cell–cell interaction, and an inability of endogenous antibodies to effectively 
recognize and bind foreign epitopes. As a result of the high molecular fl exibility 
and intense hydration, the grafted PEG can sterically block off a large three-
dimensional volume thereby giving immunoprotective effects to membrane 
proteins and carbohydrates.

4.5.3.2 Red Blood Cells (RBCs)

Blood transfusion is a widely used therapy in medicine, particularly under surgery 
and trauma conditions. Surface engineering of red blood cells (RBCs) by 
PEGylation has been studied to camoufl age the blood group antigens from their 
antibodies, thereby to generate universal RBCs. Several studies demonstrated that 
the surface engineering of RBCs with PEG signifi cantly attenuated immunologic 
recognitions of surface antigens [68–71, 73–75]. PEGylation signifi cantly decreased 
binding of human RBC blood group antibody and phagocytic destruction by het-
erologous phagocytes [68], PEGylation also dramatically diminished the immuno-
genicity of allogeneic and even xenogeneic RBCs in mouse models [71]. Importantly, 
this protective immunologic effect can be accomplished without adversely affecting 
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Figure 4.5-4. Immunocamoufl age of cells by PEGylation: (A) Cell membrane containing 
surface antigens causes immune reactions, which destroy the transplanted cells. (B) PEGs 
grafted on the cell surface cytoprotect against antibodies.



the structure, function, or viability of the modifi ed RBCs. PEGylation was found 
to have no signifi cant detrimental effects on the RBC structure or function. 
PEGylation did not affect RBC lysis, morphology, and hemoglobin oxidation state. 
The functional aspects of the PEGylated RBCs were also maintained, as evidenced 
by normal oxygen binding and cellular deformability [71].

The immunocamoufl age effi cacy is largely dependent on the PEG grafting 
density, PEG length, and tomography of the membrane surface. Differently func-
tionalized PEGs have been used to chemically graft PEG onto the membrane 
of cells. Typical functionalized PEGs include PEG-dichlorotriazine [68], PEG-
benzotriazole carbonate [73], and PEG-succinimidyl succinate [73]. They all pref-
erentially target the ε-amino group of exposed lysine residues on membrane 
proteins. PEG-dichlorotriazine is the most common reagent. PEGylation of RBCs 
with PEG-dichlorotriazine has been shown to mask Rh antigens to a reasonable 
extent, but masking of antigen A or B was partial. Recently, Nacharaju et al. sug-
gested a new approach for PEGylation of RBC proteins using thiolation-mediated 
maleimide chemistry [75]. In the study, masking of blood group antigens was not 
directly correlated to the PEG-grafting density or PEG chain length. For optimiz-
ing the masking of A, B, D, and CE antigens, a combination of different size PEG 
chains was used. PEG-5000 (molecular weight of PEG 5 kDa) alone masked the 
most important antigens of the Rh system (C, c, E, e, and D) from their antibodies. 
However, the masking of the A and B antigens needed a combination of PEG-
20000 and PEG-5000 to inhibit agglutination of RBCs completely with anti-A or 
anti-B [75]. Recently, another strategy for RBC PEGylation was suggested by 
Chung et al. [76]. RBC PEGylation was carried out by incorporation of lipid-PEG 
into RBC membranes. The incorporation was rapid and spontaneous at room tem-
perature. No change was observed in the membrane shape of the lipid-PEG incor-
porated RBC. The incorporation of lipid-PEG dramatically attenuated the antigenic 
recognition of RBC. As many as 35% of individuals with sickle cell disease or 
thalassemias exhibit clinically signifi cant alloimmunization to non-ABO antigens 
[77, 78]. Immunocamoufl age of RBCs by PEGylation may signifi cantly attenuate 
the risk of alloimmunization for patients requiring chronic RBC transfusions such 
as patients with sickle cell anemia and thalassemias.

4.5.3.3 White Blood Cells

T-lymphocytes play a central role in immune responses. Transfusion or transplanta-
tion of T lymphocytes into an allogeneic recipient can evoke potent immune 
responses. Extensive attention has been paid to inactivation of T cells as well as 
other leukocytes (B lymphocytes, mononuclear cells, and granulocytes) from blood 
products. PEGylation dramatically blocked allorecognition and proliferation in 
human peripheral blood mononuclear cells (PBMCs) and isolated murine spleno-
cytes [69, 72, 79–81]. Loss of cellular proliferation was not due to cytotoxicity of 
grafted PEG but to the global camoufl age of the cell surface, which inhibited 
cell–cell interactions. T-cell and antigen-presenting cell adhesion molecules (CD2, 
CD11a), signaling molecules (CD3ε, T-cell receptor), and costimulatory molecules 
(CD28, CD80) were effi ciently camoufl aged by PEGylation [81]. Immunocamou-
fl age was clearly observed in murine models of transfusion-associated graft versus 
host disease (TA-GVHD) [81]. Mice receiving saline or the PEGylated splenocytes 
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exhibited an identical survival curve, whereas mice receiving control splenocytes 
(unmodifi ed) showed signifi cant TA-GVHD. This improved survival was directly 
associated with the donor cell proliferation. Unmodifi ed control splenocytes showed 
signifi cant proliferation due to allorecognition of the host mice. In contrast, 
PEGylated cells failed to proliferate due to immunocamoufl age and lack of 
allorecognition, indicating that PEGylation of donor splenocytes signifi cantly 
decreased donor T-cell proliferation, thereby suppressing GVHD.

4.5.3.4 Pancreatic Islets

Transplantation of pancreatic islets has been one of the most challenging examples 
of tissue transplantation. Insulin-dependent diabetes mellitus (IDDM) is a disease 
from the autoimmune destruction of β cells of the islets of Langerhans in the pan-
creas. Tranplantation of islets into diabetic patients can be the most attractive mode 
of treatment, but the islets must be protected from the host’s immune system to 
prevent graft rejection. Transplanted islets are recognized by host as antigens 
that activate immune cells, such as macrophages, granulocytes, and lymphocytes. 
Several studies demonstrated that camoufl age of pancreatic islets by PEGylation 
could be an attractive approach to prevent activation of immune cells and secretion 
of cytokines, thereby improving transplantation of pancreatic islets [82–87].

PEG chains were covalently conjugated to the amino groups of collagen capsules 
of islet at physiological conditions through a stable amide bond [84]. PEG was not 
grafted onto the inner islet cell membrane but directly onto the collagen matrix of 
islet. Therefore, PEGylation did not damage the inner islet cells. Cell viability and 
functional activity remained intact after PEGylation. When free islets were cul-
tured with lymphocytes, they completely lost the integrity of the collagen capsule 
[86]. The co-cultured lymphocytes were activated by free islets, thereby secreting 
a large amount of IL-2 and TNF-α cytokines. In contrast, the PEGylated islets 
were not damaged by co-culture with lymphocytes. The co-cultured lymphocytes 
were not activated by the PEGylated islets and rarely secreted IL-2 and TNF-α
cytokines, suggesting that the grafted PEG effectively prevented cell–cell interac-
tion necessary for the allogeneic rejection. The PEGylated islets were not affected 
by macrophoages, either. However, when co-cultured with lipopolysaccharide 
(LPS)-stimulated macrophages (activated macrophages), the PEGylated islets lost 
the integrity of the collagen capsule and were completely destroyed. Once macro-
phages are activated, they secrete several kinds of cytotoxic molecules, such as 
IL-1β, TNF-α, and nitric oxide (NO). Complete destruction of PEGylated 
islets indicates that the grafted PEG could not prevent infi ltration of the cytotoxic 
molecules into the islets [84, 86].

4.5.4 COLLOIDAL NANOPARTICLES WITH 
PEG-EXPOSED SURFACES

At the interface of nanotechnology and biotechnology, nanosized colloidal parti-
cles (nanoparticles) have emerged as a new entity with great potential for target-
specifi c therapy and imaging [88–90]. The fundamental advantages of colloidal 
nanoparticles for drug delivery result from their two main basic properties. First, 



nanoparticles due to their small size can penetrate through capillaries and are 
taken up by cells, and this allows effi cient drug accumulation at the target sites. 
Second, nanoparticles allow sustained drug release within the target site over a 
period of days or even weeks. Thus, nanoparticles could be effective delivery 
systems for therapeutic and imaging payloads. However, intravenously injected 
nanoparticles are also treated as foreign by the host, just like exogenously delivered 
proteins and cells. The nanoparticles should avoid recognition by the cells of the 
reticuloendothelial system (RES), namely macrophages of the liver, spleen, lungs, 
bone marrow, and lymphnodes. Adsorption of plasma proteins onto the surface of 
nanoparticles is also highly problematic for effi cient delivery of drugs and diagnos-
tic agents. As a result, there has been a growing interest in the surface engineering 
of colloidal nanoparticles to avoid rapid recognition by RES and to reduce adsorp-
tion of plasma proteins. These systems are often called “Stealth” nanoparticles, 
which are “invisible” to macrophages and have a prolonged half-life in the blood 
circulation. PEGylation has been increasingly exploited to camoufl age colloidal 
nanoparticles against recognition by the body’s defenses. Figure 4.5-5 schemati-
cally represents different colloidal nanopaticles with the PEG-exposed surface.

4.5.4.1 Stealth Liposomes

Development of PEGylated liposomes, also known as “stealth” liposomes, greatly 
broadened the application of liposomes. For incorporation of PEG into the 
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liposomal bilayer, various functionalized lipids have been developed that contain 
a primary amino group, an epoxy group, or a diacylglycerol moiety [91, 92]. Alter-
natively, activated PEGs were anchored to reactive phospholipids groups of pre-
formed liposomes [93]. In most cases, PEGylated liposomes with prolonged 
circulation time are in the size range of 70 to 200 nm and contain 3–7 mol% of PEG 
in addition to various amounts of phospholipids and cholesterol. The circulation 
half-lives of such stealth liposomes are 15–24 h in rodents and as high as 45 h in 
humans. In addition to PEG, various hydrophilic polymers have been grafted onto 
liposomes for prolonging the circulation time. They include polyvinylpyrrolidone, 
poly(vinyl alcohol), poly(2-methyl-2-oxazoline), poly(2-ethyl-2-oxazoline), poly-
acrylamide, poly(acryloyl morphine), and N-(2-hydroxylpropyl)methacrylamide 
copolymers [92, 94–98].

4.5.4.2 Polymeric Nanoparticles

Surface engineering of polymeric nanoparticles with PEG has been performed by 
physical adsorption, by incorporation during production of nanoparticles, or by 
covalent attachment to the surface. Typical examples of PEG-conjugated polymeric 
nanoparticles are PEG-poly(L-lactic acid) (PLA), PEG-poly(l-lactic-co-glycolic 
acid) (PLGA), PEG-poly(ε-caprolactone) copolymers, and PEG-polyphosphazene 
[92]. Although in vitro physico-chemical characterization studies, such as measure-
ment of hydrodynamic volume and protein adsorption, have confi rmed the steric 
barrier effects of PEG, the circulation half-lives of these nanoparticles were not as 
long as expected, generally less than a few hours. Many polymeric nanoparticles 
with a promising outlook based on in vitro results have faced the same problems 
when tested in vivo. Furthermore, little information is known with regard to the 
colloidal stability of nanoparticulate systems in vivo and their extent of interaction 
with blood and cellular components. This is an area that needs more understanding 
for effective use of nanoparticles.

4.5.5 CONCLUSIONS

PEGylation offers signifi cant pharmacological advantages to proteins, cells, and 
colloidal nanoparticles. PEGylation improves protein solubility and molecular sta-
bility, and it reduces protein immunogenicity. By preventing rapid renal clearance, 
PEGylation extends the circulating life of proteins, thus allowing longer duration 
of action. PEGylation greatly enhances the clinical value of therapeutic proteins. 
Indeed, many PEGylated proteins have entered the market or are under clinical 
trials. PEGylation provides a unique strategy in avoiding immunological recogni-
tion of allogeneic cells and tissues. The global camoufl age of the cell surface by 
PEGylation effectively blocks adhesion, recognition, and stimulatory pathways 
involved in the immune response. More importantly, unlike most therapeutics, 
PEGylation is nontoxic to modifi ed cells as well as to the animal as a whole. 
PEGylation provides colloidal nanoparticles with a way to avoid rapid recognition 
by RES. PEGylation reduces deposition of plasma proteins to the surface of 
nanoparticles and thereby prolongs the circulating time in the bloodstream. Indeed, 
development of the PEGylation technology has been a cornerstone of the advances 
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in protein therapeutics. Not only has this technology brought numerous clinically 
useful products, but also triggered explosive interest in polymers in the fi eld of 
pharmaceutical biotechnology.
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4.6.1 INTRODUCTION

Recombinant human erythropoietin (rHuEPO) is a purifi ed glycoprotein produced 
by recombinant DNA technology. It is indistinguishable from human urinary 
erythropoietin in its biologic and immunologic activity. It is commercially available 
and has absolute indications for the treatment of the anemia associated with chronic 
renal failure, prematurity, and platinum-based chemotherapy. Other uses have 
included the anemia associated with multiple myeloma, cancer, myelodysplasia, 
HIV infection, and other forms of chemotherapy. It has been used to potentiate 
preoperative autologous blood donation. Less common uses have been in the treat-
ment of the anemia of chronic disease, for perisurgical augmentation and after 
allogenic bone marrow transplantation [1].

Endogenous erythropoietin (EPO) is produced primarily by the peritubular capil-
lary endothelium of the kidney in response to tissue hypoxia or anemia. EPO is a 
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hormone that plays a crucial role in the regulation of hematopoiesis and induces the 
proliferation, maturation, and differentiation of erythroid (red blood cell) precur-
sors. In renal failure, the nonfunctioning kidneys fail to produce adequate amounts 
of endogenous EPO to support erythropoiesis with resultant anemia. Before the 
introduction of exogenous erythropoietin in the 1980s, patients in renal failure 
required repeated blood transfusions.

After 1998 there was a signifi cant increase in the number of cases of pure red 
cell aplasia (PRCA) associated with subcutaneous injections of rHuEPO in the 
renal dialysis population. PRCA is a relatively rare condition. It presents as a 
sudden onset of severe isolated anemia characterized by near-complete absence of 
erythroid precursors in the bone marrow [2]. Most of the initial reports in the lit-
erature before 1998 involved isolated cases, of which 50% had no known cause. 
After 1998, the PRCA was shown to be related to neutralizing antibodies to eryth-
ropoietin that cross-reacted with endogenous EPO [3]. Most of these reported 
antibody-mediated cases were for patients using Eprex (Ortho Biotech, a division 
of Janssen-Cilag, Bridgewater, NJ). In total between January 1, 1989 and June 30, 
2004, the company reported a total of 206 cases, of which 155 occurred in the peak 
years of 2001–2003 [4]. The mean time from initial exposure to onset of PRCA 
was 9.1 months [5].

The rise in cases of PRCA corresponded with the introduction of polysorbate 
80 stabilized Eprex in prefi lled syringes with uncoated rubber stoppers, which was 
administered subcutaneously. Previously human serum albumin (HSA) was used 
to stabilize the product, but this practice was discontinued in several countries due 
to fears of disease transmission by HSA. Epidemiologic and immunologic data 
reported by Boven et al. [4] demonstrated that the rise in PRCA was most likely 
related to leachates from the uncoated stoppers in the presence of the polysorbate 
80 stabilizer. These leachates may have potentiated the immunogenicity of the 
product when administered subcutaneously.

No cases for intravenous administration were reported. Since the introduction 
of coated stoppers in the prefi lled syringes in April 2003 and a concomitant switch 
to intravenous administration in many dialysis units, the number of reported cases 
fell from 71 in 2003 to 2 reported cases in the fi rst 4 months of 2004. Even at its 
peak, the incidence rate for PRCA was relatively low at 4.61/10,000 patient years 
of exposure to the product.

4.6.2 ERYTHROPOIETIN AS A POTENTIAL GROWTH FACTOR IN 
WOUND HEALING

In addition to its ability to stimulate erythropoiesis, EPO enhances cell phagocy-
tosis and reduces macrophage activation, therefore modulating the infl ammatory 
process. These anti-infl ammatory effects of EPO may be able to reverse the chronic 
infl ammatory condition that is believed to underlie chronic skin ulcers. By interfer-
ing with the chronic infl ammatory process EPO may help reduce infl ammatory 
cytokines and degradative enzymes that interfere with many wound healing pro-
cesses and limit new tissue growth. Recent literature suggests that many chronic 
wounds persist because of infl ammatory processes that alter the wound environ-
ment. Analysis of wound fl uid taken from healing and chronic wounds revealed 



that chronic wounds have elevated levels of infl ammatory mediators and degrada-
tive enzymes that interfere with the healing process [6]. Healing wounds are 
characterized by high mitogenic potential, rapid cellular migration, balanced 
infl ammatory cytokines, low proteases, and good cellular response to growth 
factors. Chronic wounds, however, are characterized by poor mitogenic potential 
and cell migration, high proteases and infl ammatory cytokines, and senescent cells 
unresponsive to growth factors [7]. EPO’s effects on the wound healing process not 
only include restoring the normal wound environment, but it also has recently been 
found to interact with vascular endothelial growth factor (VEGF). Together EPO 
and VEGF stimulate endothelial cell mitosis and motility important in new vessel 
growth and wound healing [8]. Galeano et al. [9] demonstrated in an artifi cial 
wound model in genetically diabetic mice that erythropoietin injections increased 
VEGF mRNA expression, wound protein content, wound healing, and wound 
breaking strength. The additional benefi ts of EPO are its neurotrophic and neuro-
protective functions that may ameliorate neurological damage after spinal cord and 
brain injury [10]. A specifi c EPO/EPO receptor system has been found in the 
central nervous system and in the cerebrospinal fl uid, which is independent of the 
heatopoietic system [11].

Chronic skin ulcers experienced by patients who have low concentrations of 
circulating hemoglobin (≤100 g/L) may be diffi cult to heal because of impairment 
in tissue oxygenation. There are various types of anemias with differing underlying 
causes, including nutrient defi ciencies, such as iron defi ciency anemia, and anemia 
as the result of chronic disease or chronic infl ammatory processes. Iron defi ciency 
anemia results from inadequate intake, absorption, or utilization of iron and/or 
acute or chronic blood loss [12, 13]. It is characterized by low hemoglobin and other 
hematological changes combined with microcytic, hypochromic red blood cells. 
There are low levels of stored iron as indicated by low serum ferritin values. 
Anemia of chronic disease (ACD) is characterized by low hemoglobin concentra-
tions and other hematological changes with normocytic, normochromic red blood 
cells. In anemia of chronic disease, red blood cell production is impaired and there 
may be a shortened red blood cell life span. ACD is also characterized by a normal 
or elevated serum ferritin level. ACD is generally not an irondefi ciency anemia, 
and it is refractory to an iron-enhanced diet, iron replacement therapy, either oral 
or intravenous, and transfusion. In fact, iron supplementation and transfusion are 
generally contraindicated in ACD because of the risk of iatrogenic hemochroma-
tosis. ACD occurs in individuals with a chronic infl ammatory process such as 
arthritis, critical illness, or chronic skin ulcers. It is thought to be the result of 
impaired responsiveness of erythroid progenitor cells due to a persistent elevated 
level of circulating infl ammatory cytokines that are known to occur in patients with 
chronic infl ammatory conditions [14]. Ferrucci et al. [15] demonstrated in a study 
of infl ammatory serum markers in a sample of the residents of Chianti Italy that 
the anemia of infl ammation evolved from a pre-anemic state in which normal 
hemoglobin was maintained in persons with high levels of infl ammatory markers 
by increasing levels of erythropoietin to a clinical anemia in which erythropoietin 
levels were suppressed possibly through the inhibitory effect of infl ammation on 
erythropoietin production.

However, despite the numerous documented effects of EPO on cellular and 
physiological events known to be important in the healing process and the 
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management of ACD, few clinical studies are investigating the use of EPO to 
promote the healing of chronic wounds. In 1992 Turba et al. reported the successful 
treatment of ACD related to stage IV pressure ulcers [16]. In another hematologi-
cal disorder, treatment with EPO resulted in the rapid and complete healing of 
chronic leg ulcer, further improvement in hematological parameters, and relief 
from chronic pain [17].

4.6.3 CLINICAL EXPERIENCE WITH RECOMBINANT HUMAN 
ERYTHROPOIETIN AND PATIENTS WITH PRESSURE ULCERS

Spinal cord-injured patients are at high risk of developing pressure ulcers, many of 
which often become associated with anemia of chronic disease. These ulcers are 
challenging to heal. Pressure redistribution, nutritional support, management of 
incontinence, and good local wound care are key components for healing these 
ulcers. Despite best-practice care, patients with anemia of chronic disease remain 
diffi cult to heal.

In an attempt to reverse the anemia of chronic disease, several patients in the 
Spinal Cord Injury rehabilitation unit at Parkwood Hospital, St. Joseph’s Health 
Care, London, Canada, were treated with subcutaneous erythropoietin. A retro-
spective chart audit was conducted to review the effectiveness of 6 weeks of sub-
cutaneous erythropoietin 75 IU/kg subcutaneously 3 times weekly in resolving 
refractory anemia of chronic disease and healing stage IV pressure ulcers [18]. The 
mean age of the patients was 59, and all had a stage IV pressure ulcer.

All patients received pressure off-loading, nutritional assessment and supple-
mentation, and best-practice local wound care. Comorbid conditions such as 
diabetes were medically managed. All patients received rHuEPO 75 IU/kg subcu-
taneously three times weekly for 6 weeks. Iron supple-mentation with oral ferrous 
gluconate as indicated by ferritin levels was administered.

Mean initial hemoglobin was 88 g/L. After 6 weeks of rHuEPO injections, the 
mean hemoglobin for the four patients rose to 110 g/L. The individual results are 
shown in Figure 4.6-1. The mean number of ulcers decreased from 3 to 2.3, and 
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the mean surface area of the largest ulcer decreased from 42.3 cm2 to 38.4 cm2.
Ulcer depth was decreased by half. The extent of undermining improved in all 
ulcers. Some patients showed an increased ability to fi ght intercurrent infections. 
All patients felt more energetic and were better able to participate in their reha-
bilitation activities. No adverse effects were observed.

The results were promising enough to suggest that a prospective study is war-
ranted. Such a study would carefully collect all hematologic factors as well as use 
validated tools for determining ulcer size and appearance. In addition, collecting 
wound fl uid before, during, and after treatment to determine the effect on chronic 
infl ammatory mediators would be useful. Research into effects at the molecular 
level may be useful.

4.6.4 CONCLUSIONS AND FUTURE RESEARCH

The introduction of human recombinant erythropoietin signifi cantly improved the 
quality of life for patients on real dialysis by managing the concomitant anemia, 
which results from end-stage renal failure. It has also been successfully employed 
in several other conditions in which erythropoiesis is suppressed either through 
disease processes or as a result of treatments.

The emergence of pure red cell aplasia as a complication of treatment with sub-
cutaneous injection in the late 1990s was probably the result of the use of prefi lled 
syringes with uncoated rubber stoppers in which the product was stabilized with 
polysorbate 80. Leachates from the stoppers most likely potentiated the immuno-
genicity of the product leading to the production of neutralizing antibodies. Since 
the reformulation of the product, the incidence of PRCA has been steadily 
dropping.

Human recombinant erythropoietin shows promise in resolving the refractory 
anemia of chronic disease associated with stage IV pressure ulcers, and further 
study is suggested. The results may also suggest that rHuEPO acts as a growth 
factor either alone or in conjunction with intrinsic factors in the wound. Studies of 
its role at the molecular level are indicated. Further studies of the neurotrophic 
and neuroprotective properties observed in rat models hold promise in the area of 
spinal cord injury research.
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5.1.1 INTRODUCTION

Capillary electrophoresis (CE) is a modern analytical method that is being exten-
sively applied to the characterization of biotechnology-derived products like pep-
tides and proteins [1]. Due to its ease of automation and facilitating the development 
of reproducible routine analysis, CE seems to be well suited for the quality control 
of biotechnological products, including process monitoring, purity assessments, 
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and stability studies [2]. Moreover, the high-resolution capacity of CE offers great 
potential for the analysis of hetero geneous protein products such as glycoproteins 
and polymer-conjugated proteins [3, 4]. Recently, the importance of CE in protein 
analysis is enhanced, with efforts being made to learn more about the compositions 
and functions of proteins [5]. As the fi eld of proteomics becomes more important, 
the thousands of new proteins and peptides will be discovered, which will lead to 
the developments of many new pharmaceutical drugs.

Recently, CE has emerged as a powerful tool because it has many advantages 
over the conventional protein separation techniques such as polyacrylamide gel 
electrophoresis (PAGE) and high-performance liquid chromatography (HPLC). 
Compared with PAGE, CE is faster, easier, simpler, quantitative, and has automa-
tion capability. Like HPLC, CE has various different separation modes and is 
applicable to a wide range of analytes. CE requires a very small sample amount 
(nanoliters) and limited quantities of reagents (microliters of buffer), compared 
with HPLC that requires microliters of sample and milliliters of solvent. The main 
advantage of CE over PAGE and HPLC is the ability to produce a higher number 
of theoretical plates. The effi cient separations result from the application of high 
electric fi elds (100–500 V/cm) and fl at fl ow generated by the electro-osmotic fl ow 
(HPLC generates the pressure-driven parabolic fl ow). The high electrical resis-
tance of a capillary and its favorable surface area-to-volume ratio, permitting effi -
cient heat dissipation, enables the application of high electric fi elds without causing 
detrimental heat generation. Furthermore, the mild separation conditions of CE, 
which use mostly aqueous buffer solutions, present the compatibility to protein 
studies in native state, which can be important especially in the characterization of 
pharmaceutical proteins. The main disadvantage of CE is the low concentration 
limits of detection due to the short path length and the limited introduction of 
sample volume. The enhancements in this issue have been achieved by the advent 
of several preconcentration methods [6] and highly sensitive detection methods 
such as laser-induced fl uorescence and mass spectrometry [7].

This chapter introduces the fundamental principles of CE and its application to 
the separation and characterization of peptides and proteins. One major charac-
teristic of CE is the availability of various separation modes with different separa-
tion mechanisms based on the differences in charge-to-mass ratio (capillary zone 
electrophoresis), molecular size (capillary gel electrophoresis), isoelectric point 
(capillary isoelectric focusing), and hydrophobicity (micellar electrokinetic capil-
lary chromatography and capillary electrochromatography). In the principles of 
CE, the instrumentation, theory, separation modes, and detection methods are 
described focusing on the analysis of peptides and proteins. In applications, CE 
methods for identifi cation, purity assessment, heterogeneity characterization, and 
stability of peptide and protein products are highlighted with the characterization 
of Poly(ethylene glycol) (PEG)ylated biomolecules. Finally, the role of CE in pro-
teomics research is discussed with the recent approaches.

5.1.2 PRINCIPLES OF CAPILLARY ELECTROPHORESIS

5.1.2.1 Instrumentation

The main components of a CE system are a high-voltage power supply, a capillary, 
inlet and outlet buffer vials, a detector, and a data output and handling device such 



as an integrator or computer (Figure 5.1-1A). A variety of commercial instruments 
are available with different capabilities, including injection methods, detectors, 
capillary cooling systems, and software [8]. CE is performed by fi lling inlet and 
outlet vials and the capillary with an electrolyte, usually an aqueous buffer solution. 
Electrodes connected to a high-voltage power supply are then immersed in the 
vials. Very small amounts of sample are introduced into one end of the capillary, 
and these are driven electrophoretically down the lumen of the capillary toward 
the opposite electrode. The species that migrate through the capillary are detected 
by an online optical detector near the capillary outlet, and these data are displayed 
as an electropherogram, in which separated compounds appear as peaks with dif-
ferent migration times.

Fused silica capillaries of length of 20–100 cm and inner diameters of 50–100 μm
are typically used. The outer surface of capillary is coated with polyimide, which 
is strongly ultraviolet (UV) absorbent. A detection window can be made by simply 
burning or scraping off a small section of the polyimide outer capillary coating. 
This section of the capillary is then placed in the light path of the detector, and 
thus solutes are detected while in the capillary. Most commercial instruments have 
a capillary cartridge, which retains the capillary, provides mechanical support, and 
allows the capillary to be consistently aligned at the optical center of the detector. 
Cartridges are used in conjunction with cooling systems, which maintain capillary 
temperatures using coolant or cooled air.

Only a few microliters of sample are required for CE because usually only 1–50 
nanoliters of sample are injected into a capillary. For example, a 50-μm inner 
diameter capillary 50 cm long has a volume of only ca. 1 μL [9]. Samples are injected 
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into capillaries using different techniques, such as hydrodynamically or electroki-
netically. Hydrodynamic injection can be performed by pressure or siphoning. 
Pressure injection is performed by either pressurizing the sample vial or by apply-
ing a vacuum to the outlet vial. Siphon injection is performed by raising the sample 
vial, which causes the sample to be siphoned into the capillary. In electrokinetic 
injection, an electric fi eld is applied to the sample vial, causing the sample compo-
nents to migrate into the capillary. Most commercially available instruments have 
autosamplers into which several sample vials can be loaded. The samples are then 
automatically injected into capillaries using one or more of the techniques above.

A variety of detectors have been used for CE, including UV absorbance, fl uo-
rescence, laser-induced fl uorescence, and mass spectrometry. The most widely used 
is the UV absorbance detector. In some cases, two or more detectors are connected 
in series. A more detailed the description of the detection system is given in Section 
5.1.2.4.

The power supply provides an electric fi eld across the capillary with voltages up 
to 30 kV, currents up to 300 μA, and power up to 6 W. Most instruments can be 
operated in either constant voltage, constant current, or constant power mode and 
have a reverse applied polarity facility. The constant voltage mode is most com-
monly used. It is necessary to have a stable voltage, as any variations in voltage will 
cause changes in migration times.

Most CE systems are controlled by an external computer that controls all instru-
mental functions. The operating parameters for each analysis are programmed by 
computer. The electropherograms obtained are plots of detector response versus 
time; thus, they resemble familiar HPLC or gas chromato graphy (GC) chromato-
grams, which means that familiar data handling systems can be used. In addition, 
electronic integrators or computers are used for qualitative identifi cation and quan-
titation, as in HPLC or GC.

5.2.2.2 Theory

Electrophoresis is the phenomenon whereby ionic species in a conductive aqueous 
medium moves under the infl uence of an electric fi eld. Thus, ionic molecules are 
separated due to differences in their electrophoretic mobilities. The electrophoretic 
mobility (μ) of a spherical ion is given by

μ = q/6πηr

where q is the charge of the ion, η is the viscosity of the solution, and r is the 
hydrodynamic radius of the ion. This equation demonstrates the positive relation 
between charge-to-mass ratio (q/r) and electrophoretic mobility. The electropho-
retic migration velocity (ν) depends on the electrophoretic mobility (μ) and the 
applied electric fi eld (E):

ν = μE

Besides the electrophoretic migration, a fundamental electrophoretic pheno-
menon occurring in CE is the electro-osmotic fl ow (EOF), which essentially is an 
electrical fi eld-driven bulk solution fl ow from the anode to the cathode (Figure 
5.1-1B). This fl ow occurs because acidic silanol groups on the inside of fused-silica 



capillary are ionized when in contact with buffer solution. At pH above 3, these 
silanol groups are deprotonated and form an electric double layer. When an electric 
fi eld is applied, the net positively charged solution in a capillary moves toward the 
cathode. EOF is highly dependent on buffer pH; i.e., it increases on raising pH and 
plateaus at about pH 8, but it is not signifi cant below pH 4. At neutral and higher 
pH, the EOF is suffi ciently strong to allow all molecules, regardless of charge, to 
move toward the outlet and pass the detector. EOF can be effectively controlled 
by changing several experimental conditions, including separation buffer pH, ionic 
strength, addition of organic solvents, and buffer additives. The apparent migration 
velocity of the analyte depends on their electrophoretic mobility (μe), electro-
osmotic mobility (μeo), the applied voltage (V), and capillary length (L):

ν = (μe + μeo)V/L

The electrophoretic mobility of peptides and proteins was fi rst described by 
Offord [10], who proposed the following equation, which relates the mobility (μ)
with valence (Z) and molecular mass (M):

μ = kZM−2/3

where k is an empirical constant. This equation states that frictional forces oppos-
ing electrophoretic migration are proportional to the surface areas of the species 
concerned. This implies that the electrophoretic mobility would be proportional to 
1/r2 (1/M2/3), rather than 1/r (1/M1/3), which is suggested by the Stoke’s model. This 
relationship was later confi rmed and modifi ed by several researchers in the CE 
fi eld [11, 12]. Janini et al. presented the electrophoretic mobilities of 58 peptides 
that varied in size from 2 to 39 amino acids and in charge from 0.65 to 7.82 [13]. 
Figure 5.1-2 shows CE separation of several peptides in a 50-mM phosphate buffer 
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Figure 5.1-2. Electropherogram of a mixture of bioactive peptides separated at pH 2.5. 
Peptides: (1) reference; (2) bradykinin; (3) bradykinin fragment 1–5; (4)substance P; 
(5) [arg]–vasopressin; (6) luteinizing hormone releasing hormone; (7) bombesin; (8) leucine 
enkephalin; (9) methionine enkephalin; (10) oxytocin. (Reprinted from Ref. 13, with 
permission.)
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at pH 2.5. The electrophoretic data were used to test existing theoretical models 
that correlate electrophoretic mobility with physical parameters. The best fi t of the 
experimental data was obtained with the Offord model that correlates electropho-
retic mobility with the charge-to-size parameter q/M2/3.

5.1.2.3 Separation Modes

As HPLC has different separation modes of chromatography, including adsorption, 
partition (normal and reversed phase), ion-exchange, size-exclusion, and affi nity, 
CE also has various separation modes, e.g., capillary zone electrophoresis (CZE), 
capillary gel electrophoresis (CGE), capillary isoelectric focusing (CIEF), micellar 
electrokinetic capillary chromatography (MEKC), and capillary electrochromatog-
raphy (CEC) (Table 5.1-1). Moreover, these different CE separation modes can be 
used to complement each other, and thus, they greatly enhance the versatility of 
the technique. In many cases, it seems that no single method can separate peptides 
and proteins because these biomolecules are diverse and complex in terms of struc-
ture and composition. Therefore, different optimal strategies involving different 
CE separation modes are often used to solve the separation problems.

Capillary Zone Electrophoresis (CZE). CZE is a widely used CE technique and 
separates peptides and proteins based on differences in their charge-to-mass ratios. 
Separations occur in a capillary fi lled with a buffer of constant composition. For 
CZE, the run buffer choice is extremely important because it determines the charge 
on the analyte molecule and its migration rate. Thus, the type of buffer, its ionic 
strength, and its pH are optimized for particular separation problems. Buffers 
based on sodium phosphate, citrate, acetate, or combinations thereof with concen-
trations ranging from 10 to 200 mM are frequently used [14].

TABLE 5.1-1. Separation Modes of CE for the Characterization of Peptides 
and Proteins

Technique Separation Applications Conventional
 Mechanism  Technique

CZE Charge-to-mass  Peptide mapping, purity and —
  ratios  stability of peptides and
   proteins, and glycoprotein 
   heterogeneity
SDS–CGE Molecular size Estimation of relative molecular  SDS–PAGE
   mass of protein (10–200 kDa) 
   and purity and stability of
   peptides and proteins
CIEF Isoelectric  pI determination of proteins,  Gel IEF
  point (pI)  purity of proteins, and 
   glycoprotein heterogeneity
MEKC Hydrophobicity Purity of peptides and  RP–HPLC
   glycoprotein heterogeneity
CEC Hydrophobicity Peptide mapping and purity  RP–HPLC
   of peptides



Proteins contain both positively and negatively charged functional groups. The 
positively charged moieties in proteins, such as the guanidinium group of arginine 
residues, the amino groups of lysine residues and N-termini, and histidine residues, 
interact with negatively charged silanol groups on capillary walls at pH values above 
3. These interactions between proteins and capillary walls (protein adsorption) lead 
to sample loss, peak broadening, poor resolution, and longer migration times.

Many strategies devised to overcome protein–wall interactions have focused 
either on selecting separation buffer conditions that reduce protein binding sites 
or on treating capillary surfaces to reduce interaction sites [15]. By using separation 
buffers with extreme pH values (e.g., below pH 2∼3 or above pH 10), protein 
adsorption can sometimes be reduced. At pH values below around 2, the silanol 
groups of the capillary are fully protonated and surface charge approaches zero, 
whereas at pH values above 10, capillary surfaces are completely deprotonated and 
highly anionic. In these situations, protein adsorption is signifi cantly reduced 
because of electrostatic repulsion. However, operations at extreme pH conditions 
can be problematic in fi nding suitable separation conditions due to reduction of 
differences of analytes in effective electrophoretic mobility. At low pH, EOF is 
negligible, making separations slow, and at high pH, EOF is generally high and 
resolutions are reduced. Additional problems encountered under extreme pH con-
ditions include the effect on protein conformational changes. Unfolding or aggrega-
tion of proteins may occur, resulting in irreproducible data, often reduced effi ciency, 
and a loss of biological activity. Therefore, the use of this approach is limited to a 
few selected applications.

To optimize separation conditions at moderate pH conditions, surface modifi ca-
tions of capillary can be helpful [16]. Such modifi cations can decrease protein–
surface interactions by reducing the surface charge of the silica material. Several 
approaches have been proposed for modifying the inner walls of capillaries, such 
as chemical coating with bonded/cross-linked polymers, physical adsorption coating 
with cationic polymers, and dynamic coating with adsorbed surfactants. The most 
popular coating method is to covalently bind polymers such as polyacrylamide or 
poly(vinyl alcohol) to capillary walls [17]. Chemically coated capillaries are widely 
used and are available commercially. The preparations of this capillary type often 
involve several chemical reactions that may cause large variances between capillar-
ies. In addition, these coatings are usually stable in restricted pH ranges and have 
limited lifetimes. Noncovalent capillary coatings are simply formed by treating the 
capillary with one or more charged polymers that are physically adsorbed onto 
internal walls. Initially, positively charged monolayer coatings of polybrene [18], 
polyethyleneimine [19], or poly(diallyldimethylammonium chloride) [20] were 
used. More recently, noncovalently bilayer-coated capillaries prepared by add 
anionic polymer to cationic polymer-coated capillary have been reported to be 
long-lived and to have an EOF that is stable over wide pH ranges (2–11) [21]. 
Katayama et al. reported on the use of a polymeric bilayer of polybrene and dextran 
sulfate for the separation of some model proteins [22]. Catai et al. demonstrated 
the use of capillaries coated with a bilayer of polybrene and poly(vinyl sulfonate) 
for the fast, highly reproducible, and effi cient analysis of peptides and proteins [23, 
24]. Another way of coating capillaries is to add the coating agents (usually low-
molecular-weight compounds such as amines and surfactants) to the separation 
buffer for the dynamic coating of the inner capillary surface [25].
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Sodium Dodecyl Sulfate-Capillary Gel Electrophoresis (SDS–CGE). SDS–
CGE is a capillary-based version of SDS–polyacrylamide gel electrophoresis 
(SDS–PAGE) in the slab gel format, with advantages of shorter analysis times, ease 
of automation, and online detection and quantitation [26, 27]. In SDS–CGE, 
replaceable sieving polymers, such as linear polyacrylamide, poly(ethylene oxide), 
dextran, or pullulan, are used to achieve reproducible separations. These polymers 
permit the replacement of a separation matrix for each sample, thereby eliminating 
cross-contamination between samples and improving reproducibility. Best results 
are often obtained using chemically or dynamically coated capillaries.

For SDS–CGE, proteins are denatured and complexed with SDS before analy-
sis. These SDS–protein complexes are then separated based on their sizes. The 
molecular mass of an unknown protein can be estimated by running protein stan-
dards as well. This assumes that migration is dependent on relative mass, on the 
basis of the following two assumptions. First, all SDS–protein complexes have the 
same charge-to-mass ratio in the presence of excess SDS (∼1.4 g of SDS/1 g of 
protein). Second, the SDS–protein complexes have similar shapes, and thus, their 
sizes are linearly related to their molecular masses. However, these assumptions 
are not valid for some classes of proteins, e.g., basic proteins, hydrophobic mem-
brane proteins, and glycoproteins, because deviations from predicted charge-to-
mass ratio are often observed for their SDS–protein complexes. For example, basic 
proteins have lower charge-to-mass ratios because of the presence of positively 
charged amino acids, whereas hydrophobic membrane proteins have larger charge-
to-mass ratios. Moreover, in the case of glycoproteins, the carbohydrate moieties 
do not bind with SDS, and this lowers the charge-to-mass ratio, leading to a 
decreased migration and overestimation of molecular mass [3, 28]. Figure 5.1-3 
shows the SDS–CGE result for ricin toxin purifi ed from the seeds of the castor 
bean (Ricinus communis) [29], in which two peaks of ricin toxin were partially 
separated, while only a single band appeared in the SDS–PAGE gel. Two peaks 
were identifi ed to be ricin glycoform isomers with identical protein sequences but 
with different carbohydrate contents. When the molecular masses of two peaks 
were determined with a calibration curve made by protein standards (MW 14–
200 kDa), they were signifi cantly higher than those measured by matrix-assisted 
laser desorption/ionization time-of-fl ight mass spectrometry (MALDI–TOF MS). 
This shows the slower electrophoretic migration of glycoproteins in SDS-based gel 
electrophoresis compared with that of standard proteins. However, the presence of 
carbohydrate may improve the resolution between glycoforms in SDS–CGE [29].

In addition to the estimation of protein molecular mass, SDS–CGE is also the 
common choice for checking the presence of other proteins, protein aggregates, or 
protein degradation products during characterization, purity, or stability studies.

Capillary Isoelectric Focusing (CIEF). CIEF separates peptides and proteins 
according to isoelectric point (pI) differences. Proteins that differ by 0.005 pI units 
or even less have successfully been separated by CIEF. The sample is normally 
mixed with ampholytes (zwitterionic compounds), which have slightly different pI
values spanning the desired pH range and act as a strong buffer at their pI values 
and then the capillary is fi lled with this mixture. The capillary inlet is placed in a 
vial containing acidic solution (anolyte) and the capillary outlet in a basic solution 
(catholyte), before applying an electric fi eld. A pH gradient is quickly formed by 



the ampholytes ranging from low to high pH along the entire capillary length. 
According to their electrophoretic mobilities, proteins migrate to their pIs in the 
capillary where they are focused into very sharp zones. The overall focusing process 
can be monitored by observing current changes, which approach zero when ion 
movement inside a capillary stops. The CIEF process can be performed in one or 
two steps. One-step CIEF is performed in an uncoated capillary and usually 
employs polymers such as hydroxypropyl methyl cellulose or hydroxyl ethyl cellulose 
in order to reduce but not eliminate EOF [30]. At this point, either migration past 
a detection window or whole-column imaging is needed to visualize the separation 
[31]. In two-step CIEF, proteins are fi rst focused in a coated capillary to eliminate 
EOF and then mobilized by adding a salt (sodium chloride) to the catholyte or by 
applying pressure to the capillary inlet (anolyte) [32, 33]. In general, the two-step 
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Figure 5.1-3. SDS–CGE electropherograms of molecular weight standard marker (14–
200 kDa) (A) and ricin toxin glycoprotein under nonreducing conditions (B). The right 
insert is an enlargement of ricin peaks in SDS–CGE, presenting the partially separated two 
peaks (Rs = 0.74) compared with only a single band shown in the SDS–PAGE gel. (Reprinted 
from Ref. 29, with permission.)
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method is preferred because it provides a much higher reproducibility [34]. As 
CIEF is usually run from positive to negative polarity, the most basic proteins pass 
the detector fi rst. Absorbance must be monitored at UV 280 nm to avoid the strong 
absorption of ampholytes at lower wavelengths. The use of a coated capillary is 
required for high resolution because EOF interferes with maintenance of focused 
zones.

The estimation of pI in CIEF needs appropriate pI markers. Synthetic peptide 
and oligopeptide pI markers for CIEF with UV absorption detection have been 
developed [34]. Shimura et al. proposed a set of 16 synthetic oligopeptides as pI
markers for CIEF that are fully compatible with UV detection [35]. Figure 5.1-4A 
shows the CIEF separation of 16 pI markers ranging from pH 3.38 (peptide number 
43) to 10.17 (peptide number 28). Figure 5.1-4B is an enlargement of the region 
between 9 and 11 min, showing partial resolution of high pI markers and the overlap 
between peptide numbers 28 and 29 due to a lack of extension of the pH gradient 
toward more alkaline pH values. CIEF produces the best resolution for proteins 
and peptides among the CE separation modes, and it is a powerful tool for resolv-
ing modifi ed proteins, for characterizing microheterogeneity, and for identifying 
glycoforms [36]. CIEF has also been found to be a powerful tool in proteomics 
studies [37].

Micellar Electrokinetic Capillary Chromatography (MEKC). MEKC separation 
is based on the partition of analytes between micelles and the surrounding aqueous 
phase [38]. This technique can be considered a type of chromatography where the 
stationary phase is essentially mobile and the mobile phase is electro-osmotically 

A B

Figure 5.1-4. CIEF separation of the peptide pI markers ranging from pH 3.38 (peptide 
#43) to 10.17 (peptide #28). (B) Enlargement of the portion from 9 to 11 min of (A). 
(Reprinted from Ref. 35, with permission.)



pumped. The micellar phase is composed of a surfactant added to the buffer above 
its critical micellar concentration (CMC). The most commonly used surfactants 
are SDS, bile salts, and hydrophobic chain quaternary ammonium salts. In general, 
neutral or alkaline buffer solutions are used to create a strong EOF that moves 
even anionic micelles in the capillary toward the cathode.

MEKC has been applied with great success to the analysis of a variety of small 
molecules. However, relatively few protein applications have been found for MEKC 
[39, 40], which may be because most proteins (>MW 5000) are too large to par-
tition into the hydrophobic core of micelles. However, proteins can associate 
with micelles through hydrophobic, hydrophilic, and electrostatic mechanisms, and 
these interactions have been exploited to manipulate protein separation using 
MEKC [41]. By manipulating these protein–micelle interactions using the vari-
ables, such as surfactant concentration, pH, ionic strength, and the addition of an 
organic modifi er, MEKC has been demonstrated to resolve proteins with minor 
structural variations and to allow the quantitative analysis of proteins present in 
complex matrices [3].

Capillary Electrochromatography (CEC). Capillary electrochromatography 
(CEC) is a hybrid technique of CE and HPLC that is generally carried out using 
packed capillary columns by the electro-osmostically driven mobile phase at high 
electric fi eld strength. CEC has been rapidly developed in recent years as it has 
combined advantages of both techniques, i.e., the high selectivity of HPLC and the 
high effi ciency of CE, with minimum consumption of both reagents and samples, 
and good compatibility with mass spectrometry [42]. The separation mechanism 
involved is based on chromatographic retention, and for charged analytes, on a 
combination of this and electrophoretic mobility. Initially, CEC was mainly used 
to separate neutral compounds such as polyaromatic hydrocarbons. Recently, 
the successful development of CEC column technology and improvements in 
instrumentation have encouraged research on CEC for peptide and protein 
separations [43]. Various capillary columns have been used for peptide and protein 
analysis, including packed capillaries, open-tubular capillaries, and monolithic 
columns.

In addition to the use of octadecylsilane (ODS) as a stationary phase, sulfonated 
poly(styrene-divinylbenzene), poly(2-sulfoethylaspartamide)-silica, open tubular 
silica, porous styrenic sorbents and octadecylsilica, pentofl uorophenylsilica, trycon-
tysilica, octadecylsilica, acrylate-based porous monoliths, and wide-pore stationary 
phases have been recently investigated [44, 45]. CEC separations using monolithic 
columns are being actively investigated because the stationary phases are easily 
prepared and supporting frits are unnecessary. In monolithic columns, the station-
ary phase is covalently bound to inner capillary walls. CEC separations of peptides 
and proteins in monolithic columns are usually performed in counter-directional 
mode; i.e., peptides and proteins migrate electrophoretically in a direction opposite 
to the EOF [46, 47].

Recently, a great deal of interest has been shown in the combination of CEC 
and mass spectrometry (MS) because CEC is considered to overcome many of the 
limitations of other CE techniques [48–50]. When combined with electrospray 
ionization (ESI)–MS, CZE is limited to a small number of buffer systems and 
suffers from low sample loading capacity. MEKC has relatively poor selectivity and 
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diffi cult compatibility with MS because it requires the use of high surfactant con-
centrations. In contrast, CEC has good compatibility with MS, selectivity, sample 
loading capacity, and general applicability.

5.1.2.4 Detection

In the CE system, peptides and proteins are typically detected by UV absorbance, 
laser-induced fl uorescence (LIF), or MS. UV absorbance is the most widely used 
detection method, but when higher sensitivity is required, LIF or MS are preferred. 
Recently, MS is being increasingly used to detect peptides and proteins separated 
by CE with the improvement of proteomics research.

UV Absorbance. UV detection of peptides and proteins is mostly performed at 
200–220 nm, where the absorption is proportional to the number of peptide bonds, 
but sometimes around 254 or 280 nm, where the detection is based on the absorbance 
of the aromatic residues such as tryptophan, tyrosine, and phenylalanine. This 
detection method is most commonly used, but it has low sensitivity, which is a major 
disadvantage for the detection of analytes present at low concentrations. In CZE, 
UV detection is limited to micromolar or submicromolar concentrations for peptides 
and proteins. Several capillaries have been designed to improve the sensitivity in 
CE: (1) a rectangular capillary extended in the direction of the light path [51], (2) 
a Z-shaped capillary [52], and (3) a bubble cell capillary with an locally enlarged 
diameter in the detection region [53]. These capillaries help somewhat to improve 
sensitivity, but practical diffi culties of availability and implementation into existing 
instruments remain.

Laser-induced Fluorescence (LIF). Fluorescence is inherently a sensitive detection 
method with lower detection limits than UV absorbance detection. In addition, 
fl uorescence detectors are selective because only fl uorescing molecules are detected. 
Typical detection limits of fl uorescence detection lie in the range 10−7–10−9 M. The 
light sources used are usually deuterium, tungsten, or xenon lamps. Lasers are also 
good sources of high-intensity radiation and are used for LIF detection. LIF is the 
most sensitive detection method in CE. Detection limits of LIF have been reported 
to fall in the range 10−18–10−21 M [54–56]. A variety of lasers have been employed 
for the detection of peptides and proteins, which include Nd:YAG, argon ion, 
helium–cadmium, and helium–neon lasers. As proteins containing aromatic amino 
acid residues (tryptophan, tyrosine, and phenylalanine) have native fl uorescence 
around 310 nm, the intrinsic fl uorescence has been directly measured using Nd:
YAG at 266 nm or helium-cadmium at 320 nm as a laser source [57, 58]. However, 
these systems are expensive and the helium–cadmium lasers have a problem of 
short lifetimes [59]. The most popular lasers for the detection of peptides and 
proteins are argon lasers at 488 and 514 nm and helium–neon lasers at 544, 593, 
and 633 nm that are relatively inexpensive, stable, and compact. However, they are 
often not suitable for exciting most proteins to induce native fl uorescence. To 
overcome this disadvantage, the labeling of the molecules with a suitable fl uorescent 
dye is required via pre-column, on-column, or post-column. Several fl uorescence-
labeling reagents are commercially available and conveniently used for peptides 
and proteins. Rhodamine, solvatochromic dyes (SYPRO Red, Nile Red), and 



Albumin Blue 580 have been used to form stable and highly fl uorescent complexes 
with proteins [59].

Mass Spectrometry (MS). MS is an important and powerful detection tool for the 
characterization of peptides and proteins by CE, as evidenced by recent developments 
of CE–MS methodology and its applications [60, 61]. MS detection considerably 
enhances the utility of CE by providing information about the identity of the 
separated molecules. The availability of CE–MS is also highly desirable for purity 
and stability studies of peptide and protein drugs. Especially, in proteomics, 
peptidomics, and peptide mapping, the importance of both on- and offl ine coupling 
of MS with CE separations of peptides and proteins is greatly growing [62].

The introduction of soft ionization techniques such as ESI and MALDI brought 
tremendous progress in on- and offl ine characterization of electrophoretically sepa-
rated peptides and proteins by MS [50]. Combination of CE with MS techniques 
allows not only high-accuracy molecular mass determination of peptides and pro-
teins separated by CE, but also it provides important structural data on amino acid 
sequence, the sites of posttranslational modifi cations, peptide mapping, and the 
noncovalent interactions of peptides and proteins.

ESI forms gaseous ions by applying a strong electric fi eld to a fi ne spray of their 
liquid solutions. It allows the generation of multiply charged ions, which enables 
the detection of very large molecules even with instruments having a low mass 
range. The multiply charged peaks can be transformed into a singly charged peak 
by mathematical deconvolution, which enables the determination of the molecular 
weight of the original species. ESI is the preferred mode for online coupling CE 
with MS because molecules can be transferred directly from the capillary to the 
mass spectrometer via an interface. Three types of interfaces, i.e., sheathless, 
liquid–junction, and coaxial liquid sheath-fl ow, have been constructed for CE–
ESI–MS coupling [63].

In MALDI, the analyte is cocrystalized with the matrix (small organic com-
pounds having strong absorbance in the laser wavelength) and a laser beam is 
directed onto this crystal, causing vaporization of the matrix and desorption of the 
ions. The main advantage of MALDI is the generation of predominantly single-
charged molecular ions of even macromolecules with a molecular mass up to 
300 kDa with the exact determination of molecular mass with accuracy of ±0.1%. 
Therefore, the MALDI–MS is a more attractive option for the characterization of 
heterogeneous samples [7]. The MALDI–MS is combined with CE separations of 
peptides and proteins more in an offl ine mode than with an online liquid sample 
delivery connection [64]. In offl ine mode, fractions separated from the CE are 
collected and deposited on a MALDI target in the form of spots for MS analysis. 
Recently, approaches for the online coupling of CE with MALDI–MS have been 
developed to minimize sample handling and potential losses [65, 66].

5.1.3 APPLICATIONS

In pharmaceutical biotechnology, the development of analytical procedures to 
validate identity, strength, quality, and purity of biopharmaceutical products is one 
of the most important issues for the production of highly specialized biotechnology 
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products, as described in the U.S. Food and Drug Administration’s (FDA’s) current 
Good Manufacturing Procedures (cGMP) requirements for drugs (Title 21 of the 
Code of Federal Regulations, Parts 210 and 211). In this chapter, we discuss the 
use of CE to assess the identity, purity, heterogeneity, and stability of peptides and 
proteins, and its applications of CE in proteomics research.

5.1.3.1 Identity Determination

The identity of peptides and proteins can be determined by specifi c activity assays, 
determination of amino acid composition and sequence, and assessment of such 
physico-chemical parameters as molecular mass and pI. Several CE techniques 
have been used for the identity of peptides and proteins, which include peptide 
mapping by CZE or CEC, CIEF for the determination of protein’s pI, SDS–CGE 
for the determination of relative molecular masses of proteins, and CE–MS for 
direct molecular mass assignment of peaks separated by CE.

Traditionally, IEF and SDS–PAGE in slab gel systems have been routinely used 
to confi rm the identity of the proteins. CE formats, CIEF and SDS–CGE, offer 
fast and reproducible separations and direct online detection without the need 
of staining and destaining procedures used in slab gel techniques. As a typical 
example, Hunt et al. showed CIEF and SDS–CGE methods for the qualitative 
analysis of recombinant humanized monoclonal antibody HER2 (rhuMAbHER2) 
[67]. The CIEF separated fi ve charged isoforms of rhuMAbHER2 with estimated 
pI values in the range of 8.6–9.1. These results agreed well with the pI values 
determined on slab gel IEF. In SDS–CGE, the expected molecular masses of intact 
rhuMAbHER2 under nonreduced conditions and its heavy-chain and light-chain 
fragments under reduced conditions were identifi ed with good correlation with 
SDS–PAGE analysis. This study demonstrated the feasibility of replacing the slab 
gel techniques with CE methods in a quality control environment.

CE–MS. In SDS–PAGE, the molecular mass of proteins is estimated based on 
comparison with reference proteins with relatively poor accuracy of ±5–10% [68]. 
When proteins are extracted from slab gels and subsequently transferred to ESI–
MS or MALDI–MS, the mass accuracy somewhat improves, but the methodology 
still suffers from the interferences originated from gel [50]. Frequently, accurate 
molecular mass determination is necessary especially for the identifi cation of 
unambiguous peptides and proteins. Since its introduction in 1987 by Olivares 
et al. [69], CE coupled to MS has gained increasing attention in peptide and pro-
tein research because of the CE ability to separate analyte from complex mixtures 
with high effi ciency and minimal sample consumption. In CZE–ESI–MS, 
mass accuracies down to 0.0008% have been realized for model mixtures of 
proteins [70].

Tsuji et al. reported CZE–ESI–MS for the analysis of recombinant bovine and 
porcine somatotropins (rbSt and rpSt) [71]. The average molecular masses of rbSt 
and rpSt were determined to be 21,812.6 and 21,798.3, which were nearly identical 
to the theoretical values of 21,812.0 and 21,797.9, respectively. Yeung et al. reported 
on the CE–ESI–MS method for the analysis of high-mannose glycoproteins, ribo-
nuclease B, and recombinant human bone morphogenetic protein-2 [72]. CE 
separations were performed with 50-mM beta-alanine buffer (pH 3.5) in a 



polyacrylamide-coated capillary and a coaxial sheath–liquid interface was used for 
CE–MS coupling. The identities of glycoform peaks separated by CE were deter-
mined by the combination of UV and MS detection data without the need of oli-
gosaccharide release or derivatization treatments.

Na et al. reported on an offl ine combination of CZE and MALDI–TOF MS for 
the identifi cation of salmon calcitonin (sCT) acylation products formed in the 
degrading poly(lactic-co-glycolic acid) (PLGA) microsphere formulations [64]. As 
shown in Figure 5.1-5, the peptides extracted from sCT microspheres incubated in 
drug release medium were analyzed by both CZE with UV detection (200 nm) and 
MALDI–TOF MS. After the incubation, the additional peak was observed in CE 
(Figure 5.1-5c) and mass peaks of m/z 3491.15 and 3549.16 except the intact sCT 
were presented in MALDI–TOF MS spectrum (Figure 5.1-5d). The identities of 
two peaks separated in CE (Figure 5.1-5c) were confi rmed by reanalysis of each 
peak fraction using MALDI–TOF MS, which was also used for the quantitation of 
peptide loaded into microsphere formulations [73].
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(A) (B)

(C) (D)

Figure 5.1-5. CZE and MALDI–TOF MS analysis of sCTs extracted from microsphere at 
0 day (A and B) and 21 days (C and D) of incubation in release medium at 37°C. In the CE 
electropherogram, peak 1 is native sCT and 2 represents the degradation products. 
(Reprinted from Ref. 64, with permission.)
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Recently, a variety of peptides and proteins were analyzed by CE–MS tech-
niques, which include CZE–MALDI–TOF–MS, CZE–ESI–MS, CIEF–ESI–MS, 
and CEC–ESI–MS. Their applications are well summarized in a recent review 
paper [50].

Peptide Mapping. Peptide mapping is an important tool for protein identif-ication, 
primary structure determination, the detection of posttranslational modifi cations, 
the identifi cation of genetic variants, and the determination of glycosylation and/or 
disulfi de sites. For these reasons, peptide mapping is widely used for quality control 
and for the characterization of recombinant DNA-derived products. Moreover, the 
high resolution of CE makes it a powerful peptide mapping technique.

Rush et al. (1993) reported on the CE-based peptide mapping of recombinant 
human erythropoietin (EPO) derived from Chinese hamster ovary (CHO) cells. 
Using 100-mM heptanesulfonic acid in 40-mM sodium phosphate buffer (pH 2.5) 
as a separation buffer, this technique showed a baseline separation of 16 tryptic-
digested peptides with one partial separation of two peptides [74]. This peptide 
map demonstrated the structural differences between the glycosylated form 
expressed in CHO cells and the non-glycosylated form expressed in E. coli, and it 
provided information on the heterogeneity in glycoforms of EPO. Zhou et al. pre-
sented the results of the CE–ESI–MS analysis of tryptic digests of EPO, and they 
found that the technique is complementary to HPLC–ESI–MS [75]. Boss et al. 
reported on an evaluation of CE–MS for the peptide mapping of EPO [76]. In this 
study, tryptic-digested peptides were fi rst separated by reversed-phase (RP)–HPLC 
and collected fractions were analyzed by offl ine and online CZE–MS experiments 
employing a capillary coated with Polybrene in the presence of polyethylene glycol 
and 0.67-M formic acid as a separation buffer.

Despite the impressive ability of CE to separate peptides, a complete separation 
of all digested peptides is unlikely to be achieved because of the highly complex 
natures of the peptide maps of large proteins. Recently, multidimensional separa-
tions, such as two-dimensional (2D) electrophoresis, HPLC–CZE, HPLC–MS, 
CZE–MS, and HPLC–CZE–MS, have been applied for complete resolution of 
highly complex peptide mixtures [77]. A sequential offl ine combination of RP–
HPLC and CZE was used for the peptide mapping of pepsin isoenzymes, recombi-
nant human tissue plasminogen activator, cytochrome c, and myoglobulin [78–80]. 
Kang et al. presented unique “fi ngerprint” peptide maps of two closely related pro-
teins, β-lactoglobulins A and B, by combining CZE separations performed in four 
different channels and MEKC separations performed in two different channels in a 
96-capillary array [81]. He et al. developed a novel multiplex CE system for the high-
throughput comprehensive peptide mapping of proteins [82]. By using multiple sepa-
ration conditions using six CZE buffers and two MEKC buffers in a 20-capillary 
array, the peptide fragments of proteins digested by three different enzymes were 
readily resolved and showed unique fi ngerprints. These 20 capillaries were moni-
tored simultaneously at 214 nm using a single photodiode array detector, and the 
overall analysis time from reaction to detection was about 40 min.

5.1.3.2 Purity Control

Purity control is necessary on peptide and protein products for process and quality 
control purposes [83–85]. Minor amounts of impurities and degradation products 



must be determined in the presence of much larger quantities of primary compo-
nents. These components may be structurally very similar to the main component. 
CE can be applied as a sensitive control method for such determinations because 
it provides rapid and accurate qualitative and quantitative data on peptide and 
protein preparations.

Peptide Purity. Peptide purity checks have been routinely performed by RP–
HPLC. Recently, CE has increasingly been used as a versatile technique for the 
analysis of peptide drugs in the pharmaceutical industry [84]. Because of the 
different separation mechanisms, CZE is recognized as an excellent complementary 
tool to RP–HPLC. CZE separates the peptide based on differences in mass-to-
charge ratios, whereas RP–HPLC separation is per-formed based on hydrophobicity 
differences. Peptides with similar hydro-phobicities, which are diffi cult to be 
separated by RP–HPLC, can often be resolved based on charge-to-mass ratio 
differences. Therefore, peaks that appear pure by RP–HPLC are often resolved in 
multiple peaks by CZE. Moreover, CZE requires only nanoliter quantities of 
sample so that almost all of the sample can be used for subsequent sequence 
analysis.

Ridge and Hettiarachchi reported on CZE separations of bradykinin and its 
impurities using phosphate buffers at various pH values (pH 2.5, 3.5, and 4.5), 
which were not fully resolved by HPLC [86]. When buffer pH was increased from 
2.5 to 4.5, several impurities were well separated from the major peak of bradyki-
nin. In purity checks of peptide, the similar superiority of CZE over RP–HPLC 
is also found in publications by Chen et al. [87], Hettiarachchi et al. [88], and 
Moumakwa et al. [89].

Protein Purity. During the production of recombinant proteins, process monitoring 
is required to assure purity levels required in every step. The recovery and 
purifi cation of product from fermentation broth typically involve various procedures, 
such as fi ltration, centrifugation, and chromatography. After each purifi cation and 
fi nal step, constituent levels must be determined to ensure that the desired levels 
of purity have been achieved. In addition to its control function, this purity 
information is also frequently used to further optimize purifi cation processes. CZE 
and SDS–CGE can be mostly used for the purity checks of protein products.

Several CZE methods were reported for the purity determinations of recombi-
nant human insulin. Human insulin consists of two peptide chains, A (21 amino 
acids) and B (30 amino acids), which are connected by two disulfi de bonds. To 
determine the purity of insulin, two main degradation products, acidic and neutral 
desamido-insulin (desamidated at positions A-21 or A-21 and B-3, respectively), 
should be separated from the main compound [90]. According to U.S. Pharmaco-
poeia (USP), the relative amount of desamido insulin must not exceed 3% of the 
total amount of insulin and desamido insulin [91].

A CZE method for the separation of insulin and its deamidation products with 
untreated fused-silica capillaries using a run buffer containing 2-(N-cyclohexyl-
amino) ethanesulfonic acid (CHES), triethylamine, and 10% acetonitrile has been 
reported [90]. This system separated acidic and neutral desamido-insulin in for-
mulated human insulin with the relative standard deviation (RSD) of the migration 
times ≤1%, whereas RP–HPLC coeluted the neutral desamido-insulin with insulin. 
Sergeev et al. described an analytical scheme for monitoring recombinant human 
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insulin during the various steps of its production [92]. The CZE method has been 
included, together with narrow-bore HPLC and MALDI–TOF MS, in the analyti-
cal scheme for monitoring the production of recombinant human insulin. Combina-
tions of these complementary techniques allowed us to obtain unambiguous 
information about the purity and primary structure of all intermediates of recom-
binant human insulin production, and they enabled the optimization of some 
process parameters. Figure 5.1-6 shows the result of a CZE analysis performed to 
check the purity of insulin purifi ed by ion-exchange chromatography. This CZE 
analysis showed the presence of several impurities from the preparation (Arg-
insulin) and degradation (unidentifi ed desamido-insulins) in the isolated insulin.

SDS–CGE provides an overall composition of a protein sample based on the 
molecular mass, even if it is less suited for the analysis of subtle changes in a protein. 
Thus, SDS–CGE is mainly used to check for the presence of other proteins, protein 
aggregates, or protein degradation fragments in the purity checks.

Hunt and Nashabeh showed the SDS–CGE method with LIF detection for the 
analysis of humanized recombinant IgG1-monoclonal antibody (MAb) [93]. For 
LIF detection, the MAb was fi rst derivatized with a 5-carboxytetramethylrhoda-

A

B

C

Figure 5.1-6. CZE analysis for insulin purity checks in three fractions obtained by ion-
exchange chromatography. This CZE analysis demonstrated the presence of several impuri-
ties (Arg-insulin and desamido-insulins) in the isolated fractions. (Reprinted from Ref. 92, 
with permission.)



mine succinimidyl ester. The derivatized sample was then incubated with SDS, and 
the SDS–MAb complexes were separated by SDS–CGE using a hydrophilic 
polymer as a sieving matrix. The capabilities of SDS–CGE using UV detection or 
LIF detection after derivatization were compared. Figure 5.1-7 shows the results of 
the SDS–CGE analysis by UV detection at 220 nm and LIF detection using argon 
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A

B

Figure 5.1-7. SDS–CGE separations of nonreduced and reduced preparations of a thera-
peutic recombinant MAb. Insets show silver-stained SDS–PAGE traces of the same sample 
preparations (M: monomer, A: aggregate). (A) UV detection of unlabeled samples at 
220 nm. (B) LIF detection of labeled samples at 488-nm excitation and 560-nm emission. 
(Reprinted from Ref. 93, with permission.)
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laser with excitation wavelength of 488 nm and emission wavelength of 560 nm. 
Under reducing conditions, the light and heavy chains originating from the original 
MAb were well separated, and the results of SDS–CGE under both reducing and 
nonreducing conditions generally showed good agreement with band profi les 
obtained by silver-stained SDS–PAGE. SDS–CGE using LIF detection allowed 
the detection of MAbs at a low-nanomolar concentration (∼9 ng/mL), which was 
comparable with silver-stained SDS–PAGE and was a 140-fold increase over SDS–
CGE using UV detection. This improved sensitivity also allowed the detection of 
low-level impurity peaks, which were not detected by UV detection. Repeated 
analysis showed that RSD values for the migration time were below 1%, and the 
RSD of the area of the main peak was lower than 0.6%. These applications dem-
onstrate the usefulness of SDS–CGE–LIF for detecting manufacturing inconsis-
tencies in recombinant protein production.

Several validated CZE and SDS–CGE methods for the purity analysis of pep-
tides and proteins are provided in Table 5.1-2.

5.1.3.3 Heterogeneity Characterization of Glycoproteins

Glycoproteins produced from mammalian expression systems consist of a popula-
tion of glycosylated variants (glycoforms). Glycosylation is one type of posttrans-
lational modifi cation that requires monitoring because variation in the carbohydrate 
composition may signifi cantly alter the properties of a protein such as biological 
activity, pharmacokinetic properties, solubility, and stability. Several CE methods 
have been used for analyzing the intact glycoproteins and monitoring their produc-
tion [3, 101]. Because of simplicity and high resolving capacity based on the charge-
to-mass ratio, CZE has been routinely used for characterizing the heterogeneity of 
glycoproteins. In addition, CIEF has been increasingly used for separation of the 
glycoforms.

Erythropoietin (EPO). EPO is a glycoprotein produced primarily by the kidney 
and the main regulator of red blood cell production [102]. Human EPO consists 
of 165 amino acids that are heavily glycosylated (one O-linked and three N-linked 
carbohydrate chains corresponding to 40% of the molecular mass) [103]. Several 
glycoforms of human EPO exist with different degrees of glycosylation and sialic 
acid residue numbers [104]. Several reports are available on the application of CE 
for the separation of EPO glycoforms, involving different CE modes [105]. Among 
them, CZE and CIEF are the most successful CE modes in this respect. Table 5.1-3 
provides an overview of the CE analyses of EPO glycoforms.

A CZE method for the characterization of the glycoform patterns of pharma-
ceutical EPO is included in the 2002 European Pharmacopoeia, as a substitute for 
the conventional isoelectric focusing test [113]. As shown in Figure 5.1-8, EPO was 
resolved with high resolution into its glycoforms using a separation buffer contain-
ing putrescine (1,4-diaminobutane) and urea [110]. Individual peaks correspond 
to multiple glycoforms with similar overall mass-to-charge ratios [3, 109, 114]. At 
pH 5.5, sialic acid residues are negatively charged and migrate against the EOF, 
and thus the glycoforms are considered to elute in the order of increasing number 
of sialic acid residues [109, 114]. The addition of putrescine to the separation buffer 
leads to a reduction in EOF and solute interaction with the capillary wall. Urea is 
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used to inhibit protein aggregation by preventing the formation of intermolecular 
hydrogen bonds and disrupting hydrophobic and noncovalent interactions [105]. 
Sanz-Nebot et al. described the CZE separation of a novel erythropoiesis-stimulat-
ing protein (NESP), which is a recently approved hyperglycosylated analog of 
human EPO with a long-lasting effect [110]. As NESP, due to its two extra N-linked 
oligosaccharide chains, has a higher sialic acid content than EPO, its glycoforms 
are expected to carry a higher overall negative charge at pH 5.5. As shown in Figure 
5.1-8, NESP glycoforms migrated slower than EPO glycoforms at pH 5.5 and the 
peaks corresponding to NESP glycoforms were only partially resolved. Figure 5.1-9 
shows the infl uence of separation buffer pH on the separation of NESP glycoforms. 
The peak resolution was improved at lower pH condition, which may be due to the 
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Figure 5.1-8. CZE separation of EPO and NESP glycoforms using a separation buffer 
containing 0.01-M Tricine, 0.01-M NaCl, 0.01-M NaAc, 7-M urea, and 2.5-mM putrescine 
(pH 5.5 adjusted with 2-M acetic acid) with bare fused-silica capillary (68.5 cm × 50 μm). 
(Reprinted from Ref. 110, with permission.)
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Figure 5.1-9. Effect of separation buffer pH on the separation of NESP glycoforms. The 
compositions of separation buffers are the same as Fig. 5.1-8, and the pH value was adjusted 
with 2-M acetic acid. (Reprinted from Ref. 110, with permission.)

lower pI of NESP compared with EPO. At pH 4.5, the seven peaks of NESP 
glycoforms were resolved to baseline.

CIEF is an important technique for analyzing the charged variants of EPO 
glycoforms on the basis of sialic acid content differences. Cifuentes et al. showed 
that EPO glycoforms could be resolved by using a mixture of broad and narrow 

APPLICATIONS 493



494 CAPILLARY SEPARATION TECHNIQUES

pH-range ampholytes and by adding urea to the EPO sample [111]. The separation 
and quantifi cation of seven EPO glycoforms with apparent pI values of 3.78–4.69 
was accomplished using an optimized hydrodynamic mobilization method. Com-
pared with conventional gle-IEF, better resolution was obtained in a shorter time. 
Lopez-Soto-Yarritu et al. described an improved CIEF method for the separation 
of EPO glycoforms with neutral-coated capillaries using ampholytes in the pH 
range 2–10 and bovine β-lactoglobulin-A as an internal standard [112]. CIEF 
analysis of EPO glycoforms was achieved with a migration time reproducibility of 
0.05% and peak area reproducibility better than 3.4%.

Monoclonal Antibodies. Monoclonal antibodies (MAbs) are being in-creasingly 
used for a variety of diagnostic and therapeutic applications. As is the case for 
most recombinant proteins, preparations of MAbs often show considerable hetero-
geneity due to posttranslational modifi cations involving glycosylation. CIEF 
has been widely used for the separation of charged isoforms of several 
MAbs [67, 115–117].

Hunt et al. reported validation of CIEF method for recombinant MAb C2B8 
[115]. As shown in Figure 5.1-10, CIEF separated four isoforms of MAb C2B8. 
Among them, three peaks were identifi ed as charge isoforms present due to incom-
plete C-terminal lysine processing and represent MAb C2B8 with 2 (peak 1), 1 
(peak 2), and 0 (peak 3) C-terminal lysines, respectively. The CIEF method was 
validated in accordance with International Conference on Harmonization (ICH) 
guidelines, and the result demonstrated that it is accurate, precise, linear, and 
highly specifi c for the determination of identity and charge distribution of MAb 
C2B8.

Tang et al. performed a systematic study on the routine analysis of a recombinant 
immunoglobulin G (IgG) by CIEF [116]. The method used a dimethyl siloxane-
coated capillary (DB-1) and a separation matrix of 2% ampholytes in 0.4% 

Figure 5.1-10. CIEF analysis of MAb C2B8. Box inset is a schematic illustration on the 
three C-terminal lysine variants. (Reprinted from Ref. 115, with permission.)



methylcellulose. The composition of various IgG samples with respect to isoform 
content was analyzed and compared quantitatively with gel-IEF. The reproduc-
ibility of the method was examined with the quantitative analysis of IgG sample in 
replicate over 3 days. The RSD of peak areas was below 2% intraday and 8% 
interday. The RSD for the mobilization times was below 1% intraday and 3% 
interday. Separation variability was examined over 150 runs. During this period, 
reproducible migration times and good resolution without peak shape deterioration 
were observed. This type of robustness demonstrates the potential of the CIEF 
method as a useful routine analysis tool.

Kats et al. employed the MEKC method to separate isoforms of chimeric MAb 
BR96 [118]. In the range from pH 2 to 12, MAb BR96 was separated into one to 
fi ve isoforms by MEKC using a 12-mM borate buffer (pH 9.4) containing 25-mM 
SDS in uncoated capillary. Kats et al. further applied MEKC to separate structur-
ally similar isoforms of a single-chain immunotoxin fusion protein BR96-sFV-
PE40 using a 12-mM borate buffer (pH 9.6) containing 16-mM cholic acid [119].

Table 5.1-4 summarizes CE applications for the characterization of charge-based 
heterogeneity of several MAbs.

5.1.3.4 Stability Study

Peptides and proteins are complex molecules containing many functional groups, 
which can undergo a variety of degradation reactions, such as oxidation, reduction, 
deamidation, hydrolysis, arginine conversion, β-elimination, and racemization of 
amino acids [120]. Proteins further undergo physical changes in the secondary, 
tertiary, and quaternary structures [121]. These degradation reactions can alter the 
conformation, size, charge, and hydrophobicity of the peptides and proteins, thereby 
affecting the biological activity or even leading to formation of toxic compounds. 
As is recognized by the ICH guidelines for stability testing of biotechnological 
products, the monitoring of the stability of pharmaceutical peptides and proteins 
is of the utmost importance in the aspects of quality control and safety. CE has 
been used as a powerful tool for monitoring of stability and degradation of peptides 
and proteins in various conditions [122].

The high resolving power of CZE could be used for monitoring the stability and 
degradation reactions of peptide and protein products. Hoitink et al. applied CZE–
MS for a stability study of goserelin, a luteinizing hormone-releasing hormone 
analog [123]. Using a 10% acetic acid as running buffer, high-resolution separation 
was obtained. In a stability study of goserelin at pH 5 and 9, the degradation of the 
C-terminal semi-carbazide group was observed. Lai et al. used CZE for the separa-
tion of asparagines-containing hexapeptide and its deamidation products and 
applied this method to a peptide stability study in the presence of polymers [124]. 
The offl ine CZE/MALDI–TOF MS combination has been used to monitor the 
stability of sCT, human parathyroid hormone 1-34 (PTH), and leuprolide in bio-
degradable PLGA microsphere formulations [64]. Figure 5.1-11 shows CZE moni-
toring of the sCT stability in the PLGA microspheres incubated in a 10-mM 
phosphate buffer saline (pH 7.4) containing 0.02% Tween 80 and 0.02% sodium 
azide at 37°C. CZE separations were performed using a 100-mM phosphate buffer 
(pH 2.5) in polyacylamide-coated capillary with UV detection at 200 nm. During 
the in vitro drug release study, intact sCT peak rapidly decreased, whereas the 
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additional peaks predominantly appeared after 28 days of incubation. MALDI–
TOF MS data supported CE results with good correlation.

SDS–CGE can be also a useful stability-indicating method because it detects 
changes in fragmentation of proteins. Hunt et al. demonstrated that SDS–CGE 
could detect peaks resulting from the fragmention and aggregation of MAb HER2 
when incubated at 37°C for 27 days [67]. Hunt and Nashabeh showed the potential 
of SDS-CGE for the separation and detection of proteolytic and deglycosylated 
fragments generated from MAbs [93].

5.1.3.5 Characterization of PEGylated Peptides and Proteins

The covalent attachment of PEG, PEGylation, is a well-established technique of 
overcoming several problems associated with the therapeutic uses of proteins. This 
technique has demonstrated reduced immunogenicity, extended circulating half-
life, and improved stability for these therapeutic agents [125–127].

In general, the PEGylation process results in molecular heterogeneity with 
respect to the distribution in terms of number and positions of attached PEG 
molecules as well as the inherent polydispersity of PEG itself [128]. Therefore, 
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Figure 5.1-11. Monitoring of sCT stability in degrading PLGA microsphere formulations 
by CZE and MALDI–TOF MS. In CE, “A” represents the acylation products of sCT. 
(Reprinted from Ref. 64, with permission.)
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PEGylated molecules are among the most challenging products in analytical bio-
chemistry, and their characterizations are becoming more important because these 
heterogeneities may confer different biological properties [129, 130]. When devel-
oping PEGylated biomolecules as therapeutic agents, various points should be 
considered, including the characterization of starting materials (i.e., proteins and 
PEG molecules), the determination of PEGylation sites, and the stoichiometry of 
PEG attachment [131]. The consistency of each preparation should also be estab-
lished. For well-characterized PEGylated biomolecules, it is important to develop 
and validate suitable analytical techniques that enable consistent manufacturing 
processes to be established. Table 5.1-5 provides an overview of the applications of 
CE methods for the characterization of PEGylated peptides and proteins.

Cunico et al. described a charge-reversed CZE method for the analysis of 
PEGylated proteins [132]. A removable coating using ethylene glycol was applied 
to allow the negative capillary surface charge to be made positive, to prevent the 
protein adsorption to the capillary wall. Using this coated capillary, six different 
PEGylated molecules were characterized.

Bullock et al. characterized PEGylated superoxide dismutase (SOD) by CZE 
using a low-pH separation buffer (pH 2.05) [133]. At low pH, protein molecules 
are completely protonated and the charge differences between individual PEG-
mers (i.e., mono-, di-, or tri-PEGmers) are minimized due to neutralization of 
lysine residues modifi ed by PEG attachment. This results in a predominantly size-
based separation of PEGylated proteins. Under low pH conditions, PEG–SOD 
conjugates were size-dependently separated and the separation pattern was very 
similar to the MALDI–TOF MS spectrum.

Li et al. used a semi-aqueous phosphate buffer (pH 2.5) of acetonitrile-
water (1 : 1, v/v) to improve the resolution of PEGylated proteins [134]. They found 
that acetonitrile was mainly responsible for the good resolution observed, and 
this was attributed to reduced protein adsorption to the inner wall of the silica 
capillary used.

Na et al. determined PEGylation sites in three positional isomers of mono-
PEGylated salmon calcitonins (mono-PEG-sCTs) using CZE-based peptide 
mapping analysis [135]. The resistance of PEGylation sites to proteolytic degrada-
tion resulted in different CE electropherogram patterns for tryptic digested mono-
PEG–sCT isomers, and PEGylation sites were assigned accordingly and confi rmed 
by MALDI–TOF MS.

Na and Lee reported on the characterization of PEGylated human parathyroid 
hormone (PEG–PTH) using CZE [136]. As shown in Figure 5.1-12, the CZE was 
used to optimize reaction conditions by monitoring the effects of reaction pH and 
the molar ratios of reactants on the PEGylation of PTH. The CZE method also 
allowed for determination of the extent of positional isomers in mono-PEG–PTH 
as well as for the identifi cation of PEGylation sites.

Na et al. applied SDS–CGE to characterize PEGylated interferon alpha (PEG-
IFN) [4]. The method well resolved the PEG–IFN species as well as the native 
IFN. As shown in Figure 5.1-13, four PEGylated IFNs (i.e., mono-, di-, tri-, and 
tetra-PEGylated IFNs) were detected and completely separated by SDS–CGE. 
The distribution of PEGylation reaction mixture in the SDS–CGE was found to 
be almost identical with that obtained by SDS–PAGE with Coomassie blue stain-
ing, although no band corresponding to tetra-PEGylated IFN was visualized. 
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Figure 5.1-12. CZE monitoring of the PEGylation reaction of PTH through control of 
reaction pH (A) and molar ratios of reactants (B). The numbers above peaks represent the 
number of PEG molecules conjugated to PTH (i.e., 1: mono-, 2: di-, and 3: tri-PEGylated 
PTHs). (Reprinted from Ref. 136, with permission.)
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Figure 5.1-13. SDS–CGE and SDS–PAGE of IFNs before (A) and after (B) PEGylation 
reaction. In the SDS–CGE electropherogram, the numbers above the peaks represent the 
number of PEG molecules conjugated to IFN (i.e., 1: mono-, 2: di-, 3: tri-, and 4: tetra-
PEGylated IFNs). (Reprinted from Ref. 4, with permission.) (This fi gure is available in full 
color at ftp://ftp.wiley.com/public/sci_ tech_med/pharmaceutical_biotech/.)



SDS–CGE was also useful for monitoring PEGylation reaction to optimize the 
reaction conditions such as the reaction molar ratio. This study demonstrated 
the potential of SDS–CGE for the characterization of PEGylated proteins with the 
advantages of speed, minimal sample consumption, and high resolution.

5.1.3.6 Proteome Analysis

Analysis of the proteome through the detection and identifi cation of proteins from 
biological samples is gaining importance in the postgenomic era. The most tradi-
tional way to analyze proteome consists of protein separations by 2D gel electro-
phoresis (2-DE) and identifi cations by MS employing ESI or MALDI ionization 
[139]. However, the 2-DE–MS approach remains diffi cult for the detection of pro-
teins expressed at extremely low levels or having extreme pI values or molecular 
masses and sensitivity [140]. In view of the limitations of 2-DE-based techniques, 
a considerable effort has been focused on the development of liquid phase-based 
analytical techniques, such as HPLC and CE, enabling the rapid, broad, and sensi-
tive analysis of complex proteomic samples through the combination with MS or 
tandem MS analysis [5, 62, 141].

Various CE-based techniques have been widely used for proteome analysis, as 
has been described in numerous recent review articles [5, 62, 142, 143]. In addition 
to the complexity of protein samples, the large variation of the protein relative is 
one of the great challenges to the proteome analysis. For the broad proteome 
analysis, including the identifi cation of lower abundance proteins, developments in 
capillary separations capable of providing extremely high resolving power and 
selective analyte enrichment are being highlighted [5]. As the resolving power of 
one-dimensional separation systems is generally not adequate for highly complex 
mixtures, multidimensional separations are becoming increasingly important for 
the comprehensive proteome analysis [7, 77].

Chen et al. developed an online combination system of CIEF with capillary 
RP–HPLC (CRPLC) using a microinjector as the interface for 2D separations of 
complex protein mixtures [144]. The resolving power of a combined CIEF–CRPLC 
system was demonstrated with tryptic digests of proteins from Drosophila salivary 
glands. The overall peak capacity was estimated to be around approximately 1800 
over a run time of less than 8 hours.

Mohan and Lee developed a 2D CE separation system for proteomics by com-
bining CIEF with transient capillary isotachophoresis (CITP)–CZE [145]. 2D 
separation of proteolytic peptides was applied to analyze tryptic digests of model 
proteins, including cytochrome c, ribonuclease A, and carbonic anhydrase II. 
Maximum peak capacity was estimated to be around 1600.

Ramsey et al. have combined MEKC with CZE, using switching of applied volt-
ages to control fraction transport between the separation dimensions [146]. In 
analysis times of less than 15 min, 2D separation of tryptic digests of bovine serum 
albumin produced a peak capacity of 4200 (110 in the fi rst dimension and 38 in the 
second dimension). The system was used to identify peptides from a tryptic digest 
of ovalbumin using standard addition and to distinguish between tryptic digests of 
human and bovine hemoglobin.
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5.1.4 CONCLUSIONS

In biopharmaceutical analysis, CE is becoming the method of choice for the separa-
tion and characterization of peptide and protein pharmaceuticals. As shown in this 
chapter, the application of CE in this area has signifi cantly increased during the 
past decade. The high effi cient separation capability of CE provides an alternative 
and complementary technique to conventional analytical methods that are cur-
rently used to characterize biopharmaceuticals. Diverse separation modes of CE 
have been applied for the identity determination, purity control, heterogeneity 
characterization, stability study, and process consistency of biopharmaceuticals. In 
particular, CE has been recognized as a highly valuable tool for the effi cient sepa-
ration and characterization of the heterogeneous and complex protein products 
such as glycoproteins and PEGylated proteins. Recently, as the fi eld of proteomics 
is becoming increasingly important, the role of CE in the strategy of protein analy-
sis increases, with an emphasis on multidimensional separation and the combina-
tion of mass spectrometric techniques.
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5.2.1 BIOASSAY FOR DETECTING TOXICITY OF TOXINS 
FROM A MICROORGANISM

Some Fusarium mycotoxins and the metabolites of fi lamentous fungi and molds 
occur naturally in a variety of feeds, foodstuffs, crops, vegetables, fruits, water, and 
plants. Ingestion of the contaminative feeds, foodstuffs, crops, vegetables, fruits, 
water, and plants can produce health problems, such as reduced growth, anorexia, 
induced emesis, enhanced proliferation of estrogen-responsive tumor cells, human 
cervical cancer, and premature initial breast development in humans and 
animals. Among the common toxins, verrucarin A, T2-toxin, roridin A, deoxy-
nivalenol (DON), zearalenone (ZEN), fumonisin B1 (FB1), moniliformin 
(MON), microcystin-LR (MCLR), and the toxins from Bacillus thuringiensis
provide a worldwide threat to humans and animals. Based on these facts that the 
lactose-utilizing yeast Kluyveromyces marxianus exhibits well-characterized β-
galactosidase activity and has chromogenic substrates, the toxicants interfering with 
any cellular function required for induction and expression of β-galactosidase gene 
can suppress β-galactosidase activity, DON and fumonisin B can inhibit cell growth, 
the dehydrogenase ensurveyed enzymes involved in mitochondrial functions can be 
inhibited by the toxicants, in axenic culture the melanin precursor overproducer 
mutant strain of the ciliate Tetrahymena thermophila can be grown to high concen-
tration, in protecting plants from the hazardous effects of xenobiotics glutathione 
S-transferase (GST) and glutathione peroxidase (GPX) can play essential roles, 
colorimetric yeast assay [1], ciliate T. thermophila assay [2], MTT assay [3], mortal-
ity and frass production assay [4], and Lepidium sativum assay [5] are established.

5.2.1.1 Colorimetric Yeast Assay for Detecting Trichothecene Mycotoxins

To 50 mL of liquid medium, a single-cell colony of K. marxianus GK1005 (main-
tained routinely and grown on 1% (w/v) yeast extract, 1% (w/v) bacteriological 
peptone, and 2% (w/v) glucose (YPD), solidifi ed when required with 2% (w/v) 
agar) on agar plate is transfered to prepare cultures that are incubated for 16 h at 
35°C and 200 rpm in a rotary incubator. At 560 nm, the absorbance is measured 
to determine cell density, which is calibrated by direct hemocytometer counts. 
Mycotoxins containing sample is dissolved in spectroscopic grade methanol 
to make stock solutions typically at 0.1 mg/mL. Cetyl trimethyl ammonium 
bromide, polymyxin B sulphate, and polymyxin B nonapeptide are dissolved in 
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water, fi lter-sterilized, and kept no more than a day as stock solutions. 5-Bromo-
4-chloro-3-indolyl-β-D-galactopyranoside (X-gal) is dissolved in dimethylfor-
mamide (DMF) at 100 mg/mL and stored at −20°C in the dark, and before each 
assay, it is immediately diluted in aqueous DMF (2 parts water : 3 parts DMF) to 
prepare a working solution of 20-mg/mL X-gal assay. Before use o-nitrophenyl-β-
D-galactopyranoside (ONPGal) is immediately dissolved in water at 4 mg/mL and 
subsequently discarded. Before use, MTT is dissolved in phosphate-buffered solu-
tion (PBS) and fi lter-sterilized to prepare a 5-mg/mL stock solution.

In the wells of a microtiter plate (sterile, fl at-bottomed), 136 μL of growth 
medium consisted of 1% (w/v) yeast extract, 1% (w/v) bacteriological peptone, and 
50-mM glucose—“YPD-50” are mixed with polymyxin B sulphate to give a fi nal 
assay concentration of 15 μg/mL, to which 8 μL of stock solution of mycotoxin 
containing sample or methanol (controls) and 16 μL of yeast inoculum are succes-
sively added to give an initial assay cell density of approximately 2 × 108 cells/mL. 
Blank wells contain 152 μL of medium and 8 μL of methanol. The plate is mixed, 
sealed with a plate sealer, and incubated at 35°C for the duration of the assay, 
during which cell density is regularly monitored at 560 nm. After about 10 h, the 
control (mycotoxin-free) cultures reach the stationary phase; the activity of β-
galactosidase or mitochondrial (MTT-cleavage) in the cultures is assayed.

To each well of the microtiter plate, 5 μL of sodium dodecyl sulfate (SDS) (0.1%, 
w/v) and 3 μL of chloroform are added to permeabilize the cells. For in vivo experi-
ments and experiments examining the effects of different carbon sources, 1 μL of 
100-mg/mL X-gal in DMF are added to each well. For examining the effects of 
altering glucose concentration and inoculum cell density, 5 μL of 20-mg/mL X-gal 
in DMF are added to each well. For methanol and ethanol toxicity experiments 
and the standardized bioassay, 8 μL of 20-mg/mL X-gal in aqueous DMF are 
added. After mixing the contents in the wells, the plates are incubated at 35°C for 
a maximum of 30 min. Using a test fi lter at 666 nm and a reference fi lter at 560 nm, 
the plates are read. β-Galactosidase activity is expressed as product formation 
(A666–A560), as a function of cell density (A560) as well.

After the addition of 16 μL of MTT in PBS to each well and statically incubated 
at 35°C for 4 h, the medium is displaced by 200 μL of dimethyl sulfate (DMSO). 
Thorough mixing and dissolution the MTT-cleavage product is pipeted repeatedly. 
Using a test fi lter at 560 nm and a reference fi lter at 666 nm, the plates are read.

Into 50 mL of the solution consisting of 1% yeast extract, 1% bacteriological 
peptone, and 50-mM lactose, a single colony of K. marxianus GK1005 is inoculated 
and then incubated for 16 h at 35°C and 200 rpm in an orbital shaker. Into each of 
two universal bottles 10 mL of the samples of the culture are transferred, and then 
0.2 mL of chloroform and 0.1 mL of SDS (0.1%, w/v) are added. To permeabilize 
the cells, to one bottle 20 μL of X-gal (100 mg/mL in DMF) are added, and to the 
other bottle 20 μL of DMF are added. In an orbital shaker, both bottles are incu-
bated at 35°C and 200 rpm until in the bottle containing X-gal visible indigo pre-
cipitate is formed, of which the absorption spectrum is determined with DMF 
control sample as a reference.

5.2.1.2 Ciliate T. thermophila Assay for Detecting Trichothecene Mycotoxins

The phenotype characteristics of T. thermophila strain BI3840 are amicronucleated 
(amc), pigment producing (pig), and resistant to 25 μg/mL of cycloheximide (cy-r) 



and mating type IV [6]. The PP210 medium consists of aqueous solution of pro-
teose peptone (2%, w/v), supplemented with 10 μM of FeCl3, 250 μg/mL of strep-
tomycin sulphate, and penicillin G. Mycotoxins containing samples are dissolved 
in propyleneglycol or acetonitrile to make stock solutions at 5 mg/mL. T. ther-
mophila strain BI3840 are grown axenically in PP210 medium for 24 h and main-
tained constantly at 28 ± 1°C. Then the exponential phase cellular suspensions are 
distributed in microtiter plates (100 μL/well). According to the required fi nal con-
centration, different dilutions of the stock solutions of mycotoxins containing 
samples in PP210 medium are added into the cultures (100 μL/well). To each 
100 μl/well of T. thermophila strain BI3840 culture, 100 μl/well of PP210 medium 
without a mycotoxin containing sample is added to obtain one type of control, and 
100 μl/well of PP210 medium plus the highest concentration of the corresponding 
solvent added to obtain another type of control. In all cases, the microtiter plates 
are incubated at 28 ± 1°C for 48 h and the wells with a dark-brown pigmentation 
are considered as the positive growth wells.

5.2.1.3 MTT Assay for Detecting Fusarium Mycotoxins

Caco-2, C5-O, V79 cells (in Dulbecco’s Modifi ed Eagle Medium, DMEM), and 
Chinese hamster ovary (CHO)-K1 cells (in DMEM/F-12) at passage numbers 
between 30 and 50, and HepG2 cells (in Minimum Essential Medium) at passage 
numbers between 80 and 100, are grown as monolayers in 80-cm2 culture fl asks, 
which are harvested when they reach 80% confl uence to maintain exponential 
growth.

Using trypsin ethylenediaminetetraacetic acid (EDTA) (0.25% trypsin and 
1-mM EDTA · 4Na), the cell monolayers in exponential growth are harvested 
and after repeated pipetting the single-cell suspensions are obtained. To 96 
well plates, the single cell suspensions (1 × 102 to 5 × 104 cells per 200 μL medium/
well) are added by serial dilution. The medium are supplemented with 1.5-g/L 
sodium bicarbonate, 0.11-g/L sodium pyruvate, 1% nonessential amino acid, 25-
mM HEPES, 100 U of penicillin/mL, 100 μg of streptomycin/mL, 25 ng of ampho-
tericin B/mL, and 10% fetal bovine serum). Caco-2, C5-O, HepG2 (1 × 104

cells/100-μL medium), CHO-K1, and V79 (5 × 103 cells/100-μL medium) are 
seeded to each well of the 96 well plates and incubated in a humidifi ed atmosphere 
of 5% CO2 at 37°C for 24 h. A mycotoxin containing sample in 100 μL of medium 
is added from high to low concentration to the wells and adjusted to fi nal concen-
tration needed. MTT is dissolved in PBS (5-mg/mL fi nal concentration), fi ltered 
(0.22-μm fi lter), and stored in the amber vials at 4°C for a month. After 48-h and 
72-h incubation, to each well, 25 μL of MTT solution is added and incubated in a 
humidifi ed atmosphere of 5% CO2 at 37°C for 4 h. At the end of the incubation 
period, the media are discarded using a suction pump. The extraction buffer of 
20% (w/v) SDS in a solution of 50% DMF in demineralized water (50 : 50, v/v) is 
prepared at pH 4.7 and fi ltered (0.22-μm fi lter). The buffer in 100 μL of 20% (w/v) 
of SDS [7] is extracted and added into each well to solubilize formazan crystals, 
and the plates are shaked at 37°C overnight. The absorbance is measured at 570 nm 
with 690 nm as a reference wavelength. The positive control contains an adjusted 
seeding cell number in the log phase, of which the culture medium contains 0.1% 
ethanol.
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5.2.1.4 Mortality and Frass Production Assay for Detecting Toxicity of 
Bacterial Strains

B. thuringiensis subsp. tenebrionis and the six unidentifi ed strains of B. thuringi-
ensis, labeled A30, A299, A311, A409, A410, and A429, are grown on nutrient agar 
buffered with an equimolar concentration of KH2PO4 (50 mM, pH 7.0) at 30°C for 
5 days. The bacterial culture consists of vegetative cells, sporangia, spores, and 
crystals. These stages are lyophilized and stored at −20°C. The spore-crystal sus-
pensions of each strain with 1 : 1 in the spore : crystal ratio are used in the toxicity 
assays [8]. The concentration of extractable proteins (the fi nal protein solution is 
referred to as extractable protein) is determined and adjusted to a given concentra-
tion of protein in the crystal-spore mixture. Spore-crystal mixtures are suspended 
in Triton X-100 solution (0.01%, v/v) and washed three times by centrifugation at 
22°C and 11750 g for 3 min. To extract the proteins, the fi nal pellet in a putatively 
selective crystal solubilizing buffer (40.5-mM Na2CO3, 0.5-mM phenylmethylsul-
fonylfl uoride, 0.1-mM dithiothreitol, pH 10.0) is solubilized at 42°C by incubating 
for 2 h and vortexing every 30 min [9]. The suspension is centrifuged (22°C, 11750 g, 
3 min), and the supernatant is assayed for total protein with bovine serum albumin 
as the standard [10]. The laboratory cultures of plants are periodically supple-
mented with pest insects to maintain hybrid vigor. The colony is reared in an 
incubator at 24°C under the light for 16 h and at 16°C in the darkness for 8 h. Abun-
dant food is placed in plastic petri dishes (100 mm in diameter) with moist fi lter 
paper that contains 10 adults, the plastic petri dishes are incubated, and the number 
of frass pellets on fi lter paper is counted daily for 3 days.

Adult mortality and modifi ed frass production assays are used to measure the 
toxicity of the extractable proteins of the bacterial strains against plants [11]. The 
modifi ed frass production assay is regarded as a rapid method to determine 
the specifi city of numerous bacterial strains toxins against pest insect. The food 
cylinders (6 mm in length, 36 mm in diameter, 10 cylinders/plate) of optimum 
medium for insect feeding are cut from foliage homogenate supplemented with 
agar. The cylinders are dipped into distilled water containing different concentra-
tion of the extractable proteins, agitated for 5 s, air-dried, and then coated with test 
spore-crystal suspensions. The concentration of extractable proteins is 75-, 150-, 
225-, and 300-μg protein/mL with distilled water as a control. Three to eight days 
after eclosion, starved adults are collected and added to the diet in petri dishes (15 
× 100 mm diameter) containing moistened fi lter paper (15 adult insects per plate 
per dose). In the mortality assay, insects are fed at 25°C in darkness for 8 days. 
Mortality is monitored daily, and the LC50 for each test strain is calculated by probit 
analysis. In the frass assay, insects are fed for 6 days. The total number of frass 
pellets is calculated.

5.2.1.5 L. sativum Assay for Detecting Microcystin Toxicity

Toxic Microcystis aeruginosa PCC 7806 is cultured, and suffi cient aeration is pro-
vided for culture mixing and air supply. From the freeze-dried cells, toxin is 
extracted by 70% aqueous methanol and determined using the protein phosphatase 
inhibition assay from the difference in the change in absorbance at 410 nm [12, 13]. 
With 5% H2O2 for 5 min, the seeds of L. sativum are surface sterilized, washed 
three times with sterile water for 10 min, left in fresh water overnight to germinate, 



and then transferred to nutrient medium containing 6.5% N, 2.7% P, 13% K, 7% 
Ca, 2.2% Mg, 7.5% S, 0.15% Fe, 0.024% Mn, 0.0024% B, 0.005% Zn, 0.002% Cu, 
and 0.001% Mo in 0.8% agar. The container (12 seeds/container) is cultured at 
27°C under continuous light (20 photons/m2/s). Before pouring, either 1- or 10-
μg/L microcystin-LR (MCLR) toxin extracts are added to the medium. The fresh 
weights, root, and leaf lengths are measured daily in 2 days. GST and GPX activi-
ties are determined in 3 days.

The stems and roots of 10 plants from each of three containers from each group 
are prepared for 30% homogenate of plant material in buffer (0.01-M Tris-HCl pH 
7.8, 7.5-mM PMSF, 2.5-mM EDTA, 325-μM bestatin, 3.5-μM E-64, 2.5-μM leu-
peptin, and 0.75-μM aprotinin). The homogenate is centrifuged at 4°C and 12,000 g 
in a benchtop centrifuge for 2 h, and the supernatant is stored at −80°C for the GST 
and GPX assay.

In the GST assay, to the supernatant fl uid, a cocktail containing 0.1-M potassium 
phosphate (pH 6.5), 30-mM 1-chloro-2,4-dinitrobenzene and 20-mM glutathione 
are added and measured immediately at 340 nm for 4 min [14]. In the GPX assay, 
to the supernatant fl uid, a cocktail of 0.1-mM potassium phosphate buffer (pH 7), 
glutathione reductase (4 ng/μL fi nal), 10-mM glutathione, 30-mM EDTA, and 1-
mM NADPH is added. The reaction is initated by adding cumene hydroperoxide 
and measured immediately at 340 nm for 3 min.

5.2.2 TOXICITY BIOASSAY FOR CHEMICALS

Environmental chemical contaminants as toxic agents may be suspended in air, 
absorbed in suspended particulate matter (SPM) and foods, and dissolved in water, 
and thus, they may result in several toxic effects such as DNA damage, decline in 
lung function, imbalance of immune function, activation of aryl hydrocarbon recep-
tor (AhR), abnormal reproduction, and urinary bladder injuries. Lux-Fluoro assay 
is developed on specifi c lesions for cells induced by DNA damaging chemicals may 
lead to cell death or induce an error-prone repair pathway leading to mutagenesis 
and cancer induction [15]. Based on the air-liquid interface culture (ALIC) of the 
human alveolar type II cell line (A459) and culture of spleen cells obtained from 
BALB/c mice producing IgM after pokeweed mitogen (PWM) stimulation, ALIC-
based assay and PWM-induced IgM assay are established [16, 17]. Exposure to 
extremely low concentrations of 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) 
results in activation of AhR and the induction of expression of a battery of genes, 
green fl uorescent protein (GFP)-based cell assay is established [18]. In Reproduc-
tive Assessment by Continuous Breeding (RACB) protocol, differential follicle 
counts can provide a sensitive means of estimating the extent of ovarian toxicity in 
females exposed to xenobiotics [19]. Based on these facts that urinary bladder 
injuries induced by repeated oral administration of pharmaceuticals may be epi-
thelial ulceration with edema and hemorrhage in the lamina propria and muscle 
layer of the urinary bladder, environmental chemical contaminants disrupt mam-
malian peptide signal transduction pathway via the interaction with the endocrine 
system in humans and various wildlife species and the cellular production of GFP 
is a function of nitrate concentration, uroepithelial cell assay [20], mating effi ciency 
assay [21], and Pnar-gfp assay [22] are established and can be used in bioassays.
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5.2.2.1 Lux-Fluoro Assay for Detecting Combined Genotoxicity and 
Cytotoxicity of Chemicals

The plasmid pPLS-1 (DSM10333), the genotoxicity sensing reporter component of 
the test panel, which carries the luxCDABFE genes downstream of a strong SOS-
dependent promoter is constructed. The plasmid pGFPuv that carries the opti-
mized “cycle 3” variant of GFP in frame with the lacZ initiation codon is the 
cytotoxicity sensing reporter component of the test panel. According to the modi-
fi ed “Hanahan” procedure, pPLS-1 and pGFPuv are used to transform the strain 
S. typhimurium TA1535 (ATCC: S. choleraesuis subsp. choleraesuis strain TA1535) 
[23]. For selecting plasmid carrying cells, the bacteria are cultured at 37°C in NB-
medium supplemented with 50-μg/mL ampicillin. The DNA damaging agents con-
taining sample are dissolved in distilled water at high concentration and diluted 
for the test. Each well of White LB96P-CMP Mikro Lumat Plates with a transpar-
ent bottom contains 10 μL of the solvent or different concentration of the test 
sample. The agar plate containing a single colony of bacteria, 10 mL of NB-medium 
with 50-μg/mL ampicillin, is shaken on a rotary shaker at 37°C for 16 h. Then the 
dilution (1 : 50) of bacteria in fresh warm NB-medium containing 50-μg/mL ampi-
cillin are incubated at 37°C until the absorbance at 600 nm (A600) reaches 0.2–0.3. 
Aliquots of 90 μL of this culture are added to each well, the microplate is covered 
with a gas-permeable self-adhesive seal and placed into the temperature-controlled 
microplate reader. The absorbance, luminescence, and fl uorescence of the culture 
is successively and repeatedly determined by the programmed measurement cycle 
at 30°C for up to 8 h of continuous incubation with a duration of about 10 min per 
measurement cycle (total of 50 cycles). The measurement cycle of each well includes 
120-s shaking, 0.2-s luminescence measurement without fi lter, 0.1-s absorbance 
measurement (490 nm, 20 nm bandwidth), and 0.1-s fl uorescence measurement 
(excitation at 405 nm, emission at 510 nm).

5.2.2.2 ALIC-Based Assay for Detecting Toxicity of Chemicals in SPM

A549 cells and Hep G2 cells cultured in DMEM supplemented with 10% fetal 
bovine serum, 20-mM hydroxyethylpiperazine-N′-2-ethanesulfonic acid, peni cillin 
(100 U/mL), streptomycin (100 μg/mL), amphotericin B (0.25 μg/mL), and 1.0% 
non-essential amino acid solution (only for Hep G2 cells) are subcultivated using 
0.25% trypsin and 0.02% EDTA in PBS. After collection by trypsinization A549 
cells are seeded at 1.0 × 105 cells/cm2 onto the membrane culture insert precoated 
with a 0.03% type collagen solution. Initially, to both the apical (Ap) and the BL 
sides, the medium is added. Using a phase contrast microscope, the formation of 
the cell sheet is assessed. The evaluation of the development of tight junctions in 
the cell layers with a Millicell-ERS is performed based on the measurement of 
trans-epithelium electrical resistance (TEER). Until the TEER shows constant 
and saturated values (45–50 Ωcm2 without the blank value of the membrane itself), 
the culture medium of A549 cells in the Ap side is removed and the ALIC is 
started. The chemical-free SPM samples are sterilized by ethylene oxide gas (EOG) 
performed with a commercially available sterilization system. After being mea-
sured carefully with a digital weighting machine, the EOG-sterilized SPM samples 
are loaded directly to the Ap side of an A549 cell layer in ALIC. In 12 well plates, 
A549 and Hep G2 cells are seeded at 1.0 × 105 cells/cm2, cultured, and used after 



they reach confl uence. In the preparation of the extracts of the SPM samples, the 
suspension of 24 mg of each sample and 200 μL of DMSO is sonicated for 15 min 
and centrifuged for 10 min at 15,000 rpm, and the supernatant is diluted with 
culture medium to adjust the fi nal concentration of DMSO in the culture medium 
0.5% and the highest concentration of SPM in the culture medium 600-μg-SPM/
mL-culture medium, which corresponds to the cell-surface-area-based load of the 
158-μg-SPM/cm2-cell surface.

The suspension of an SPM sample in 100 mL of CH2Cl2 is sonicated for 15 min 
and fi ltered with a membrane that has a 0.1-μm pore size, the fi ltrate is evaporated, 
and the residue is resolved in acetonitrile [24]. The concentration of the chemicals 
in the SPM extracts is determined using a multicolumn high-performance liquid 
chromatography (HPLC)/spectrofl uorometer/computer system. According to EQ =
S([PAH]1EF1 +  .  .  .  + [PAH]nEFn), the chemically derived induction equivalent 
(EQ) is calculated to standardize the biological effect of the chemical on the 
EROD capacity of the Hep G2 cells [25].

After 48 h of exposure of SPM, each culture is rinsed twice with PBS, and to 
the Ap and BL sides, 500 μL and 1.5 mL of the substrate solution of acid phospha-
tase is added, respectively. For the monolayer culture, 1 mL of AP solution is added, 
the 12 well plates are incubated at 37°C for 2 h, the absorbance is measured at 
405 nm with the value of cell-free well as control, and the cell survivability is cal-
culated by referencing a predetermined calibration curve.

A549 and Hep G2 cells are cultured in 12 well plates, washed twice with PBS, and 
loaded with 10-μM 7-ethoxyresorufi n in the presence of 10-μM dicumarol in culture 
medium. After 1 h of incubation, the fl uorescence intensity is measured (530-nm 
excitation wavelength, 585-nm emission wavelength) to detect the formed resorufi n. 
The intensity is calibrated to the resorufi n concentration using a standard curve.

5.2.2.3 PWM-Induced IgM Assay for Detecting the Toxicity of Chemicals

The toxicants containing sample are dissolved in Ca, Mg-free PBS or DMSO, or 
the vehicle solvent (10 μL each). Spleen cells are aseptically removed from BALB/
cAnN mice (8–9 weeks old) [26], washed in Hanks’ balanced salt solution supple-
mented with 10-mM HEPES buffer (pH 7.4), and diluted by RPMI 1640 medium 
containing 10% heat-inactivated fetal bovine serum, 2-mM glutamine, 0.4-M 
sodium pyruvate, 20-mM mercaptoethanol, non-essential amino acids, and anti-
biotics to prepare suspensions of 106 cells/mL. Cells are cultivated in a 24-well 
culture plate under 5% CO2-air and the presence of PWM at 37°C for 2 to 6 days, 
supplemented with chemical toxicants containing a sample at the beginning of the 
culture. A total of 700 μL of culture media and residual cells in 300 μL of media 
are used for total IgM assay and cell proliferation assay, respectively.

The 96-well microtiter immunoplates are precoated overnight at 4°C with 100 μL
of rabbit anti-mouse IgM antibody (IgG) in PBS (pH 7.4), washed with PBS con-
taining 0.05% Tween20, and blocked overnight at 4°C with 150 μL of PBS contain-
ing 1% BSA. Each well is washed with PBS; into each well, 100-μL aliquots of 
culture media mentioned above (usually 11-fold diluted media) or reference mouse 
serum or standard mouse IgM diluted with 1% BSA-PBS are added, left at room 
temperature for 60 min, washed, and incubated; and 100-μL aliquots of horseradd-
ish peroxidase-conjugated goat antimouse IgG in PBS are added. Sixty minutes 
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later, to each well, 150-μL aliquots of substrate solutions containing 0.4% o-
phenylenediamine and 0.01% hydrogen peroxide in 0.1-M citrate–0.2-M 
phosphate buffer are added and incubated. Fifteen minutes later, 50 μl of H2SO4

(0.5 M) is added to terminate the enzyme reaction. Using a microplate reader 
the optical density at 490 nm of each well is read.

After the addition of 30 μL of TetraColar One reagent, 300 μL of media men-
tioned above are incubated under 5% CO2-air at 37°C for 2 h. The optical density 
at 450 nm of the media containing the water-soluble tetrazolium salt produced by 
the enzyme reaction is read, and the cell number in cultures is measured by the 
modifi cation (WST-8 method) of the MTT assay for mitochondrial dehydrogenase 
activity in viable cells [27].

5.2.2.4 GFP-Based Cell Assay for Detecting the Toxicity of TCDD and 
Related Chemicals

By excising the 1846 base-pair (bp) Hind III fragment from the plasmid pGudLuc1.1, 
pGreen1.1 is created [28]. pGreen1.1 contains the 480-bp dioxin-responsive domain 
from the mouse CYP1A1 gene inserted upstream of the mouse mammary tumor 
virus (MMTV) promoter, confers dioxin responsiveness upon the MMTV pro-
moter and adjacent reporter gene, and is inserted into the Hind III site immediately 
upstream of the enhanced GFP reporter gene in the plasmid pEGFP-1.

Plates of the mouse hepatoma (Hepa1c1c7, approximately 80% confl uent) cells 
maintained in αMEM containing 10% fetal bovine serum are transfected with the 
construct pGreen1.1 (20 μg) using polybrene, grown for 24 h, split 1 to 10, and 
replated into selective media. After growth for 4 weeks, resistant clones are isolated 
and screened for the EGFP assay. H1G1.1c3 cells and DMSO (1% maximum fi nal 
concentration) or TCDD (1 nM in DMSO) are cultured in 6-well culture plates at 
37°C for 24 h, harvested by scraping into lysis buffer (50-mM NaH2PO4, 10-mM 
Tris-HCl pH 8, 200-mM NaCl), and lysed by repeated passage through a 27-gauge 
needle. The medium is centrifuged, and the fl uorescence of an aliquot of the super-
natant is determined (460-nm excitation wavelength, 510-nm emission wavelength). 
In the microtiter plate analysis of EGFP, the intact cells are plated into 96-well 
tissue culture dishes at 7.5 × 104 cells/well and allowed to attach for 24 h. The selec-
tive media are then changed to 100 μL of nonselective media containing the test 
chemical or DMSO (1% fi nal solvent concentration). EGFP levels of the intact cells 
in the nonselective media are measured (at the indicated time points, 485-nm 
excitation wavelength, 515-nm emission wavelength). To normalize results between 
experiments, the instrument fl uorescence gain setting is adjusted so that the level 
of EGFP induction by 1-nM TCDD produces a relative fl uorescence of 9000 rela-
tive fl uorescence units (RFUs). To photograph the cells, after growth on 25-mm 
round cover slips for 24 h and treated with DMSO or a 1-nM TCDD containing 
sample for 48 h, H1G1.1c3 cells are replaced into PBS. Cell fl uorescence is visual-
ized at a 490-nm excitation fi lter and 535-nm emission fi lter.

Recombinant mouse hepatoma (H1L1.1c2) cells grown in 24-well microplates 
are incubated with DMSO (10 μL/mL) and a TCDD containing sample in DMSO 
or its related chemical containing sample in DMSO at 37°C for 4 h; luciferase activ-
ity of cells in each well is determined and normalized to sample protein concentra-
tion using fl uorescamine with bovine serum albumin as the standard [29, 30].



The complementary pair of 5′-GAT-CTG-GCTCTTCTCACGCAACTCCG-3′
and 5′-GATCCGGAGTTGCGTGAGAAGAGCCA-3′ (corr-esponding to the 
AhR binding site of DRE3 and designated as the DRE oligonucleotide) is radio-
labeled with [γ 12P]ATP (6000 Ci/mmol). Gel retardation analysis of cytosolic AhR 
complexes transformed in vitro with a TCDD containing sample (20 nM) or related 
chemical containing sample is performed and protein–DNA complexes are visual-
ized. The amount of [32P]-labeled DRE in the induced protein–DNA complex is 
determined.

5.2.2.5 RACB Protocol for Detecting Ovarian Toxicity of Xenobiotics

RACB protocol consists of Task 1 (initial dose-setting study), Task 2 (continuous 
breeding phase), Task 3 (crossover mating trial), and Task 4 (F1 offspring dose). 
In Task 2, control (n = 40 animals/sex) and up to three treatment groups (n = 20 
animals/sex) are implicated. In Task 2, F0 (parental) rodents are exposed to a 
chemical containing sample during a 7-day premating period, randomly assigned 
to a mating pair, and treated with the same chemical containing sample and dose 
throughout a 98-day period of continual cohabitation (during which multiple litters 
are born). To encourage immediate remating, in early pregnancies, neonates are 
removed from the dam within 12 h. The principal toxicity in Task 2 is aberrant 
reproductive performance in F0 rodents as indicated by alterations in the number 
of litters per breeding pair or neonatal body weight and sex ratio. If a positive tox-
icity is observed in Task 2, Task 3 should be performed to determine whether males 
or females are more sensitive. For this phase, both male and female high-dose F0

mice are paired to control F0 mice of the opposite sex, and reproductive perfor-
mance is compared to determine the affected sex (es). If a negative toxicity is 
observed in Task 2, Task 3 is omitted. After 98 days, breeding pairs are separated 
and continuously treated until the F1 generation is delivered and weaned. In Task 
4 the F1 offspring of Task 2 parents are dosed until 74 ± 10 days of age, at which 
time male and female animals from the same treatment group but different litters 
are mated (n = 20 /sex/group) to generate F2 litters. The F1 offspring have been 
exposed to the chemical as gametes and as young adults during prenatal and post-
natal development.

Ovaries from Task 1 (approximately 50 days old), F0 parents from negative Task 
2 (approximately 215 days old) or from Task 3 (approximately 240 days old), or F1

offspring from Task 4 (approximately 120 days old) are removed at necropsy, 
trimmed of fat, fi xed by immersion in Bouin’s solution for 12 to 24 h, and trans-
ferred to 70% ethanol for storage and transport. An intact ovary from each animal 
is dehydrated in graded alcohols and xylene, embedded in a longitudinal orienta-
tion in separate paraffi n blocks, and sectioned serially at 6 μm (approximately 400 
sections per ovary). To each slide (approximately 40 slides per ovary), two rows of 
fi ve sections retained in sequence are applied and stained with hematoxylin and 
eosin. Counts of ovaries from 10 mice per group are gathered. Ovaries are available 
from only 5 to 6 treated animals in F1 offspring from two Task 4 EGME assays and 
from 9 treated animals from Task 2 oxalic acid study. To produce an equal number 
of control tissues for analysis from untreated animals of the same studies, the 
ovaries are also chosen randomly. Beginning with the fi rst section of the fi rst slide, 
sections from each ovary are examined. At least from the third or fourth section 
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(a distance of 18 to 24 μm into the ovary), follicles are encountered and then catego-
rized and enumerated. Differential counts from every tenth section or approxi-
mately 40 sections per ovary are made.

The ovarian follicles are categorized to small, growing, and antral ones by (1) 
the relative cross-sectional diameter of the follicle as measured from the outer 
margins of the granulosa cell layers, (2) the number of granulosa cell layers, and 
(3) the nature of the antral space. Small follicles, approximately 20 μm in mean 
diameters, consist of an isolated oocyte or an oocyte surrounded by a partial or 
unbroken, single layer of granulosa cells. Growing follicles, 20 to 70 μm, have an 
oocyte surrounded by a multilayered, solid mantle of granulosa cells. Antral folli-
cles, more than 70 μm, are characterized by a central oocyte and fl uid-fi lled space 
bordered by hundreds of layered granulosa cells [31]. Each counting session is 
limited to no more than 3 h to limit fatigue.

5.2.2.6 Uroepithelial Cell Assay for Detecting Urotoxicity of Chemicals

Male beagle dogs (31 months old) are individually housed at 23 ± 2°C and a relative 
humidity of 60 ± 20% with a 12-h light/dark cycle. The dogs from a control group 
are anesthetized by sodium pentobarbital (25 mg/kg, i.v.) and killed by exsanguina-
tion. The bladder is aseptically excised, then lengthwise incised, and washed three 
times with the Krebs solution containing 110-mM NaCl, 5.8-mM KCl, 25-mM 
NaHCO3, 1.2-mM KH2PO4, 2.0-mM CaCl2, 1.2-mM MgSO4, and 11.1-mM glucose 
(pH 7.4) at 4°C. After removal of excess fatty tissues, the bladder is transferred, 
mucosal side down, to a metal rack with 10 sharp metal pins along each edge [32], 
placed in 4°C Krebs solution, and the smooth muscle layer is carefully removed. 
The tissue is stretched, mucosal side up, across the metal pins on a 10 × 10/cm2

plate, incubated in the minimum essential medium (MEM) containing 1% (v/v) 
penicillin/streptomycin/fungizon (PSF), 2.5-mg/mL dispase, and 20-mM MEM/
PSF/dispase solution (pH 7.4) at 4°C for 24 h, the MEM/PSF/dispase solution is 
aspirated, the stripped mucosa is transferred to a sterile 150-mm culture dish, and 
uroepithelial cells are scraped from the connective tissues with cell scrapers, which 
are suspended in 20 mL of trypsin-EDTA (0.25% trypsin and 1-mM EDTA·4Na) 
and incubated at 37°C for 30 min. Later, the single cell suspension is diluted with 
MEM containing 1% PSF, 5% FBS, and 20-mM MEM/PSF/FBS solution (pH 7.4) 
to 50 mL, spun down at 4°C, and centrifuged (1000 g, 5 min). The supernatant is 
aspirated to prepare the suspension of the cells in 50 mL of MEM/PSF/FBS solu-
tion. The cells are then rewashed in 50 mL of the keratinocyte-SFM medium and 
resuspended at 6.0–7.0 × 105 cells/mL.

By mixing 5 mg of type IV collagen, 100 μL of glacial acetic acid, and 50 mL of 
distilled water, the collagen solution is prepared, kept overnight at 4°C, sterilized 
with a 0.22-μm bottle top fi lter, and stored at 4°C. The keratinocyte medium is 
added to both chambers and incubated at 37°C for 2 h. Before use, the collagen 
solution is diluted 1 : 9 with 10-mM Na2CO3-HCl (pH 9.0), of which 500 μL is added 
to each apical chamber after aspirating the keratinocyte medium and incubated at 
37°C for 1 h. Before plating, the collagen solution is aspirated, 0.5 mL of the cell 
suspension is added to the apical chamber, and 1.5 mL of keratinocyte medium is 
added to the basal chamber. After incubation at 37°C for 3 days, when the tran-
sepithelial electric resistance (TER) reaches levels of approximately 1000 Ωcm2 or 



higher, the apical and basal media are aspirated and replaced with 0.5 and 1.5 mL 
of the keratinocyte medium containing 1-mM CaCl2 (KM/Ca solution), respec-
tively, and TER is measured. Before use, by immersing in 70% ethanol, the elec-
trodes are sterilized and washed with sterile PBS, and Ωcm2 are calculated.

Cultured cells on a 12-mm transwell fi lter are fi xed in 2% glutaraldehyde of 
0.1-M phosphate buffer (pH 7.4), rinsed with 8.2% sucrose, postfi xed in 1% OsO4

of the buffer, dehydrated with alcohol, and embedded in epoxy resin. For light 
microscopic examination, the semi-thin sections are stained with 1% toluidine blue. 
To observe cells with a transmission electron microscope, ultrathin sections are 
stained with uranyl acetate and lead citrate. For immunofl uorescence staining, the 
cultured cells on a 12-mm transwell fi lter are successively fi xed with HISTO-
CHOICE at room temperature for 1 min and acidic methanol (95% methanol 
and 5% glacial acetic acid) at −20°C for 15 min, then incubated successively with 
anti-ZO-1 rabbit polyclonal antibody diluted 1 : 50 with PBS for 1 h and FITC-
conjugated donkey antirabbit IgG diluted 1 : 40 with PBS for 30 min, or incubated 
successively with anti-E-cadherin mouse monoclonal antibody 1 : 100 with PBS and 
FITC-conjugated goat antimouse IgG diluted 1 : 10 with PBS. To observe cells with 
a confocal laser scanning microscope, the cells are washed three times for 5 min 
with PBS, the cell-grown transwell fi lters are cut, transferred to a slide glass, and 
mounted with the mounting medium.

After plating on a 12-mm transwell fi lter, TERs are monitored for 20 days, 
during which the medium is replaced every 3 days. When TER reaches 10,000 Ωcm2

or more, the cultured cells are observed and their ZO-1 and E-cadherin are checked. 
Validating this culture system in the examination of the effects of cytochalasin-B 
on TER and ZO-1, cytochalasin-B is fi rst dissolved in DMSO, diluted with the 
KM/Ca solution to make concentration of 1.6 μM (fi nal DMSO concentration, 
0.08%), 4 μM (fi nal DMSO concentration, 0.2%), and 10 μM (fi nal DMSO concen-
tration, 0.5%), and sterilized with a 0.22-μm membrane fi lter. TER is measured 0, 
1, 2, 4, 8, 24, and 48 h after exposure, and immunofl uorescence for ZO-1 is observed 
48 h after exposure, with DMSO diluted 1 : 200 with KM/Ca solution serving as a 
negative control solution.

5.2.2.7 Mating Effi ciency Assay for Detecting Toxicity of 
Endocrine Disruptors

In the pheromone signaling pathway experiment, yeast Saccharomyces cerevisiae 
strains W303A (MATa; ade2, his3, trp1, ura3) with pSL307 plasmid fused to the 
FUS1-lacZ are cultured in SD medium (0.67% yeast nitrogen base and 2% glucose/
L) supplemented with adenine, l-histidine, and l-tryptophan at 30°C overnight. To 
fresh YPD medium (10 g of Bacto-yeast extract, 20 g of Bacto-peptone/L, and 2% 
glucose) or SD medium one tenth of the overnight culture is transferred, incubated 
at 30°C for 3 h, and the cultures that are adjusted at the logarithmic phase (OD =
0.8–1.0) of growth are harvested and subsequently used at 30°C [33].

W303A and W303A with fused plasmid pSL307 are incubated in YPD or SD 
medium for 60 min with or without test compound, harvested, washed three times 
with distilled water, and incubated in fresh YPD or SD medium with 5-mM α factor 
for 120 min to observe shmoo formation. Using a β-galactosidase activity assay, 
the pheromone response pathway in the W303A strain with pSL307 fused to the 
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FUS1-lacZ reporter gene is quantifi ed [34]. Yeast cells are centrifuged at 3000 g, 
pellets are washed twice in distilled water, resuspended in 1.0 mL of Z buffer (21.5-
g Na2HPO4·12H2O, 6.2-g NaH2PO4·2H2O, 0.75-g KCl, 0.246-g MgSO4·7H2O, 2.7-
mL β-mercaptoethanol/l, pH 7.0) with glass beads, with which three drops of 
chloroform and two drops of 0.1% SDS are mixed by ortex mixing, and incubated 
at 28°C for 5 min. After the addition of 0.2 mL of 4-mg/mL p-nitrophenyl-β-D-
galactopyranoside at 28°C, the reaction is started, and by the addition of 0.5 mL of 
1-M Na2CO3, the reaction is stopped. On removal of the cells by centrifugation, the 
superant is measured at 420 nm. In the mating effi ciency assay, the diluted W303A 
strain is treated with the solution of test chemicals in YPD medium for 60 min and 
spread on both SD and YPD media. The colony-forming units (CFUs) of W303A 
strain on YPD medium are incubated for 2–3 days to give the cardinal number of 
mating effi ciency. Simultaneously, the 144-3A strain (MATa; ura3, leu2, his4) is 
incubated on YPD medium for 60 min and streaked with diluted W303A strain on 
SD medium. Conjugated diploid 144-3A strain/W303A strain on SD medium com-
plements the auxotrophy of each haploid cell.

5.2.2.8 Pnar-gfp Assay for Detecting Carcinogenic Toxicity of Nitrate

Escherichia coli DH5α (Φ80dlacZΔM15 recA endA gyrA thi hsdR supE relA 
deoRΔ [lacZYA-argF]), pUC18 (for routine cloning procedures), pCRII (for TA 
cloning of PCR products), pGreen-TIR containing the gfp gene, and pMV4 con-
taining the narG promoter are used [35, 36]. Minimal medium (pH 7.0) contains 
3.9-mM KH2PO4, 6.1-mM K2HPO4, 1.5-mM (NH4)2SO4, 0.2-mM MgSO4·7H2O, 
22.4-μM MnSO4·4H2O, 0.9-μM FeSO4·4H2O, 4.4-μM CaCl2·2H2O, 400-mg/L 
casamino acids, 14.8-μM thiamine hydrochloride, and 22.2-mM glucose. LB 
medium (pH 7.5) contains 10-g/L bacto-tryptone, 5-g/L yeast extract, and 10-g/L 
NaCl. E. coli DH5α (pPNARGFP) cultures are supplemented with 100-μg/mL 
ampicillin. Primers J1 (5′-CATCGAATTCTCCTGTGGGAGCCT-3′) and J2 (5′-
CTGGCATGCATTCACTTGCCGCCTT-3′) are designated for the amplifi cation 
of the nar promoter [37, 38]. J1 contains an artifi cial GAATTC (EcoRI site) and 
anneals to nucleotides +3 to −23 in the nar region, where +1 is the fi rst nucleotide 
of the start codon. J2 contains an artifi cial GCATGC (SphI site) and anneals to 
nucleotides −438 to −414. After purifi cation using Qiagen Plasmid Midi Kits 
(Qiagen, USA) or Wizard Plus SV miniprep kits (Promega, USA), the DNA 
sequence is determined by MWG Biotech (Milton Keynes, UK). The whole bacte-
rial cells are measured with an excitation wavelength of 480 nm (10-nm bandwidth) 
and an emission wavelength of 510 nm (5-nm bandwidth) on a fl uorescence spec-
trometer. The nitrate-induced fl uorescence image of E. coli DH5α (pPNARGFP) 
is obtained with a BP465-495 excitation fi lter and a Ba 520 emission fi lter on a fl uo-
rescence microscope equipped with epifl uorescence optics. The measurements of 
optical density are performed on a spectrophotometer at 600 nm.

5.2.3 ANTIVIRAL AND ANTICANCER ASSAY

The elucidation of the mechanisms of special enzymes provides the bases for highly 
specifi c and sensitive bioassays focused on the target enzymes and cells. The 



alkaline phosphatase (AP) enzyme in the human endometrial adenocarcinoma cell 
line is sensitive to estrogen stimulation. Selective inhibition of the lyase activity of 
DNA polymerase sensitizes cancer cells to DNA-damaging agents. The human 
immunodefi ciency virus type-1 reverse transcriptase (HIV-1 RT) and protease play 
key roles in HIV replication. The overexpression of the P-glycoprotein can produce 
cancer cell multidrug resistance (MDR). The receptor phosphorylation may induce 
ligand-induced receptor tyrosine kinase activation. Based on these facts, the human 
breast cancer cell assay [39], the Ishikawa cell and rat assay [40], the RT–PCR and 
swine assay [41], the antitubercular and cytotoxic assay [42], the DNA polymerase 
β lyase assay [43], the HIV-1 protease and reverse transcriptase kinetic assay [44], 
the P-glycoprotein pump assay [45], and the kinase receptor activation (KIRA) 
assay [46] are established and can be used in bioassays.

5.2.3.1 Human Breast Cancer Cell Assay for Detecting Anticancer Activity

Toxicity against brine shrimp Artemia salina nauplii is carried out in 96-well micro-
plates using emetine hydrochloride as a positive control [47]. The selection of 
human breast cancer cell lines (MCF-7, MCF-7/ADR, MT-1, and MDA-MB-435) 
provides cells with a variety of receptor types; for instance, MCF-7 cells express 
high levels of estrogen receptors, MCF-7/ADR cells are resistant to doxorubicin, 
MT-1 cells have low estrogen receptor levels [48], the MDA-MB435 cell line has 
no estrogen receptors. In the determination of inhibition of cell growth in 96-well 
microtitre plates, the MTT assay is used [49]. The samples of test compounds in 
DMSO are diluted in medium so that the concentration of DMSO is more than 1% 
and does not affect cell growth. Overall, 180-μL aliquots of a cell suspension (1–2 
× 104 cells/mL) are plated into microplate wells and incubated overnight at 37°C 
in air containing 5% CO2, and 150 μL of the culture medium is replaced with 150 μL
of fresh medium, to which 20 μL of the solution of the test sample in medium is 
added to give fi nal concentrations in the plate of 10, 1, 0.1, 0.01, and 0.001 μg/mL. 
Control wells with medium only and a positive control with 5-fl uorouracil are used 
in each test. After 96 h of the incubation, 150 μL of medium is replaced with 150 μL
of fresh medium, to which 20 μL of the 5-mg/mL MTT solution is added. After 
incubation for 4 h, 180 μL of medium is replaced with 180 μL of DMSO and care-
fully mixed and then determined at 540 nm using an enzyme-linked immunosor-
bent assay (ELISA) multiwell spectrophotometer.

5.2.3.2 Ishikawa Cell and Rat Assay for Detecting Antiestrogens

The cells are grown in 96-well plates in estrogen-free medium (phenol red free, 
with charcoal-stripped calf serum) and contain test compounds and antiestrogens 
at concentrations that are varied over several log orders. For the antiestrogen assay, 
to the cells, a range of concentrations of samples are added concurrently with 1-nM 
antiestrogens. After grown for 3 days, to determine AP activity, the cells are frozen, 
defrosted, and incubated with p-nitrophenylphosphate at room temperature, and 
the hydrolysis product p-nitrophenol is measured kinetically at 405 nm [50].

The specifi city of the antiestrogenic activity is determined by using ERα and 
ERβ in ER element (ERE)-transfected human choriocarcinoma JAR cells, which 
are transfected with plasmids containing a consensus ERE fused to a fi refl y 
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luciferase reporter gene and separately with the expression vectors for either human 
ERα or human ERβ. JAR cells are routinely cultured in RPMI 1640 supplemented 
with 10% fetal bovine serum, 0.5% non-essential amino acids, and 1% PEST (100-
U penicillin/mL and 100-μg streptomycin/mL). After seeded in six-well plates 
for 24 h, cells are transfected using the Mirus Trans IT reagent in a serum- and 
antibiotic-free mixture of phenol-red free OptiMEM with 0.1–0.4-μg pC × N2 
human ERα or pC × N2 h-ERβ, and a 0.75-μg 3 × ERE-TATA-Luc reporter con-
structed by introducing an HpaI/BglII fragment containing 3 × ERE-TATA into 
SmaI/BglII of the pGL3-Luc basic vector [51–53]. Medium is replaced with a 
phenol red-free RPMI containing 10% dextran-coated charcoal-treated calf serum 
and 0.5% non-essential amino acids. Twenty-four hours later, antiestrogens are 
added. Cells are incubated at 37°C in 5% CO2 for 12 h, harvested in 10-mM Tris-
HCl/10-mM EDTA/150-mM NaCl, and centrifuged at 4000 g for 4 min. The super-
natant is removed, the cell pellets are lysed in Lysis Buffer 2, and luciferase activity 
is measured.

After the AP assay and washing three times with PBS, the Ishikawa cells are 
lysed using 1% Nonidet P-40 and 0.1% sodium dodecyl sulfate in the presence of 
protease inhibitors. Before the antibody incubation, proteins (25 μg/well) separated 
by SDS–PAGE on ice using 10% polyacrylamide gel are transferred to nitrocellu-
lose membranes stained with Ponceau Red to ensure proper transfer. After block-
ing the membranes with 5% powdered milk in water, immunoblotting is performed. 
The blots are incubated with the ERα monoclonal antibody clone 6F11 overnight 
at 4°C. Using peroxidase-labeled horse antimouse secondary antibody and Chemi-
luminescence Reagent Plus, ERα is detected by Western blotting. Using a digital 
imaging analysis system, the intensity of the signal is analyzed. To normalize the 
amount of protein loaded in the gels, β-actin is used as an internal control.

The uterotrophic assay is performed with stimulation in immature rats [54]. 
Female SD rats (22 days old) are injected s.c. daily for 3 days with antiestrogens, 
control animals receive the vehicle (0.1-mL sesame oil), then animals are killed, 
and uteri are removed, dissected, blotted, and weighed. To determine whether 
antiestrogens have tissue-selective effects in cholesterol, uteri, and bone, ovariec-
tomized female SD rats (250 g) are injected with antiestrogens s.c. for 35 days, and 
then killed by exsanguination under ether anesthesia. The total cholesterol con-
centration of the serum is determined by a commercial chromogenic assay. The 
uteri are dissected, weighed, fi xed in formalin, and imbedded in paraffi n to prepare 
for 5-μm sections. Using the Openlab image analysis system, endometrial luminal 
epithelium and glandular cell height are measured. The tibia free of extraneous 
tissue are histomorphometrically analyzed. The bones fi xed in 70% ethanol are 
dehydrated in graded ethanol and cleared in toluene. Then the specimens are infi l-
trated with increasing concentrations of methymethacrylate (MMA) and embed-
ded in MMA [55]. After polymerization, MMA blocks are cut to size, sanded, and 
polished to the appropriate level to prepare 4–5-μm sections. The sections are 
mounted on gelatin-coated slides, stained with toluidine blue, and measured [56].

5.2.3.3 RT–PCR and Swine Assay for Detecting Anti-HEV Antibody

To choose seronegative pigs for inoculation, 75 SPF pigs (2 weeks old) are tested 
by ELISA for swine Hepatitis E virus (HEV) IgG antibodies. Before inoculation, 



the pigs are allowed to acclimate to the research facilities for 1 week. Tissues (liver, 
heart, pancreas, or skeletal muscle) and feces of HEV-infected SPF pigs are col-
lected at 3–7, 14–20, and 27–55 days postinoculation (DPI) and are pooled and 
stored at −70°C for inoculation [57]. Each inoculum is prepared as a tissue homog-
enate or fecal suspension (10%, w/v) in PBS and tested by a semiquantitative RT–
PCR for swine HEV RNA. The positive control inoculum is a standard infectious 
pool of swine feces with a 104.5 50% pig infectious doses (PID50) of swine 
HEV/mL.

Total RNA is extracted from 100 μL of each sample by TriZol reagent and tested 
by a nested PCR with primers located in the putative capsid gene (ORF2) [58, 59]. 
In the fi rst round PCR, the fragment of 404 base pairs (bps) with the forward 
primer F1 (5′-AGCTCCTGTACCTGATGTTGACTC-3′) and the reverse primer 
R1 (5′-CTACAGAGCGCCAGCCTTGATTGC-3′) is formed. In the second round 
PCR, the fragment of 266 bps with the forward primer F2 (5′-GCTCACGTCATCT
GTCGCTGCTGG-3′) and the reverse primer R2 (5′-GGGCTGAAC-CAAAA
TCCTGACATC-3′) is formed. With R1 reverse primer and SuperScript II reverse 
transcriptase (GIBCO/BRL), total RNA is reverse transcribed at 42°C for 1 h and 
the resulting cDNA is amplifi ed by PCR with ampliTaq Gold DNA polymerase. 
The PCR reaction is carried out for 39 cycles of denaturation at 94°C for 1 min, 
annealing at 52°C for 1 min, extension at 72°C for 1.5 min, and incubation at 72°C 
for 7 min. Overall, 10 μL of each round of PCR are mixed as the template. By gel 
electrophoresis, the amplifi ed PCR products are examined. The virus titer of 
inocula is calculated and expressed as a genome equivalent (GE)/mL. After 7 to 
21 days, serum samples of inoculated pigs are collected and tested by RT–PCR for 
swine HEV RNA.

Anti-HEV IgG antibodies in swine sera are detected using a standardized 
ELISA. A purifi ed 55-kDa truncated recombinant putative capsid protein of human 
HEV strain Sar-55 is used as the antigen that cross-reacts well with the swine HEV. 
Peroxidase-labeled goat antiswine IgG is used as the secondary antibody. Dupli-
cates per serum sample are used.

5.2.3.4 Antitubercular and Cytotoxic Assay

Using the microtiter plate alamarblue technique, the antitubercular activity is 
assessed against a nonvirulent strain of Mycobacterium tuberculosis (H37Ra). As 
positive controls, isoniazid and kanamycin sulfate exhibit MICs in the ranges of 
0.29–0.66 and 3.5–8.5 μM, respectively. According to the sulforhodamine B proce-
dure, cytotoxicity is determined. MCF-7 (human breast adenocarcinoma), HeLa 
(human cervical carcinoma), KB (human oral epidermoid carcinoma), and HT-29 
(colorectal carcinoma) are used as the target cell lines. After exposure to test 
samples, cell viability is determined colorimetrically at 515 nm. Dose-response 
evaluations yield a concentration mediating a 50% cytotoxic response (IC50).

5.2.3.5 DNA Polymerase b Lyase Assay

Using terminal deoxynucleotidyltransferase + [α-32P]ddATP, a 36-nucleotide oli-
godeoxyribonucleotide containing uridine at position 21 is labeled at its 3′-end and 
the product is subjected to 20% denaturing polyacrylamide gel electrophoresis for 
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purifi cation. Using autoradiography, the interesting band is visualized and excised. 
By heating to 70°C for 3 min and then slow cooling to 25°C, the DNA substrate is 
annealed to its complementary strand. To 200 μL of 354-nM [α-32P]-labeled double-
stranded oligodeoxynucleotide with uridine at position 21, 10-mM Hepes-KOH 
(pH 7.4), 5-mM MgCl2, 50-mM KCl, 10-mg/mL bovine serum albumin, 2.4 U of 
uracil-DNA glycosylase, and 3 U of AP endonuclease are added, incubated at 37°C 
for 20 min, and an apurinic (AP) site is created in the [α-32P]-labeled double-
stranded oligodeoxynucleotide. To 5 μL of the above reaction mixture, the test 
samples and 0.172 U of rat DNA polymerase β are added. After incubation at room 
temperature for 30 min, the reaction is terminated by adding 0.5-M NaBH4 (50-mM 
fi nal concentration) and incubated at room temperature for 10 min. The reaction 
products are incubated at 70–80°C for another 20 min, separated on a 20% dena-
turing polyacrylamide gel, and visualized by autoradiography.

A total of 200 μL of culture samples containing approximately 1.0 × 104 A549 
cells (maintained in Kaighn’s modifi cation of Ham’s F12 medium (F12K) with 
2-mM L-glutamine supplemented with 1.5-g/L sodium bicarbonate and 10% fetal 
bovine serum at 37 °C in air containing 5% CO2) are placed in each well of 96-well 
culture plates, treated with test samples, and incubated at 37°C for 48 h in air con-
taining 5% CO2. In the determination of cytotoxicity, the culture medium is 
replaced with 15 μL of 5-mg/mL MTT per well, the samples are incubated at 37°C 
for 4 h in air containing 5% CO2, 200 μL of DMSO is added, and the OD570 value 
is obtained using a microplate reader.

5.2.3.6 HIV-1 Protease and Reverse Transcriptase Kinetic Assay

To the wells of a streptavidinecoated microtiter plate containing 20 μL of test 
sample solution and 4 ng of the HIV-1 RT in 20 μL of lysis buffer, 20 μL of the 
reaction mixture containing a homogenous template/primer hybrid ((rA)n(dT)15,
750-mA260nm/mL fi nal concentration) and a triphosphate substrate (dUTP/dTTP, 
10-μM fi nal concentration) are added. After the reaction is carried out at 37°C for 
1 h, 200 μL of anti-digoxigenin-peroxide solution and ABTS [2,2–azino-bis-(3-
ethyl benzothiazoline-6-sulfonic acid) diammonium salt] substrate are added for 
the coloring reaction. The absorbance of each well is measured at 405 nm with the 
reference wavelength at 490 nm and nevirapine as the reference compound. Using 
the same procedure mentioned above, except for the concentration of the enzyme 
solution (1 ng of the HIV-1 RT), the incubation time (30, 52, 80, 105, 130 min), and 
various concentrations of either the template/primer (1500, 750, 187.5 mA260 nm/mL) 
or the triphosphate substrate (20, 15, 10, 5, 2.5 mM) in the presence of the inhibitor, 
the enzyme kinetic assay is also performed. With a slight modifi ed procedure to 
that mentioned above, the HIV-1 protease assay is performed. To the mixture of 
1μL of the solution of test compound in DMSO and 10.5 μL of the substr-ate solu-
tion (His-Lys-Ala-Arg-Val-Leu-(p-NO2)-Phe-Glu-Ala-Nle-Ser-NH2, 0.1 mg/mL 
in HIV-1 protease assay buffer), 0.5 μL of the recombinant protease solution 
(0.3 mg/mL) is added and incubated at 37°C for 15 min, the reaction is stopped by 
the addition of 1.2 μL of 10% trifl uoroacetic acid, and the reaction mixture is 
diluted with 20 μL of water. The hydrolysate and the remaining substrate are quan-
titatively analyzed by HPLC [column, Inertsil ODS-3 (4.6 × 150 mm), a linear gra-
dient of CH3CN (15% to 40%) in 0.1% TFA, an injection volume of 20 μL, and a 



fl ow rate of 1.0 mL/min, detection at 280 nm]. The hydrolysate and substrate are 
eluted at 8.61 and 10.84 min, respectively.

5.2.3.7 P-Glycoprotein Pump Assay

MCF-7R cells (human breast adenocarcinoma cell line, resistant to adriamycin) 
maintained at 37°C in humidifi ed atmospheric air containing 5% CO2 in nutrient 
mixture (F10/HAM, contains L-glutamine, with 10% fetal calf serum, 1% non-
essential amino acids, 60-μg/mL tylosin, and 1% antibiotic/antimycotic solution) 
are seeded in the wells of 96-well tissue microtiter culture plates at 3 × 104 cells in 
200 μL of medium per well, incubated at 37°C for 24 h in a humidifi ed atmospheric 
air containing 5% CO2, and the medium is replaced with fresh medium containing 
0.3-μM rhodamine 6 G together with samples. To thorough mixing of 50 μL of each 
of these prepared mixtures, 450 μL of fresh medium containing 0.3-μM rhodamine 
6 G is added. After incubation of the test compound, reserpine (positive control) 
or rhodamine alone (negative control) is added and the plates are incubated at 37°C 
for another 3 h. Then the cells are washed twice with 200 μL of ice-cold PBS and 
trypsinized with 100 μL of phenol-red free trypsin solution for 15 min, which is then 
transferred onto empty wells. Overall, 100 μL of 4% SDS in PBS is added and the 
plates are shaken for 2 h to solubilize the cells and release rhodamine 6 G, which 
is determined by measuring the fl uorescence of the dye at excitation and emission 
wavelengths of 530/25 and 590/35 nm, respectively.

On Lab-Tek chamber slides, MCF-7R cells are seeded at 5 × 104 cells per 
chamber and incubated at 37°C for 24 h in a humidifi ed atmospheric air containing 
5% CO2, and the medium is replaced with fresh medium containing 0.3-μM rho-
damine 6 G with or without 50-μM reserpine, with 100-μg/mL samples in separate 
chambers of the slide. The cells are incubated at 37°C for another 3 h and imaged 
using fl uorescence microscopy with a 510–560-nm band-pass excitation fi lter and 
a 590-nm long-pass emission fi lter set.

5.2.3.8 KIRA Assay

There are two different approaches using the KIRA format. The fi rst approach, 
IGF-I KIRA, uses adherent MCF-7 cells derived from a human breast adenocarci-
noma expressing an endogenous IGF-I receptor to measure the bioactivity of IGF-I 
[60]. MCF-7 cells are seeded in each well of a fl at-bottomed 96-well culture plate 
and incubated overnight, the supernatants are decanted, and the plates are lightly 
blotted on paper towels. To each well, the medium containing either experimental 
samples or the recombinant IGF-I standards are added. The cells are exposed to 
ligand for 15 min, the super natants are decanted, and the plates are blotted. After 
addition of lysis buffer containing Triton X-100, sodium orthovanadate, and a cock-
tail of protease inhibitors, the crude lysates are generated and then transferred to 
an ELISA plate coated overnight with a 3B7 antibody (5.0 mg/mL) and blocked with 
0.5% BSA. After removal of unbound material, the degree of receptor tyrosine 
phosphorylation is quantifi ed with biotinylated anti-phosphotyrosine monoclonal 
antibody followed by HRP-conjugated dextranstreptavidin, and visualized with the 
development of a tetramethyl benzidine (TMB) substrate. The absorbance is deter-
mined at 450 nm with a 650-nm reference wavelength.
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The second approach, N-terminal polypeptide D (gD )·trkA KIRA using CHO 
cells stably transfected with a recombinant human trkA receptor with an gD fl ag, 
is developed to measure the bioactivity of NGF. A polypeptide fl ag is cloned onto 
the N-terminus or C-terminus of the full-length recombinant human receptor 
stably transfected into CHO cells. A 26-amino-acid polypeptide derived from HSV 
gD as a capture reagent in the ELISA phase of the KIRA and a mAb 3C8 antibody 
as the capture antibody are used.

5.2.4 HEPATOXICITY AND HEPATOPROTECTIVE ASSAY

Mitochondrial proliferation of the chemicals related to hepatocellular carcinomas 
and their hepatocarcinogenecity are important factors for health. The renal adeno-
carcinomagenecity, hepatic adenoma, and carcinomagenecity induced by chemicals 
can promote the formation of preneoplastic foci in rats or mice. The clonal growth 
of glutathione-S-transferase (GST-P) enzyme-altered foci and the histopathological 
change in the liver of rats or mice may relate to liver carcinogenesis of chemicals. 
In the liver injury induced by chemicals, such as CCl4, Bacillus Calmette 
Guerin (BCG), and lipopolysaccharide (LPS), the activities of protein, glucose 6-
phosphatase, amidopyrine N-demethylase, and aniline hydroxylase; the levels of 
hepatic triglycerides and lipid peroxidation; the concentrations of nitric oxide (NO), 
content of malondialdehyde (MDA), and superoxide dismutate (SOD); and the 
viability of thymocytes can be changed signifi cantly. In the hepatocarcinogenesis 
induced by chemicals such as chloral hydrate, the body weight of B6C3F1 mice can 
be decreased signifi cantly. Proliferation factor (PF) and hepatocyte growth factor 
(HGF) are involved in liver regeneration cascade and TGF-β-induced growth inhi-
bition of CCL-64 cells; thus, PFs present in the partially hepatectomized rat serum 
can serve as an index of liver regeneration cascade and two cytokines (HGF and 
HGF) may result in an additive effect on proliferation. Based on these facts, the 
GST-P enzyme-altered foci assay [61], partial hepatectomy assay [62], hepatopro-
tective assay [63], immunological assay [64], body-weight-based liver tumor inci-
dence assay [65], hepatocyte primary culture assay [66], and CCL-64 cell growth 
assay [67] are established.

5.2.4.1 GST-P Enzyme-Altered Foci Assay

According to the required levels (0%, 0.03%, 0.1%, and 0.3%), the test chemical 
is incorporated into an irradiated (6.0 kGy) powder diet MF. The stability of 0.1%, 
0.03%, 0.5%, and 5.0% chemical in the prepared diets is previously confi rmed for 
6 weeks at room temperature. Male F344/DuCrj rats (5 week old) are given an 
approximately 1-week quarantine/acclimation period to monitor health conditions 
and body weights. The normal rats (6 week old) are randomly divided into 8 groups 
(18 rats each for groups 1–5, 9 rats each for groups 6–8). The rats of groups 1–5 
receive an injection of the initiator N-nitrosodiethylamine (200-mg/kg body weight, 
i.p.) [68]. The rats of groups 6–8 receive an injection of the vehicle. Two weeks 
later, the rats receive an injection of the test chemical at the desirable dose for a 
suitable treating period. Three weeks after beginning the experiment, all rats are 
given two-thirds partial hepatectomy [69]. At week 8, all surviving rats are killed 



under ether anesthesia and their organs in the thoracic and abdominal cavities are 
examined macroscopically. Their livers are immediately excised and weighed to 
calculate the liver-to-body-weight ratio. For the 4–5-mm thick sections, the cranial 
and caudal parts of the right lateral lobe and the caudal part of the caudate lobe 
of all surviving rats are fi xed in 10% buffered formalin solution, embedded in 
paraffi n wax, sectioned, and stained immunohistochemically for glutathione S-
transferase analysis (GST-P, ABC method) [70]. All GST-P positive hepatocytic 
foci larger than 0.2 mm in diameter (the lowest limit for reliable evaluation) are 
measured using a color image processor, and the numbers and areas (foci/cm2) of 
the liver section are calculated. By microscopic analysis, BrdU-positive labeling 
indices (LIs) are quantifi ed by randomly counting the number of positive nuclei 
per 1000 hepatocytes or number per unit area (mm2) in sections stained immuno-
histochemically for BrdU [71].

5.2.4.2 Partial Hepatectomy Assay

Male F344 rats (30 days old) acclimated for 4 weeks before the experiment are 
randomly divided into 3 groups. At week 0, the rats receive a single i.p. injection 
of the solution of N-nitrosodiethylamine (200 mg/kg) in 0.9% saline. Two weeks 
later, the rats receive daily gavage administration of corn oil or 0.1-mmol/kg test 
chemical in a corn oil vehicle through the remainder of the 8-week study. At week 
3, all rats receive a partial hepatectomy. The rats are given food and water, and 
lighting is set on a 12-h light/dark cycle. On days 23, 26, 28, 47, and 56, at least fi ve 
rats from each group are sacrifi ced by aortic exsanguination. Whole livers are 
removed, and the tissues are fi xed in 10% neutral-buffered formalin, embedded in 
paraffi n, serially sectioned at 5 μm, and mounted on microscope slides. Formalin-
fi xed sections are stained with hematoxylin and eosin to perform histopathological 
examination. 

5.2.4.3 Hepatoprotective Assay

To induce liver injury, CF rats (150–200 g) and Swiss albino mice (20–30 g) of either 
sex are administered orally CCl4 diluted with liquid paraffi n. The animals of the 
vehicle control group are orally administered an equal volume of liquid paraffi n. 
In hepatoprotective studies, four suitable doses of test compound and two standard 
doses of silymarin (25 and 50 mg/kg, p.o.) are fed to a respective group of rats 48 h, 
24 h, and 2 h before and 6 h after CCl4 (0.5 μL/kg, p.o.) intoxication. From the orbital 
sinus of all animals, blood is collected 18 h after CCl4 intoxication for glutamic-
pyruvic transaminase (GPT), glutamic oxaloacetic transaminase (GOT), and bili-
rubin analysis. In the posttreatment studies, the same doses of test compound and 
silymarin as mentioned for hepatoprotective studies are fed to rats 6 h, 24 h, and 
48 h after CCl4 (0.5 mL/kg, p.o.) intoxication. From all animals blood is collected 
2 h after the last dose of test compound administration for GOT, GPT, and bilirubin 
analysis. The test compound and silymarin (50 mg/kg, p.o.) are fed to two different 
groups of rats at 48 h, 24 h, and 2 h before and 6 h after CCl4 (100 μl/kg, p.o.) intoxi-
cation, with the remaining two groups served as CCl4 and vehicle control. Eighteen 
hours after CCl4 intoxication, all animals of the four groups are fasted overnight 
and killed by decapitation. Livers are immediately excised and divided into two 
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parts for preparing homogenate (10%, w/v), among which one part is homogenized 
in isotonic sucrose (0.25 M) for determining protein and glucose 6-phosphatase 
activity, and for preparing microsomes by calcium precipitation to determine ami-
dopyrine N-demethylase and aniline hydroxylase activities with spectrophotomet-
ric methods, in which NADPH is used instead of the NADPH generating system, 
and another part is homogenized in isotonic PBS (0.01 M, pH 7.2, 0.15-M NaCl) 
for determining hepatic triglycerides and lipid peroxidation. The hepatoprotective 
activity is expressed as hepatoprotective percentage H and calculated by H = [1 −
(T − V)/(C − V)] × 100, wherein T is mean value of drug and CCl4, C is mean value 
of CCl4 alone, and V is the mean value of control-treated animals. In the determi-
nation of acute toxicity, different groups of mice (each ten) are fed with different 
doses of test compound, with one group with the same number of mice served as 
control. The animals are observed continuously for 1 h and then hourly for 4 h for 
any gross behavioral changes and further up to 72 h for any mortality.

5.2.4.4 Immunological Assay

A suspension of 2.5 mg of BCG (viable bacilli) in 0.2 mL of saline is injected via 
the tail vein into each mouse, and 10 days later a solution of 7.5 μg of LPS in 0.2 mL 
of saline is injected. The mice are anesthetized with ether, sacrifi ced by cervical 
dislocation 16 h after LPS injection, and trunk blood is collected into heparinized 
tubes (50 U/mL) and centrifuged at 4°C and 1500 rpm for 10 min. Serum is aspi-
rated and stored at −70°C until assayed as described below. The liver is also 
removed and stored at −70°C until required.

For the in vivo experiment, the mice are equally divided into 5 groups randomly, 
including normal, model control, and test compound groups (3 different doses). 
Mice in test compound groups receive suitable doses using an 18-gauge stainless 
steel animal feeding needle for 10 days before LPS injection. Mice in the normal 
and model control groups are fed the same volume of vehicle only. For the in vitro
experiment, the Kupffer cells isolated from normal and BCG priming rats are 
divided into 7 groups randomly, including control cells, cells added with LPS 
(5μg/mL) alone, and cells added with LPS (5 μg/mL) and the test compound.

The liver of normal rat is initially perfused through the portal vein with D-Hank’s 
until blood free and fi nally by recirculation with Hank’s containing 0.5-g/L collage-
nase IV until the vessels are digested (up to 20 min). The liver is scraped using a cell 
scraper, fi ltered by a 100-μm fi lter, and stirred in Hank’s containing 2.5-g/L pronase 
and 0.05-g/L DNase at 37°C for 20 min. After three times of centrifugation and 
washing at 4°C and 300 g for 10 min in Gey’s balanced salt solution (GBSS), the cells 
are centrifuged in an 180-g/L Nycodenz gradient at 2500 g for 20 min. Kupffer cells 
are carefully sucked by cusp-straws at the pearl layer inderphase. The purifi ed 
Kupffer cell fractions are fi nally collected by centrifugal elutriation. The Kupffer 
cells are washed with Hanks’ and resuspended in RPMI 1640 medium containing 
antibiotics (100-U/mL penicillin, 100-mg/mL streptomycin), 2-mM glutamine, and 
10% fetal calf serum. Overall, 1-mL aliquots containing 1 × 106 cells are added to 
24-well culture plates. The cells are incubated for 60 min in a humidifi ed atmosphere 
containing 5% CO2 at 37°C. Nonadherent cells are removed, and adherent cells are 
washed twice with PBS. To observe the direct effect, the cells at a density of 
1 × 106/mL are incubated with different concentrations of test compound. The cells 



(1 × 106/well) are cultured for 48 h with 5-μg/mL LPS, the supernatants are collected, 
and the concentrations of TNF-α and NO are measured.

According to the in vitro liver injury model, BCG-induced Kupffer cells are 
isolated from the livers of the rats injected via the tail vein with 3 mg of BCG 10 
days before, and hepatocytes are isolated from the normal rats. The hepatocytes 
(1 × 109/mL), different concentrations of test compound, and BCG-induced Kupffer 
cells (1 × 106/well) are cocultured for 48 h with 5-μg/mL LPS and the supernatants 
are collected. In a 96-well plate, 100 μL of cell culture supernatant and 100 μL of 
Griess reagent (10-g/L sulfanilamide and 1-g/L N-1-naphthylethylenediamine dihy-
drochloride in 2.5% phosphoric acid) are incubated at room temperature for 10 min. 
Absorbance at 540 nm is measured. The nitrite concentration is calculated by com-
paring samples with standard solutions of sodium nitrite produced in the culture 
medium.

Livers are thawed, weighed, homogenized with Tris-HCl (5 mM containing 
2-mM EDTA, pH 7.4), and centrifuged (1000 g, 10 min, 4°C), and MDA and SOD 
in the supernatant are immediately analyzed. MDA in liver tissue is determined 
by the thiobarbituric acid method [72]. The assay for total SOD is based on its 
ability to inhibit the oxidation of oxyamine by the xanthine–xanthine oxidase 
system. The absorbance of the red nitrite produced by the oxidation of oxyamine 
is determined at 550 nm.

Thymocytes (2 × 106/well) from mice are cultured for 48 h in 96-well plates con-
taining RPMI 1640 medium supplemented with 5-μg/mL concanavalin A and 
0.1 mL of collected supernatant. Three hours before the termination of the culture, 
cells are pulsed with MTT stock (in sterile PBS, 5 mg/mL, stored in the dark at 
4°C for up to 1 week, before use immediately fi ltered, 0.22 μm, to remove any 
formazan precipitate, 20 μL/well), returned to 37°C, and incubated for another 3 h. 
The plates are centrifuged at 1000 g for 10 min to form cell pellets and MTT forma-
zan products. The supernatant is carefully aspirated without disturbing the pellets, 
and formazan is solubilized by adding isopropanol (100 μL of isopropanol : 200 μL
of supernatant). Insoluble material is then removed by centrifugation at 1000 g for 
10 min. The solubilized formazan in isopropanol is collected and distributed into 
12-well fl at-bottom ELASA plates at a fi nal volume of 100 μL/well. Plates are read 
at 570 nm within 1 h of adding isopropanol.

5.2.4.5 Body Weight-Based Liver Tumor Incidence Assay

Addition to extra groups for high and low outliers, the B6C3F1 mice (at the 9-week 
age point) are assigned to 1 of 17 consecutive weight groups ranging from 20 to 
57.5 g in 2.5-g intervals. Each weight group of mice developing a liver tumor is 
sorted for the calculation of the relative tumor risk. The mice with hepatocellular 
adenoma, carcinoma, or hepatoblastoma are designated as positive or otherwise 
designated as negative. The process is repeated for each age point to 68 weeks.

Approximately 4-, 5-, and 6-week-old male B6C3F1/Nctr BR mice are used at 
receipt, the initiation of controlled feeding, and on the fi rst day of dosing, respec-
tively. During the studies, the health of the mice is monitored. The dose for groups 
of 120 male mice receiving the solution of chloral hydrate in distilled water is 0, 
25, 50, or 100 mg/kg (all at 5 mL/kg), 5 days per week for 104 to 105 weeks, each of 
which is divided into two dietary groups of 60 mice, and the vehicle controls 
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received distilled water only. The ad libitum fed mice are fed available ad libitum,
and the dietary controlled mice are fed in measured daily amounts. All mice have 
water available ad libitum. At the 71-week age point, 12 mice of each diet/dose 
group are euthanized for pathological and biochemical evaluation. At the 110-week 
age point, the remaining 48 mice of each diet/dose group are fasted overnight 
before necropsy. Among them the mice with liver tumors refer to mice bearing 
single or multiple hepatocellular adenomas, hepatocellular carcinomas, and/or 
hepatoblastomas.

From week 21, the weight dataset of the fi rst experimental group is imported 
with the preceding week’s dataset as a reference. According to the predefi ned sort 
criteria (including whether the weight value for the previous week is outside either 
the 5% or the 12% confi dence limits of the idealized weight curve or whether the 
mouse gains or loses weight in the preceding week), each mouse weight from the 
dataset is sorted into its appropriate weight group and assigned either the corre-
sponding ad libitum or the weight-reduced tumor risk value from the tumor risk 
tables. The resulting tumor risk dataset in the appropriate week’s column of a new 
table is stored and proceeded to the next week’s dataset. According to all weekly 
datasets from 21 to 68 weeks, the mean tumor risk for each mouse in the dataset 
is calculated, the survival time for each mouse is imported, and the Poly-3 weight-
ing time at risk factor (aij) for each mouse is calculated. The mean (cumulative) 
tumor risk dataset is sorted into 2% incremental percentage tumor risk groups, and 
the corresponding aij value for each mouse is assigned into the appropriate tumor 
risk group. This procedure can be adapted to sort individual data for each week 
rather than the means of all 48 weeks. The resulting tumor risk group table is used 
to calculate the mean tumor risk estimate and standard deviation of the experi-
mental group to predict the survival-adjusted liver tumor rate, over all liver tumor 
rates and the number of animals bearing tumors.

5.2.4.6 Hepatocyte Primary Culture Assay

On anesthetic male SD rats (225–250 g) with sodium pentobarbital (65 mg/kg i.p), 
tracheotomy is performed. A catheter is fl ushed with heparin (200 U/mL) to prevent 
blood clotting of PE 240 polyethylene tubing that is inserted into the trachea to 
facilitate the respiration. By inserting PE 50 polyethylene tubing, the right femoral 
artery and vein of the rats are cannulated, and the rats are infused with 0.5-mL 
saline containing 1-mg/mL sodium pentobarbital/100-g body weight/h through the 
vein by a Syringe Infusion Pump to supplement fl uid loss and maintain the anes-
thetic level. On the abdomen posteriorly from the xiphoid process of the sternum, 
a 3-cm median-line incision, which is sutured with two layers of the muscle and 
skin, is made. Using surgical silk (size 0), left lateral and median liver lobes are 
ligated and given the partial hepatectomy (2/3 PHX). At various time points after 
PHX, the diaphragm is cut, and within 2 min from the right ventricle of the heart, 
a blood sample (5–10 mL per rat) is drawn and centrifuged (2500 g, 20 min) for 
collecting plasma. In the preparation of serum, the blood is allowed to clot on ice 
for 10 min, then spun down, with the serum of non-PHX rats as 0 h control. For 
sham-operated rats, the liver is manipulated without PHX.

In the liver perfusion, the male SD rat (300 g) is anesthetized with sodium pen-
tobarbital (65 mg/kg, i.p.). By surgical silk an 18 G, 1.25-in (32 mm) i.v. catheter is 



used as the portal vein catheter tie to the vein. Through a catheter inserted into 
the inferior vena cava via the right atrium of the heart, the perfusion buffer is 
drained. The liver is perfused with 400 mL of nonrecycled oxygenated Ca2+-Mg2+

free Dulbecco’s PBS (DPBS, 2.68-mM KCl, 1.47-mM KH2PO4, 136.9-mM NaCl, 
8.1-mM Na2HPO4, pH 7.4) containing 0.49-mM EDTA to reduce Ca2+ in the liver 
tissue, with 100 mL of DPBS without EDTA to wash out the EDTA in the system 
and with 100 mL of recycled oxygenated collagenase/Swim’s 77 (0.25 mg/mL) with 
5-mM Ca2+ for 10–15 min. Upon fi nishing perfusion, the liver is rinsed thoroughly 
with 10–20 mL of sterile DMEM. The liver is transferred into a sterile petri dish 
containing fresh medium. Using two forceps, the liver capsule membrane is slit, 
which is gently shaken and the cells are released into the medium. Two Spectra/
Mesh N fi lters (70 μm, 40 μm, Spectrum) are used to fi lter the isolated liver cells to 
remove tissue chunks and cell debris. The cell suspension is fi ltered by low-speed 
differential centrifugation (300 g, 3 min, 4°C) for further purifi cation. By aspiration 
the supernatant is discarded, the cell pellet is gently mixed with fresh medium, and 
the centrifugation procedure is repeated three times. Using the trypan blue exclu-
sion method, viable cell concentration and percentage of nonhepatocytes is deter-
mined. In the purifi cation of hepatocyte, 20 μL of trypan blue (0.4%) are added 
into 20 μL of cell suspension (dilution factor = 2), which is mixed and loaded onto 
the hemocytometer. All corner squares (64 squares/chamber) of the two chambers 
are counted (128 squares total; each square is 1 nL, 128 nL × 7.813 = 1 μL). Viable 
cells/μL = viable cells per 128 squares × 7.813 × 2. The fi nal concentration is the 
average value of three separate countings. Viability (%) = viable cells/(viable +
dead cells) × 100%. Nonhepatocyte (%) = nonhepatocyte/total cells × 100%.

Each well of six-well plates is coated with 20 μL of the solution of rat tail collagen 
(0.8-mg/mL double distilled H2O with 0.1% acetic acid) and allowed to dry. To the 
well approximately 2 mL of DMEM/F-12 (supplemented with 25-mM sodium 
bicarbonate, 10-mM HEPES, 100-U/mL penicillin G, and 0.1-mg/mL streptomy-
cin) is added. To each well the suspension of viable cells (fi nal cell concentration, 
100,000 cells/mL) are seeded and constantly mixed by agitation. The plates are 
incubated at 37°C overnight. When the attachment reaches the end, the medium is 
changed, mildly shaken, and aspirated. The wells are rinsed with 1 mL of medium 
and aspirated. From three randomly selected wells in the culture, the counts of the 
viable tarting-cell-number are calculated. Serum or plasma samples in 2 mL of 
fresh medium (10%) are added to wells, to which heparin (35-U/mL fi nal) is added 
to prevent the medium from clotting during the culture. Cells grown in serum-free 
medium and in serum-free medium plus 100-ng/mL EGF and 20-mU/mL insulin 
are used as the negative and positive control, respectively. The medium is changed 
by aspiration at 24 h with no rinse. To each well, fresh medium with serum or 
plasma and other additives are added. At the end of 48 h, culture-attached hepato-
cytes are harvested and counted. The medium in each well is aspirated, serum or 
plasma-containing wells are rinsed once with saline and aspirated to wash off 
various plasma proteins. Overall, 400 μL of trypsin-EDTA is added to each well. 
The plate is covered and in the incubator for approximately 1 min and checked. 
The trypsin digestion is assessed. The plate is immediately placed on ice, and the 
serum of SD rats (40 μL, fi nal concentration 10%) is added into each well to inhibit 
further trypsin digestion of the cells (440 μL total volume per well). On ice and 
using a pasteur pipet, the cells are gently blown from the bottom of the well. After 
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all cells are lifted, the cell suspension is transferred into a 1.5-mL Eppendorf tube 
and kept on ice for an immediate counting with no centrifugation or trypsin 
removal. In a plate (dilution factor = 1.25) 40 μL of cells and 10 μL of 0.4% trypan 
blue are mixed and loaded onto the hemocytometer.

5.2.4.7 CCL-64 Cell Growth Assay

Serial dilutions of test samples are prepared on 96-well fl at-bottomed microplates 
with 100 μL of CM per well. Before the assay, to activate latent TGF-B, the samples 
are transiently acidifi ed by fi rst adding HCl to pH 2 and subsequently neutralizing 
with NaOH. CCL-644 cells (Mv-1-Lu) grown in RPMI 1640 supplemented with 
10% FCS, 2-mM L-glutamine, and 40-μg/mL gentamicin (Complete medium, CM) 
are seeded at 1 × 104 cells/well and grown for 24 h in a total volume of 0.2-mL CM. 
After 20 h, the cells are pulsed for 4 h with 1 μCi/well of [methyl-3H]thymidine and 
harvested with a Micromate 196 cell harvester. The concentration of TGF-β in the 
sample is determined by the growth inhibition caused by the sample, compared 
with a standard curve obtained by testing serial dilutions of porcine TGF-β. When 
the assay is used to measure HGF, the concentration is determined by this cyto-
kine’s ability to reverse the growth inhibitory effect of 350 pg/mL of TGF-β.

5.2.5 ANTI-INFLAMMATORY ASSAY

In the development of serious diseases, infl ammatory is frequently involved. The 
development of infl ammatory events may be induced by chemicals such as gluco-
corticoid; are regulated by endogenous factors such as tumor necrosis factor alpha 
(TNFα), enzymes and proteins such as copper and zinc-superoxide dismutase 
(SOD1), proinfl ammatory peptide substance P (SP), RGD peptides, interleukin-4 
(IL-4), IL-10, interferon-γ (IFN-γ), cyclooxygenase-1 (COX-1), cyclooxygenase-2 
(COX-2), 5-lipoxygenase (5-LOX), macrophage infl ammatory protein (MIP)-1R, 
glucocorticoid regulated protein CD163, FK506 binding protein 51 (FKBP51), and 
monocyte chemoattractant protein-1 (MCP-1); implicated by cytokine such as 
interleukin-1 (IL-1); and mediated by adhesions such as fi brous adhesions and cell 
adhesions resulting from the receptor, such as αIIβIII, human glucocorticoid recep-
tor and chemokine receptors (CCR5), and banding. Based on these facts, the 
adhesion formation assay [73]; human peripheral blood mononuclear cell (PBMC) 
proliferation assay [74]; COX-1, COX-2, and 5-LOX assay [75]; CCR5 re-ceptor 
binding assay [76]; tissue binding affi nity assay [77]; G93A-SOD1 transgenic mice 
assay [78]; mitogen-activated protein kinases (MAPK) p44 (ERK1) and p42 
(ERK2) assay [79]; ELA4.NOB-1/cytotoxic T lymphocyte line (CTLL) cell assay 
[80]; and FKBP51 mRNA assay [81]; and Xylene-induced ear edema assay [82] 
are established.

5.2.5.1 Adhesion Formation Assay

For assessment of the neurokinin 1 receptor antagonist (NK-1RA) on peritoneal 
adhesion formation, a laparotomy is performed through a midline incision, and 
four ischemic buttons, spaced 1 cm apart, are created on both sides of the parietal 



peritoneum by grasping 5 mm of peritoneum with a hemostat and ligating the base 
of the segment with a 4-0 silk suture. To assess the effects of NK-1RA on adhesion 
formation, peritoneal adhesions are induced in 42 male Wistar rats (200–250 g) that 
are randomized to experimental groups receiving the specifi c non-peptide NK-
1RA, the test compound, or vehicle. In the initial study, the rats in the experimental 
group receive a 0.2-mL i.p. injection of 25-mg/kg NK-1RA twice a day for 2 days. 
At the time of surgery, 1 ml of a 0.75-mg/mL test compound is given as a peritoneal 
lavage, and the rats then received i.p. injection for 7 days. Control rats are similarly 
injected/lavaged with sterile vehicle. This experiment is repeated with 10-mg/kg 
NK-1RA per day. At day 7, all the rats are killed and the adhesions are quantifi ed 
in a blinded fashion. Each rat receives a percent adhesion score based on the 
number of ischemic buttons with attached adhesions.

For assessment of NK-1RA on peritoneal tissue plasminogen activator (tPA) and 
PAI-1 expression and activity, the temporal expression pattern of tPA and PAI-l 
mRNA in peritoneal tissue collected from a 0.5-cm radius of the ischemic buttons 
are determined by RT–PCR analysis at days 0, 1, 3, and 7 after surgery. Based on 
the results, the effects of NK-1RA administration on tPA and PAI-1 mRNA and 
protein levels are determined at postoperative day 1 in pedtoneal tissue and fl uid 
by RT–PCR ana1ysis and bioassay, respectively. The rats receive 5.0-mg/kg 
NK-1RA or vehicle per day. Control samples are collected from 6 nonoperated 
rats. All samples are immediately frozen in liquid nitrogen and stored at −80°C 
until used.

Total RNA is isolated from 50 mg of peritoneal tissue with the SV Total 
RNA Isolation System, and RT–PCR is conducted with the Gene-Amp RNA 
PCR System. To amplify tPA and PAI-1, the 28 cycles of 95°C, 60°C, and 72°C 
for 30 s each are used. In the amplifi cation of tPA, the primer sets of 5′-
TCTGACTTCGTCTGCCAGTG-3′ (sense) and 5′-GAG-GCCTTGGATGTGG
TAAA-3′ (antisense) are used. In the amplifi cation of PAI-1, the primer sets of 5′-
ATCAACGACTGGGTGGAGAG-3′ (sense) and 5′-AGCCTGGTCATGTT
GCTCTT-3′ (antisense) are used. Overall, 15 μL of PCR products are subjected to 
electrophoresis on 2% agarose gels containing 0.03-μg/mL ethidium bromide, and 
the quantitative level of the transcript is determined by scanned photographs of 
gels. Levels of mRNA expression are normalized to GAPDH, a constitutively 
expressed gene that does not vary among treatment groups.

Using the corresponding kits, the total levels of tPA and PAI-1 in peri-
toneal fl uid samples are measured. From 12 vehicle-administered, 12 NK-1RA-
administered (10.0 mg/kg per day), and 12 nonoperated control rats, peritoneal fl uid 
is collected in 5-mM citrate and 0.1-M acetate for assessment of fi brinolytic activity 
caused by tPA activation of plasminogen. Overall, 1.0 μL of peritoneal fl uid samples 
are run on 10% SDS polyaerylamide gels containing 0.1% gelatin and 0.002% 
plasminogen. After electrophoresis the gels are washed twice in 2%Triton X-100 
and incubated overnight at 37°C in 0.1-M glycine (pH 8.3). The gels are stained 
with a 0.25% Coomassie blue solution, and PA activity is visualized as clear bands 
produced by plasmin lysis of gelatin. Determining the contribution of serine pro-
teases, a 10-mM serine protease inhibitor, PMSF, is added to the developing buffer. 
In the identifi cation of the zones of lysis corresponding to tPA activity, tPA and/or 
uPA are immunoprecipitated from peritonea1 fl uid samples. To the mixture of 
10 μL of peritoneal fl uid and 10 μL of buffer containing 40-mM phosphate, 1-M 

ANTI-INFLAMMATORY ASSAY 537



538 PHARMACEUTICAL BIOASSAY

NaCl, 0.2% SDS, 2% Igepal CA-630, and 1% deoxycholate (pH 7.5), 1 μg of tPA 
and/or uPA antibodies are added and incubated at 4°C overnight. To each sample, 
10 μL of a 50% UltraLink protein A/G slurry is added and incubated overnight at 
4°C. Samples are centrifuged at 4°C and 16,000 g for 1 min, and the supematant 
(50%) is analyzed by zymography for comparison with human recombinant tPA 
and uPA standards.

5.2.5.2 PBMC Proliferation Assay

On removal of plasma the heparinized human peripheral blood from 60 mL of 
healthy donors is centrifuged (4°C, 2000 g, 10 min), and the blood cells are diluted 
with PBS and centrifuged (1500 g, 30 min) [83]. After removal of red blood cells, 
the PBMC cell layers are collected, washed with cold distilled water and 10 ×
Hanks’ buffer saline solution, and resuspended (2 × 106 cells/mL) in RPMI-1640 
medium supplemented with 2% fetal calf serum, 100-U/mL penicillin, and 
100-μg/mL streptomycin. In the determination of the lymphoproliferation, 100 μL
of the PBMC suspension is deposited into a 96-well fl at-bottomed plate with or 
without 5-μg/mL phytohemagglutinin (PHA, with cyclosporin as a positive control) 
[84], into which solutions of various concentrations of test compounds are added, 
the plates are incubated at 37°C for 3 days in humidifi ed atmospheric air containing 
5% CO2, tritiated thymidine is added, incubated for another 16 h, and the cells are 
harvested on glass fi ber fi lters using an automatic harvester and measured with a 
scintillation counting. In the determination of cell viability, approximately 2 × 105 T 
cells with or without PHA are cultured with 0.1% DMSO, solutions of various 
concentrations of test compounds are added, the plates are incubated for 3 days, 
the viable cell numbers are counted using a microscope with a hemocytometer 
following staining by trypan blue, and the percentage of viable cells is calculated. 
To analyze the cell cycle, 1 mL of the PBMC suspension is added into a 6-well fl at-
bottomed plate with or without 5-μg/mL PHA [85], 25 μg/mL of each test com-
pound is added, the plates are incubated at 37°C for 3 days in humidifi ed atmospheric 
air containing 5% CO2, the medium is centrifuged, and the cells are harvested, 
washed with PBS, and fi xed in 70% ethanol at −20°C for 30 min. DNA is then 
stained with 4-μg/mL propidium iodide containing 100-μg/mL ribonuclease A. 
Flow cytometric analysis is conducted.

After incubation with PHA alone or in combination with solutions of varying 
concentrations of test compounds for 3 days, the medium is centrifuged, and PBMC 
(2 × 105 cells/well) supernatants are collected to quantify the concentrations of 
IL-2, IL-4, IL-10, and IFN-γ by means of enzyme immunoassays.

After stimulation with or without PHA and coculture with 25-μg/mL, each 
compound for 18 h, the collected PBMC cells (5 × 106) are subjected to lysis 
with RNA-Beek and centrifuged, the supernatants are extracted with a phenol-
chloroform mixture, and the extracted RNA is precipitated with isopropanol, pel-
leted by centrifugation, and redissolved in diethyl pyrocarbonate (DEPC)-treated 
H2O. The concentration of the extracted RNA is measured using the optical density 
at 260 nm.

In the synthesis of the fi rst-strand cDNA, 1-μg aliquots of RNA are reverse-
transcribed. The mixture of 1-μg RNA in 12.5 μL of DEPC-treated H2O and 
20-μM oligodeoxythymidine (oligo dT) 18 is heated at 72°C for 2 min, and 



then quick-chilled on ice. To this mixture, 5.5 μL of concentrated synthesis buffer 
(50-mM Tris-HCl, pH 8.3, 75-mM KCl, 3-mM MgCl2, 0.5-mM deoxynucleotides 
triphosphates (dNTPs), and 1 U ribonuclease inhibitor), and 10 U of moloney 
murine leukemia virus reverse transcriptase are added. The reaction mixture is 
incubated at 42°C for 1 h and then at 94°C for 5 min. To the reaction mixture, 80 μL
of DEPC-treated H2O is added and the mixture is stored at −20°C for use in the 
PCR. To 5 μL of the fi rst-strand cDNA, 0.6-μM primers, 1.25-U Taq polymerase, 
10-μL reaction buffer (2-mM Tri-HCl, pH 8.0, 0.01-mM EDTA, 0.1-mM dithioth-
reitol, 0.1% Triton X-100, 5% glycerol, and 1.5-mM MgCl2) and 15.75 μL of water 
are added and the total volume is 25 μL. According to the air thermocycler, a 
denaturing temperature of 94°C for 45 s, annealing temperature of 58°C for 45 s, 
and elongation temperature of 72°C for 1 min for the fi rst 25 cycles, and fi nally 
72°C for 10 min, PCR is carried out and the amplifi ed product is run on 1.8% 
agarose gels.

5.2.5.3 COX-1, COX-2, and 5-LOX Assay

For the COX-1 and COX-2 assay, the diluted solution of the test compound is 
incubated with COX-1 or COX-2 according to the standard method and then the 
enzyme reaction is initiated by the addition of [1-14C]-arachidonic acid. From the 
incubation mediate, prostaglandin E2 and prostaglandin D2 (PED2) are extracted 
to measure radioactivity. Indomethacin is used as a positive control. For the 5-LOX 
assay, the inhibitory activity of the test compound is evaluated. The test compound 
is incubated with 5-LOX (46 μg of protein) at 24°C for 10 min, and then the enzyme 
reaction is initiated by the addition of [1-14C]-arachidonic acid (50 nCi). After 5 min, 
4-M formic acid is added to terminate the enzyme reaction. Indomethacin is used 
as a positive control.

5.2.5.4 CCR5 Receptor Binding Assay

In the determination of chemokine receptor (CCR5) binding activity, a 96-well 
scintillation proximity assay (SPA) format and CHO cells overexpress-ing the 
human CCR5 receptor are used. From the CHO cells, MIP-1α and membranes are 
obtained, and after 125I labeling, the former is converted into [125I]-human MIP-1α.
The solution of the test compound, 12.5% aqueous DMSO, 12 μg of membranes, 
0.17-nM [125I]-MIP-1α, 0.25 mg of Wheat Germ Agglutinin-SPA beads, and assay 
buffer (50-mM HEPES, 1-mM CaCl2, 1-mM MgCl2, 1% BSA, and a protease 
inhibitor cocktail), is incubated at room temperature for 5 h with shaking. The 
beads are settled for 2 h, and the total binding is measured via the radioactivity 
test. In the presence of 1-μM recombinant human MIP-1α, the nonspecifi c binding 
is defi ned. A IC50 of 2.7 nM of human MIP-1α is used as a reference.

5.2.5.5 Tissue Binding Affi nity Assay

In hydrophobic tefl on bags, the test compound and blood monocytes isolated from 
pooled buffycoats at a density of 2 × 108-cells/mL McCoy’s medium supplemented 
with 20% fetal calf serum are cultured for 2 days. The monocytes are washed with 
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cold PBS (pH 7.4), incubated with BSA (1%) at 4°C for 30 min, washed with PBS, 
incubated with monoclonal antibody anti-CD163 (5–10 μg/mL) at 4°C for 45 min, 
washed with PBS, and incubated with FITC-labeled secondary antibody goat-
antimouse IgG1 in 1% BSA at 4°C for 30 min. At the last 3 min of the incuba-
tion, Propidium iodide is added to determine cell viability and to exclude dead 
cells using activated cell sorter (FACS) analysis (488 nm, 250 mW, logarithmic 
amplifi cation).

Human lung cancer-free tissue from patients with bronchial carcinomas and 
receiving no glucocorticoids for the last 4 weeks before surgery is immediately 
washed with Krebs-Ringer-HEPES buffer (118-mM NaCl, 4.84-mM KCl, 1.2-mM 
KH2PO4, 2.43-mM MgSO4, 2.44-mM CaCl2 · 2H2O, and 10-mM HEPES, pH 7.4) 
and sliced into pieces of 1 mm3 or deeply frozen immediately in liquid nitrogen and 
stored at −70°C.

The frozen human lung tissue is pulverized and homogenized in three aliquots 
buffer solution A (10-mM TRIS, 10-mM NaMoO4, 30-mM NaCl, 10% glycerol, 
4-mM DTT, 5-mM dichlorvos, and 1-mM Complete) with an Ultra Turrax mixer 
in an ice bath and then centrifuged at 4°C and 105,000 g for 1 h to prepare gluco-
corticoid receptors (30–60 fmol/mg cytosol [86]). The receptor binding experi-
ments are performed according to the standard method [87]. The radiochemical 
purity of the labeled glucocorticoid is determined by HPLC, TLC, and scintillation 
counting.

5.2.5.6 G93A-SOD1 Transgenic Mice Assay

EOC-20 cells are grown in 75-cm2 cell culture fl asks with DMEM supplemented with 
10% fetal calf serum and 20% L292 fi broblast-conditioned medium, transferred into 
24-well cell culture plates, treated with the solution of test compound in DMSO or 
DMSO vehicle alone (1% fi nal volume) for 30 min, and challenged with TNFα for 
24 h. The culture medium is collected and assayed for determining the IC50 of the 
test compound that suppresses TNFα-induced NO2

− by 50% via the determination 
of NO2 [88]. The medium is removed, and DMEM lacking the phenol red 
indicator is added. To each well, MTS reagent [3-(4,5-dimethylthiazol-2-yl)-5-(3-
carboxymethonyphenol)-2-(4-sulfophenyl)-2H-tetrazolium, inner salt] is added 
and incubated at 37°C for 30–45 min. The aliquots of media are collected and 
evaluated spectrophotometrically at 540 nm. The MTS solution prepared for the 
blank is incubated in the absence of cells. Viability is calculated as the ratio of 
OD540 in test compound-treated wells, relative to the same variable measured in 
wells treated with approximately 25-μM (typically 20 ng/mL) TNFα alone, after 
subtraction of the blank.

Transgenic mice expressing high copy numbers of human mutant G93A-SOD1 
are maintained in the hemizygous state by mating G93A males with B6SJL-TGN 
females. The mice are fed ad libitum standard AIN93G diets or the same diets 
formulated with nordihydroguaiaretic acid at 2500 ppm; at 90 days of age, drug 
administration is started to demonstrate motor weakness and fi ne limb tremors 
[89]. At 90 days, 100 days of age, and subsequent 5-day intervals, mice are placed 
on a horizontal rod rotating at 1 rpm every 10 s until they fall from the rod; the mice 
that are no longer able to right themselves within 10 s of being placed on their sides 
are killed.



Using TRI reagent, total RNA is collected from the spinal cords of non-transgenic 
control and G93A+ transgenic mice. In the presence of avian myeloblastosis virus 
(AMV) RT using oligo(dT)15 to prime the reaction, 5 μg of RNA samples are reverse 
transcribed. On completion, each reaction mixture is diluted with a TE buffer 
(10-mM Tris, 1-mM EDTA, pH 8.0) to a fi nal volume of 50 μL. PCR amplifi cation 
of a 309-bp 5LOX gene product is accomplished with Taq DNA polymerase, using 
the buffer and fi nal concentrations of 1.5-mM MgCl2, 0.2-mM dNTP, and 0.3-μM
primer (5′-GGCACCGACGACTACATCTAC-3′, forward and 5′-CAATTTTG-
CACGTCCATCCC-3′, reverse), of which the fi nal volumes are 50 μL. A 353-bp 
PCR product of the β-actin primer (5′-CGGCCAGGTCATCACTATTG-3′,
forward and ACT-CCTGCTTGCTGATCCAC-3′, reverse) is used as the normal-
ization control. The optimal cycling conditions of PCR amplifi cation of a 309-bp 
5LOX gene product are at 94°C for 2 min, one cycle; at 94°C for 1 min, at 56°C for 
1 min, and at 72°C for 1 min for 27 cycles; and at 72°C for 7 min, one cycle. The 
conditions for β-actin primers are the same as mentioned above, except that the 
annealing temperature is 54°C and performing 24 cycles. From each reaction, 25 μL
of samples are collected, electrophoresed in 2% agarose/TBE [tris/borate/EDTA 
buffer (0.09-M Tris, 0.09-M borate, 0.002-M EDTA)] gels for 1.5 h, stained with 
ethidium bromide, and photographed with a Nucleo Vision imaging system. SL-29 
fi broblast lysate is used as the positive control for 5LOX Western blots. On 4–20% 
gradient polyacrylamide gels, the electrophoresis is performed and the bands are 
visualized with chemiluminescence detection reagents. In the solution of 50-mM 
Tris-HCl (pH 6.8), 0.3-M NaCl, 1% β-mercaptoethanol, 1-mM phenylmethylsulfo-
nyl fl uoride, and 5-μM leupeptin, the spinal cord samples are homogenized and 
centrifuged (4°C, 30,000 g, 5 min). The supernanants are boiled for 10 min and cen-
trifuged at 30,000 g and 4°C for 30 min, and the supernatants are dialyzed overnight 
against 50-mM Tris-HCl. From the heat-soluble fraction of total spinal cord lysate, 
microtubule-associated tau protein (C-tau) is cleaved and measured by sandwich 
ELISA, using affi nity-purifi ed monoclonal antibody 12B2 [90–92]. In immunohis-
tochemical experiments, the terminally anesthetized mice are successively perfused 
transcardially with PBS (pH 7.4) and 4% paraformaldehyde in 0.1-M phosphate 
buffer. The spinal cord is collected, and the lumbar L5 region is processed for par-
affi n embedding. Serial cross sections of 5 μM thickness of the L5 spinal cord region 
are prepared for immunostain with antibodies to glial GFAP. In the absence of 
primary antibody, negative immunohistochemical controls are treated in the same 
way. GFAP-labeled sections are counterstained with hematoxylin.

5.2.5.7 MAPK p44 (ERK1) and p42 (ERK2) Assay

By RT–PCR from PMA-treated THP-1 cells, cDNA encoding CCR2B is isolated 
and subcloned into the expression vector pXMT3-neo [93], which contains an 
adenovirus late promoter and neo- and DHFR-selectable markers. After transfec-
tion with pXMT3-neo-CCR2B, selection with G418, amplifi cation with methotrex-
ate, and clone of CHO DUK-X cells, the resultant CHO-CCR2B cell line is cultured 
with modifi ed MEMα (without ribonucleosides and deoxyribonucleosides) con-
taining Glutamax-I, 100-U/mL penicillin, 100-μg/mL streptomycin, 10% (v/v) dia-
lyzed FBS, and 80-nM methotrexate. Parental CHO cells are cultured with original 
MEMα containing 100-U/mL penicillin, 100-μg/mL streptomycin, and 10% (v/v) 
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FBS, split twice per week by incubation for 5 min with an enzyme-free cell dissocia-
tion buffer, and reseeded at a density of 1–2 × 104 cells/cm2. Before an assay, the 
cells are seeded in methotrexate at 2 × 104 cells/well in fl at-bottomed 96-well tissue 
culture plates, allowed to attach for 6 h, washed with 250-μL/well PBS, and incu-
bated overnight in methotrexate containing endotoxin-free BSA (0.1%, w/v).

After preincubation of 60 μL of 20-nM MCP-1 with 60 μL of 0.4–1.8-μg/mL 
mAb at 37°C for 30 min, 50 μL of the MCP-1-mAb solution is added. The cells are 
preincubated at 37°C for 45 min with the solution of test compound in 50 μL of 
serum-free medium. After the addition of 50 μL of 20-nM MCP-1, the cells are 
incubated at 37°C for 5 min, the medium is replaced by 100-μL/well methanol 
equilibrated at −20°C, incubated at −20°C for another 20 min, and then washed 
three times with PBS containing Triton X-100 (0.1%, w/v). The cells are incubated 
with H2O2 (0.6%, v/v) in washing buffer for 20 min and washed as above, by which 
the activity of endogenous peroxidase is quenched. By adding a 250 μL/well assay 
buffer (washing buffer containing fraction V BSA, 5%, w/v) and incubating 
at room temperature for 1 h, the nonspecifi c binding sites are blocked. Then, the 
solution is replaced by a 100-μL/well monoclonal anti-phospho-ERK antibody 
(1 μg/mL in assay buffer). After incubating at 37°C for 1 h and washing three times 
with washing buffer, to the plate, a 100-μL/well goat-antimouse-IgG coupled with 
horseradish peroxidase (0.5 μg/mL in assay buffer) is added. After incubation 
at room temperature for 1 h and the plate is washed six times with washing buffer, 
100 μL/well of tetramethylbenzidine is added. After color development for 10–
30 min, the reaction is stopped by adding 50 μL of 2-M H2SO4 and the plates are 
read at 450 nm.

5.2.5.8 ELA4.NOB-1/CTLL Cell Assay

The ELA4.NOB-1 cells and CTLL cells maintained in RPMI 1640 containing 
2-mM glutamine, 40-μg/mL gentamicin, and 100-U/mL penicillin, are transferred 
into a tissue culture medium (TCM) containing 5% heatinactivated fetal calf serum 
(FCS) and 10% FCS and recombinant human L-2 (100 U/mL), respectively. Cell 
lines are centrifuged (room temperature, 400 g, 1 min) and washed twice in fresh 
TCM supplemented with 10% FCS by resuspension and centrifugation. By enu-
meration using trypan blue (0.4%, w/v) in saline, ELA4.NOB-1 and CTLL cells 
are adjusted to 1 × 106 and 4 × 104 viable cells/mL, respectively. To 96-well round-
bottom microtiter plates containing 100 μL of cytokine (control) or test compound, 
50 μL aliquots of each cell suspension are placed. After incubation in air containing 
5% CO2 at 37°C for 24 h, the cells are treated with 50 μL of 2-μCi/mL tritiated 
thymidine, incubated for another 24 h, harvested onto printed fi ltermats that 
are dried at 30°C for 1 h and heat sealed into sample bags containing 4.5 mL of β-
scintillant, and the radioactivity (cpm) is measured.

To each well containing 100-μL aliquots of the standard dilutions, 50 μL of 
ELA4.NOB-1 and 50 μL of CTLL cell suspensions are added. Using human recom-
binant IL-2 (0.025–1.6 U/mL) or test compound, the integrity of CTLL responses 
in the absence of ELA4.NOB-1 cells is measured. Human recombinant IL-1ra 
(0.1–100 ng/mL), ultrapure natural human TGF-β1 (0.01–10 ng/mL), and test com-
pound are tested on ELA4.NOB-1 and CTLL cocultures in a similar way, generat-
ing standard dose response curves for these cytokines. In the tests of the effects of 



IL-1ra and TGF-β1 on IL-1 induced activity in the coculture bioassay and on IL-2 
induced CTLL proliferation, serial dilutions of IL-1β (0.78–50 pg/mL), IL-2 (0.025–
1.6 U/mL), IL-1ra (1–100 ng/mL), TGF-β1 (0.01–10 ng/mL), and test compound in 
TCM supplemented with 10% FCS are used. Overall, 50-μL aliquots of each dilu-
tion of IL-1ra and IL-1β are dispensed and pipetted into 96-well microtiter plates, 
respectively, and 50 μL of the suspension of ELA4.NOB-1 and CTLL cells are ali-
quoted into each well, incubated, and treated with 3H-thymidine as described 
above; similar assays are set up for IL-1ra and IL-2, for TGF-β1 and IL-1β, and for 
TGF-β1 and IL-2.

5.2.5.9 FKBP51 mRNA Assay

Within a 2-week period between 9 and 10 h by venapuncture, the blood of nine 
healthy controls without a history of GC medication (37 years old) and one GC 
hyposensitive patient harboring one nonfunctional GC receptor allele and resulting 
in a net functional GC receptor expression of approximately 50% is collected in 
sodium heparin tubes [94], and centrifuged, and the isolated PBMC are washed 
twice with RPMI 1640 and resuspended in assay medium consisting of RPMI 1640 
supplemented with 4-mM L-glutamine, 100-U/mL penicillin, 100-μg/mL strepto-
mycin, and 10% dextran-coated charcoal steroid-stripped fetal calf serum at 0.5 ×
106 cells/mL. Overall, 1-mL aliquots of the PBMC suspension are added onto 24-
well plates and incubated overnight at 37°C in humidifi ed atmospheric air contain-
ing 5% CO2. To the medium, dexamethasone (DXM) or the test compound is 
added and incubated for another 24 h to isolate RNA. For activation of PBMC, 
0.1-mL aliquots of 0.5 × 105 cells are added onto a 96-well round-bottom plate and 
incubated with 1.5-μg/mL etanus toxoid for 9 h. Seventy two hours later, DXM is 
added. Then 96 h later, RNA is isolated. In a simultaneous control experiment, 78 h 
later, 1μCi 3H-thymidine is added, the cells are harvested, and incorporated radio-
activity is determined.

For purifi cation of PBMC subsets, cells are isolated, washed twice, resuspended 
in PBS at 1 × 107 cells/mL, incubated at room temperature for 30 min with phyco-
erythrin labeled primary antibodies (mouse-antihuman CD20, CD4, CD8, or 
CD14), and washed twice with PBS. The PBMC is resuspended in PBS at 1 × 108

cells/mL, incubated at 4°C for 30 min and labeled with goat-anti-mouse IgG, and 
washed and resuspended in 0.5 mL of PBS. The labeled and unlabeled PBMC are 
separated, resuspended in assay medium, divided into 0.1-mL aliquots onto a 
96-well round-bottom plate, and incubated overnight. To the wells, DXM is added 
and incubated for another 24 h to isolate RNA.

For real-time PCR performed on the LightCycler, after the isolation by use of 
the TriPure reagent and reverse transcription by use of MMLV-RT RNase H Minus 
of RNA, the synthesized cDNA is diluted 20–40 times in ddH2O [95]. To calculate 
the relative expression level of the genes of interest, the relative expression level of 
the housekeeping gene β2-microglobulin (β2m) in each sample is determined. Real-
time PCR is performed in 10-μL medium containing 5.0 μL of diluted cDNA 
(0.5 pmol/μL each primer), 10% either DNA master SYBR-green I solution (for 
the FKBP51 and β2m PCR) or DNA hotstart mixture (for the FKBP12, FKBP13, 
FKBP22, FKBP25, FKBP52, and Cyp40 PCR), and an optimal concentration of 
MgCl2 (4-mM β2m PCR, 3-mM FKBP51 PCR). The mixture is denatured at 95°C 
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for 30 s and 10 min for DNA Master I kit and Fast Start kit, respectively, and sub-
jected to up to 40 amplifi cation cycles: denaturing 15 s at 95°C, annealing 10 s 
at 56°C for β2m or at 67°C for FKBP51, and elongation 30 s at 72°C. A single 
measurement of fl uorescence is taken after each elongation step at 82°C.

5.2.5.10 Xylene-Induced Ear Edema Assay

Male Kunming mice (about 25 g) are randomly divided into three groups of 12 
mice, namely the test group, vehicle control group, and positive control group. The 
mice in the vehicle control group are administrated orally a suspension of Aspirin 
in CMC at a dosage of 20 mg/kg, and a concentration of 0.3 mg/mL, whereas the 
mice in the test group are administrated orally a suspension of test compound in 
CMC at a dosage of 20 mg/kg, 4.0 mg/kg, and 0.8 mg/kg, and a concentration of 
2.0 mg/mL, 0.4 mg/mL, and 0.08 mg/mL. Thirty minutes later, 0.03 mL of xylene is 
applied to both the anterior and the posterior surfaces of the right ear. The left ear 
is considered a control. Two hours after xylene application, the mice are killed and 
both ears are removed. Using a cork borer with a diameter of 7 mm, several circular 
sections are taken and weighed. The increase in weight caused by the irritant is 
measured through subtracting the weight of the untreated left ear section from that 
of the treated right ear section.

5.2.6 THROMBUS-RELATED ASSAY

A series of events such as the platelet aggregation, fi brinogenesis, fi brin adhesion, 
fi brin aggregation, and vascular inner wall injury are implicated in the thrombosis. 
Thus the thrombosis, antithrombosis, and thrombolysis may relate to antiplatelet 
aggregation [96], chemical- and electrical-induced blood vessel injury [97, 98], 
thread-induced fi brin or platelet adhesion [99], euglobulin clot lysis time [100, 101], 
fi brinolytic area [102], and reduction of thrombus mass[103, 104].

5.2.6.1 Antiplatelet Aggregation Assay

Platelet-rich plasma is prepared by centrifugation of normal rabbit blood antico-
agulation with sodium citrate at a fi nal concentration of 3.8%. The platelet counts 
are adjusted to 2 × 105/μL by the addition of autologous plasma. Platelet aggrega-
tion tests are conducted in an aggregometer using the standard turbidimetric tech-
nique. The agonists used may be either the usual platelet-activating factor (PAF, 
fi nal concentration 10−5–10−7 M) and adenosine diphosphate (ADP, fi nal concentra-
tion 10−5–10−7 M) or thrombin and collagen. The effects of the tested compound on 
PAF or ADP-induced platelet aggregation are observed. The maximal rate of the 
platelet aggregation (Am%) is represented by the peak height of the aggregation 
curve.

5.2.6.2 Ferric Chloride-Induced Thrombosis Assay

After overnight fasting, male SD rats (320–380 g) are administered orally water 
(blank control), test compound (15, 30, 60 mg/kg), and aspirin (positive control, 
30 mg/kg), and they are anesthetized with urethane (1.5 g/kg i.p.) at 90 min after 



the oral administration. The experiments are carried out according to the modifi ed 
method described by Kurz et al. [97]. The left common carotid artery is isolated 
carefully, and a plastic sheet is placed under the vessel to separate it from the sur-
rounding tissue. The surface of carotid artery is covered with a 4 × 0.5-cm cotton 
sheet saturated with 300 μL of FeCl3 solution (25%, w/v) for 15 min. Then, the 
injured carotid artery segment (0.6 cm) is cut off, from which the formed thrombus 
is taken out. After drying for 24 h at room temperature in a dehumidifi er, the dried 
weight of the thrombus is measured.

5.2.6.3 Electrical Stimulation-Induced Arterial Thrombosis Assay

After overnight fasting, male SD rats (250–350 g) are anesthetized with urethane 
(1.5 g/kg, i.p.). The left carotid artery is isolated carefully. A plastic sheet is placed 
under the vessel to separate it from the surrounding tissue. Thrombus formation is 
induced with the modifi ed Hladovec method [98]. The holder incorporates two 
electrodes, and the temperature sensor is fi xed under the exposed carotid artery. 
Then, the rats are administered intravenously by NS (blank control), test compound 
(5, 10, 20 mg/kg), and aspirin (4 mg/kg), respectively. After 5 min, a current of 3 mA 
is delivered for 3 min. With thrombus formation, the temperature of carotid blood 
is abruptly decreased. The occlusion time (OT) is measured through the tempera-
ture sensor and timer on the electric thrombosis stimulator. The rate of thrombosis 
inhibition is calculated according to as follows: thrombosis inhibition (%) = (A1 −
A)/A × 100%, where A is the OT of the control group and A1 is the OT of agent 
groups.

5.2.6.4 Thread-Induced Thrombosis Assay

Male SD rats (320–380 g) are treated with water (blank control), test compound (15, 
30, 60, 120 mg/kg), and aspirin (positive control, 30 mg/kg, b.i.d. for 2.5 d i.g.) and 
anesthetized by intraperitoneal injection of urethane (1.5 g/kg) at 75 min after the 
last dose. The arteriovenous shunt operation is carried out as the method described 
by Umetsu and Sanai [99]. The left jugular vein and the right carotid artery are 
annulated with a 4-cm-long polyethylene tube (o.d. 1 mm) with heparin (50 U/kg) 
injection intravenously for anticoagulation. These catheters are connected to the 
ends of a 15-cm-long polyethylene tube (o.d. 2 mm) containing a 5-cm-long suture 
silk thread (no. 4) measured wet weight. At 120 min after the last treatment, the 
blood fl owing through the shunt is confi rmed for 15  min. The silk thread with 
thrombus is gently removed and measured immediately for the wet gross weight. 
The thrombus wet weight is determined by subtracting the premeasured silk wet 
weight from the gross weight. The rate of thrombosis inhibition is calculated as 
follows: thrombosis inhibition (%) = (A − A1)/A × 100%, where A is the thrombus 
wet weight of the control (water) and A1 is the weight after treatment with the 
agents.

5.2.6.5 Euglobulin Clot Lysis Time (ECLT) Assay

The rabbit euglobulin clots are prepared according to a published method [100, 
101]. Plasma diluted at 1 : 20 in distilled water is precipitated at pH 5.7 with acetic 
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acid (0.25%). After 30 min at 4°C, the suspension is centrifuged at 2000 g for 15 min 
and the precipitate is resuspended to the initial plasma volume with 50-mM sodium 
barbiturate buffer (pH 7.8, containing 1.66-mM CaCl2, 0.68-mM MgCl2, and 93.96-
mM NaCl). To the rabbit euglobulin clots, NS (blank control), UK (positive control), 
or test compound is added and the ECLT or time to clot lysis is determined in a 
96-well microtiter plate.

5.2.6.6 Fibrinolytic Area Assay

The fi brinogen–agarose mixture is prepared and coagulated with thrombin in 
plastic dishes according to a published procedure [102]. The fi brinogen–agarose 
mixture is prepared by mixing equal volumes of 0.3% of rabbit fi brinogen and 
0.95% of agarose solutions, both dissolved in 50-mM sodium barbiturate buffer 
(pH 7.8). The fi brinogen–agarose mixture is coagulated with 100 mL of thrombin 
(100 U/mL) in plastic dishes (90 mm diameter × 1 mm depth). After 30 min at 4°C, 
an adequate number of wells, 5 mm in diameter, are perforated. To determine 
fi brinolytic activity, 30 μL of NS (blank control), UK (positive control), or test 
compound is added to the corresponding well. The plate is incubated, and areas of 
lysis are quantifi ed by lysis area.

5.2.6.7 Thrombolytic Assay

Male Wistar rats (200–300 g) are anesthetized with pentobarbital sodium (80.0 mg/
kg, i.p.). The right carotid artery and left jugular vein of the animals are separated. 
To the glass tube containing 1.0 mL of blood obtained from the right carotid artery 
of the rat, a stainless steel fi lament helix (15 circles; 15 mm × 1.0 mm) is added 
immediately. Fifteen minutes later, the helix with thrombus is carefully taken out 
and weighed. It is then put into a polyethylene tube that is fi lled with heparin 
sodium (50-U/mL NS), and one end is inserted into the left jugular vein [103, 104]. 
Heparin sodium is injected via the other end of the polyethylene tube as the anti-
coagulant, after which the test compound is injected. The blood is circulated 
through the polyethylene tube for 90 min, after which the helix is taken out and 
weighed. The reduction of thrombus mass is recorded.

5.2.7 IMMUNOMODULATING ASSAY

Immunomodulation not only relates to a series of physiologic and pathologic pheno-
mena, but also it can be estimated by related reaction cells, such as mast cells, DCs 
and NK cells, and level of cell factors such as interleukin, interferon, tumor necrosis 
factor, and transforming growth factor. Based on those facts, the rat mast cell and 
rabbit aortic assay [105], dendritic cell assay [106], lymphoid organ assay [107], 
IFN-γ assay [108], anti-rHuEPO NAb assay [109], and chemotaxic assay [110] are 
established.

5.2.7.1 Rat Mast Cell and Rabbit Aortic Assay

The ice-cold PBS (10 mL, 137-mM NaCl, 2.68-mM KCl, 0.91-mM CaCl2, 8.1-mM 
Na2PO4, 1.47-mM KH2PO4, 0.91-mM MgCl2, 5.6-mM glucose, and 20.0-mM 



HEPES) is injected (i.p.) into male Wistar rats (200–250 g). Approximately 90–
120 s later, PBS is collected and peritoneal is subsequently washed by 5 mL and 
10 mL of PBS. The washing PBS are also collected and combined with fi rst PBS, 
followed by centrifugation (200 g, 5 min, 4°C). After washing twice with PBS, the 
pellet is resuspended into 10 mL of PBS. From the rat, peritoneal lavage mast cells 
are isolated.

Preincubation of 1.8 mL of mast cell suspensions are carried out at 37°C for 
10 min, and 0.1 mL of test compound is added to stimulate the mast cells, which are 
cooled in ice to terminate histamine release. After centrifugation (100 g, 10 min, 
4°C), to the supernatant and the pellet, an equal volume of 0.8-M HClO4 and twice 
volume of 0.4-M HClO4 are added, respectively. A mixture of 125 μL of 5-M 
NaOH, 0.4 g of NaCl, and 2.5 mL of n-butanol is added to 1-mL solution of test 
compound, the mixture is centrifuged (200 g, 1 min, room temperature) and sepa-
rated. The upper organic phase is mixed with 2 mL of 0.1-M NaOH saturated with 
NaCl and centrifuged (200 g, 1 min, room temperature), and the procedure is 
repeated, of which the upper organic phase is mixed with 2 mL of 0.1-M HCl and 
7.6 mL of n-heptane. The lower aqueous phase (1 mL) is mixed with 0.1 mL of 10-M 
NaOH. By incubation with 0.1 mL of o-phthalaldehyde (10-mg/mL methanol) at 
room temperature for 4 min to perform the histamine-o-phthalaldehyde conjuga-
tion, and by addition of 0.6 mL of 3-M HCl to terminate the conjugation. The fl uo-
rescence of histamine-o-phthalaldehyde conjugate is assessed at 450 nm with 
emission excitated at 360 nm.

The thoracic aorta of male Japanese White rabbits (3–3.5 kg) is cut into helical 
strips (approximately 4 mm wide and 20 mm long), and the endothelium is removed 
by gently rubbing the endothelial surface with cotton pellets. In 1 mL of organ bath 
containing the modifi ed Krebs–Ringer–bicarbonate solution (120-mM NaCl, 
4.8-mM KCl, 1.2-mM CaCl2, 1.3-mM MgSO4, 25.2-mM NaHCO3, 1.2-mM KH2PO4,
5.8-mM glucose), the strips are mounted and suspended. With a force-displacement 
transducer connected to a polygraph muscle, the tensions of the strips are recorded 
isometrically. A passive tension of 1 g is initially applied and the strips are equili-
brated for 60 min, after which, 60-mM NaCl in the modifi ed Krebs–Ringer–
bicarbonate solution is replaced by equimolar KCl for precontraction of the strips. 
Reaching a steady level of the response, the experiment is started. Contractile 
response to histamine is normalized with that of high K+.

5.2.7.2 Dendritic Cell (DC) Assay

Before being used either for DC culture or for preparing T cells, human peripheral 
blood mononuclear cells (PBMCs) isolated from freshly leukapheresed blood are 
centrifuged and cryopreserved in 90% autologous serum and 10% DMSO. By 
negative depletion and using anti-HLA-DR monoclonal antibody-conjugated para-
magnetic beads from allogeneic PBMCs, enriched T cells are prepared. The cells 
possessing potential costimulatory function are removed from the PBMCs, as sus-
pension each batch of which is tested for the presence of any remaining B cells, 
monocytes, and 80–90% T cells. Using cell-specifi c paramagnetic bead prepara-
tions and by biomagnetic separation of the stimulators, B cells and T cells are 
purifi ed and the purity of each cell type is greater than 90%, as determined by fl ow 
cytometry.
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The cryopreserved PBMCs are thawed in warm AIM-V medium, washed 
with PBS, and resuspended in Opti-MEM medium supplemented with 1% heat-
inactivated autologous plasma to prepare (5–10) × 106 cells/mL suspension. The 
suspension of 1 × 109 cells is transferred into T-75 culture fl asks and cultured for 1 h, 
the nonadherent cells are resuspended, aspirated out, and stringently washed with 
cold PBS to remove loosely adherent cells. To each fl ask, 1.5 × 109 Opti-MEM 
medium containing 5% heat-inactivated autologous plasma, 500-U/mL rhGM-CSF, 
and 500-U/mL rhIL-4 are added and the adherent cells are incubated for 6 days. 
These DCs are then treated either with BCG alone or BCG plus IFN-γ for 24 h.

In the COSTIM bioassay, allogeneic T cells are thawed in warm AIM-V culture 
media, and washed with and resuspended in PBS at 1 × 105 DCs or 1 × 106 T cells/
mL. To each triplicate well of a U-bottom 96-well plate, 100 μL of 1 × 104 DCs and 
100 μL of 1 × 105 allogeneic T cells are successively added, and with or without 
0.005- μg/mL anti-CD3 monoclonal antibody, which is incubated at 37°C for 44 h 
in humidifi ed atmospheric air containing 5% CO2. A total of 0.5 μCi Tritiated (3H)-
thymidine in 50 μL of AIM-V is added to each well, cultured for the last 18 h, the 
cells are harvested, and the incorporated radioactivity is quantifi ed. Before 1 h of 
adding T cells and anti-CD3, the sterile, azide-free, and low-endotoxin IgG1 mono-
clonal antibodies specifi c for CD54, CD80, CD86, and an isotype control (BD 
Pharmingen) are added to the DCs at 1 μg/well to observe the costimulatory mol-
ecule block. In the mixed lymphocyte reaction (MLR), the cryopreserved DCs 
(stimulators) and T cells (responders) are thawed in warm AIM-V media, washed 
with PBS, and resuspended in PBS at 1 × 105 DCs or 1 × 106 T cells/mL. To each 
well of a U-bottom 96-well plate, 100 μL of 1 × 104 DCs and 100 μL of 1 × 105 allo-
geneic T cells are successively added and incubated at 37°C for 6 days in humidifi ed 
atmospheric air containing 5% CO2. A total of 0.5 μCi Tritiated (3H)-thymidine in 
50 μL of AIM-V is added to each well, cultured for the last 18 h, the cells are har-
vested, and the incorporated radioactivity is quantifi ed.

5.2.7.3 Lymphoid Organ Assay

After a 4-week acclimation period, male Wistar rats (4 weeks old, 225–250 g, 
housed in polypropylene cages in a environment-controlled room maintained at 
22°C, 55% relative humidity, and a 12 : 12 h light/dark cycle) are allocated to six 
groups (n = 15–20 rats each). The untreated group is used as control (maintained 
on basal diet and sacrifi ced at weeks 4 and 30). During weeks 1 and 2, the DMBDD, 
DMBDD/PB, and DMBDD/2-AAF groups are sequentially treated with initiators 
DEN (N-nitrosodiethylamine, 100 mg/kg, i.p.), MNU (N-methyl-N-nitrosourea, 
20 mg/kg, i.p., four times, two doses per week), and BBN (0.05% in drinking water 
during 2 weeks); during weeks 3 and 4, DHPN and DMH groups are sequentially 
treated with DHPN (0.1% in drinking water during 2 weeks) and DMH (1,2-
dimethylhydrazine, 40 mg/kg, s.c., four times, two doses per week). At the end of 
the week 4, some animals of the DMBDD group are killed and the remainder is 
maintained on a basal diet until week 30. After the initiation, the DMBDD/PB 
and DMBDD/2-AAF groups are supplied with phenobarbital (PB, 0.05%) and 2-
acetylaminofl uorene (2-AAF, 0.01%) in the diet for 25 weeks, respectively. From 
the sixth week until week 30, two noninitiated groups receive PB or 2-AAF in the 
diet. At the week 4 or 30, all animals are killed under pentobarbital (45 mg/kg) 



anesthesia. The liver, kidneys, spleen, thymus, mesenteric lymph nodes, and bone 
marrow removed from all animals are fi xed in buffered formalin for 48 h for tissue 
processing and histological analysis. Only at week 30 are the lung, small and large 
intestine, and Zymbal’s gland examined. After removal of the liver, the kidneys, 
spleen, and thymus are weighed immediately. The spleen is cut in two halves for 
evaluation of cytokines and histological analysis, respectively. All removed organs 
are embedded in paraffi n and stained with hematoxylin and eosin for histological 
analysis [111]. The suspensions of spleen cells dispersed in a Petri dish containing 
RPMI-1640 culture medium are centrifuged; resuspended in RPMI-1640 culture 
medium supplemented with 20-mg/mL gentamycin, 2-mM glutamine, and 10% 
inactivated fetal calf serum; and washed twice by centrifugation at 1500 g for 
10 min. To aliquots of 2 × 106 cells/mL (500 μL/well) in 24-well fl at-bottom micro-
titer plates, RPMI-1640 (500 μL/well) or Concanavalin A (CON A-2.5 μAg/mL, 
500 μL/well) or Staphylococcus aureus Cowan’s strain 1 (SAC-1 : 5000, 500 μL/well) 
is added and the plates are incubated at 37°C for 72 h in humidifi ed atmospheric 
air containing 5% CO2. After incubation, the collected supernatants are stocked 
at −70°C for quantifi cation of cytokines. CONA in vitro stimulated samples are 
used to quantify IL-2, IFN-γ, IL-10, and TGF-β1. SAC in vitro stimulated samples 
are used to quantify TNF-α and IL-12. Using ELISA kits, cytokine production, 
IL-2, IL-12, TNF-α, IFN-γ, and IL-10 levels are measured. Samples are acidifi ed 
by 1-M HCl and measured by Quantikine antihuman TGF-h1 kit for detection of 
the TGF-h1 immunoreactive form.

5.2.7.4 IFN-g Assay

Human myelomonocytic KG-1 cells (ATCCCCL246) are incubated with RPMI-1640 
medium supplemented with 10% FCS, 100-μg/mL penicillin, and 100-μg/mL strep-
tomycin at 37°C in air containing 5% CO2. By expression of the corresponding cDNA 
in E. coli HuIL-18 and MuIL-18 are prepared and purifi ed to homogeneity. Using Pfu 
DNA polymerase (at 95°C for 45 s; at 72°C for 3.5 min; 10 cycles and at 95°C for 45 s; 
at 68°C for 3.5 min; 35 cycles) MuIL-18R cDNA (1.7 kbp) are amplifi ed from murine 
liver RNA by RT–PCR and cloned into pCRScript Cam SK (+) to synthesize 5′-
AGAGGAACCACCCACAACGATCCT-3′ and 5′-TGAATAGGCACACGCAT-
XGACCTCT-3′ [112]. With the EF-1 promoter of pEF-BOS vector, the dihydrofolate 
reductase unit of pSV2dhfr (ATCC 37146) and the backbone of pRc/CMV vector 
pREF-XN is constructed. IL-18R cDNA is ligated into XhoI/NotI sites of the 
vector to form MuIL-18R expression vector pRcEFM18R. KG-1 cells (1 × 107) are 
washed twice with RPMI-1640 medium and transfected with 50 mg of pRcEFM18R 
by electroporation. In the presence of 400-μg/mL G-418, the transformed cells are 
selected and cloned. The suspension of 2 × 106 cells, on which the receptor binding 
of 125I-labeled MuIL-18 or HuIL-18 has been examined, in RPMI-1640 containing 
0.1% NaN3 and 100-mM HEPES (pH 7.2) is incubated at 4°C for 1 h with approxi-
mately 4 ng of 125I-labeled MuIL-18 or HuIL-18. After the separation of unbound 
IL-18, the cell-bound 125I count is determined. Subtracting the nonspecifi c binding 
measured from 3 μg of unlabeled cognate ligand, the specifi c binding of IL-18 is 
obtained. To prepare mice serum containing endogenous MuIL-18, C57BL/6 mice 
are treated with 500 μg of heat-killed Propionibacterium acnes for 1 week and 
challenged with 1 μg of lipopolysaccharide for 2 h to induce endotoxic shock. From 
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the heart, under proper anesthetization, blood samples are taken to prepare sera. 
The MuIL-18R-expressing KG-1 cells are washed and resuspended at 5 × 105 cells/
mL with RPMI-1640 medium for 2 days. The cells are adjusted to 1 × 106 cells/mL 
with RPMI-1640 containing 10% FCS, to which the indicated amounts of MuIL-18, 
HuIL-18, or serum sample are added. One day later, the culture supernatants are 
recovered and the quantitative analysis of the produced IFN-γ is performed by 
ELISA. The culture supernatant is incubated with mAb-IFN-γ-15. The bound 
IFN-γ is further incubated with mAb-IFN-γ-6 and detected with hydrogen perox-
ide and ο-phenylenediamine.

5.2.7.5 Anti-rHuEPO NAb Assay

32D-EPOR cells are incubated at 37°C in humidifi ed atmospheric air containing 
5% CO2 with RPMI 1640 supplemented with 15% heat-inactivated FBS, 2-mM l-
glutamine, and penicillin/streptomycin (1%, v/v) mixture. The EPO-dependent 
cells are incubated in RPMI 1640 supplemented with 10 U/mL of rHuEPO. Via two 
to three subcultures a week, cell densities are maintained between 3 × 104 and 1 ×
106 cells/mL. Up to 30 days after thawing, the old cells in the cryopreserved cells are 
discarded and a vial of frozen cells is thawed and expanded in culture [113].

In the cell proliferation assay, 32D-EPOR cells are incubated overnight, har-
vested, and washed twice with RPMI 1640 lacking rHuEPO by centrifugation 
(200–300 g). The supernatant is discarded, the cell pellet is resuspended in RPMI 
1640, and the suspention is recentrifuged. The formed cell pellet is resuspended in 
RPMI 1640 and adjusted to 5 × 105 cells/mL. Cells are incubated at 37°C (humidi-
fi ed atmospheric air containing 5% CO2, without rHuEPO) for 16–24 h, centri-
fuged, resuspended in fresh RPMI 1640, and counted. Overall, 100 μL of 2 × 104

staged 32D-EPOR cells and 100 μL of prepared testing sample are incubated at 
37°C for 44 h in humidifi ed atmospheric air containing 5% CO2. The solution of 
2-μCi [methyl-3H] thymidine diluted in 50 μL of RPMI 1640 is added to each well 
and incubated for 4 h. The contents of the plate are harvested, 25 μL of scintillation 
fl uid are added, and the cells are counted.

All assay controls are prepared in a mixture of 5% human serum and 15% 
pooled rat serum. In anti-rHuEPO NAb assay, the background control (N) consist-
ing of cells only is prepared by mixing 40 μL of pooled human serum with 240 μL
of RPMI 1640 and 120 μL of pooled rat serum. The maximum growth control (M) 
consisting of cells and 1-ng/mL rHuEPO is prepared by mixing 40 μL of pooled 
human serum with 120 μL of rHuEPO at 6.67-ng/ml, 120 μL of RPMI 1640 and 
120 μL of pooled rat serum. The neutralizing antibody positive control (P) consist-
ing of cells, 1-ng/mL rHuEPO and 500-ng/mL positive control antibody is prepared 
by mixing 120 μL of RPMI 1640 with 120 μL of pooled rat serum. Samples are 
prepared by mixing 40 μL of individual donor serum with 120 μL of rHuEPO at 
6.67 ng/mL, 120 μL of RPMI 1640, and 120 μL of pooled rat serum. Before addition 
to the cells, all controls and samples are preincubated at room temperature for at 
least 30 min.

5.2.7.6 Radial Assay of Chemotaxis

From stock sorocarp cultures of D. discoideum grown on agar plates, spores from 
strain v12 are harvested and heat-shocked at 45°C for 30 min. The suspension of 



the spores is mixed with a full loop of E. coli B/r, the 200-μL aliquots in new SM-
agar plates are cultured at 22°C for 24 h, the cells are harvested and maintained 
vegetatively by shanking (200 rpm in Lpp medium, approximately 106 cells/mL), or 
the cells are starved by washing four times by centrifugation (3000 g, 30 s). The 
cells are shaken in 15-mM Tris-HCl (pH 7.0) for 2 h or 4 h; the latter is for routine 
chemotaxis assays. Chemotaxis of D. discoideum amoebae is performed on thin 
agar plates. Overall, 1 mL of 1.0% agarose in 15-mM Tris-HCl (pH 7.0) is added 
to each Petri plate and agitated to allow even spreading. The chemoattractants 
cAMP or folic acid are added to the agar with or without agonists before pouring 
plates. Chemotactically competent cells are centrifuged to form a viscous suspen-
sion and spotted on the agar plates. Each plate containing six aliquots of cells is 
covered, incubated at 22°C for 3 h, uncovered and placed on a heater to fi x cells 
and dessicate the agar. As a measure of chemotactic effi ciency, the initial spot 
diameters are subtracted from the diameters of visible rings or “halos” formed by 
outwardly migrating cells. During a period of 60 min with a playback time of 3 min, 
the individual halos on the agar plates are monitored. Proteins (20 μg/lane) are 
separated from whole cell lysates by polyacrylamide gel electrophoresis in 12% 
sodium dodecyl-sulphate polyacrylamide gels and transferred to nitrocellulose 
membranes in a mini-trans-blot cell using a buffer containing 25-mM Tris, 192-mM 
glycine (pH 8.3), and 20% methanol. Transfer is with 100 V for 40–60 min employ-
ing a frozen cooling unit. Using standard curves produced by running prestained 
Rainbow markers in parallel lanes, relative molecular weights are estimated. Nitro-
cellulose blots are blocked in 4% BSA at 4°C for 16 h, incubated for 1 h in 1/500 
monoclonal anti-phosphotyrosine PT-66, and diluted by a 1/1000 dilution of per-
oxidase conjugated goat-antimouse IgG at room temperature for 1 h to detect the 
proteins containing phosphorylated tyrosine residues. Between each incubation, 
blots are washed three times for 5 min and immunoreactive bands are visualized 
using the chromogenic substrate diaminobenzidine HCl and 0.025% peroxide.

5.2.8 ESTROGEN ASSAY

After transfection, some cells become special fused cells such as the GAIA–DNA 
domain binding estrogen receptor yeast [114], the HELNα and HELNβ transfected 
cells [115], the yeast stably expresses human estrogen receptor β (hERβ) [116], the 
yeast stably expresses human estrogen receptor α (hERα), and enhanced green 
fl uorescent protein (yEGFP) in response to estrogens α (hERα) [117]. With the 
special characteristics and high response to estrogen stimulation, the mentioned 
cells and related substances are used for bioassays.

5.2.8.1 Yeast Oestrogen Assay

The yeast, of which the steroid-binding domain is fused by GAL4-VP16, is incu-
bated with SC-medium without histidine at 30°C and 130 rpm overnight. By adding 
DMSO up to a fi nal concentration of 15% (v/v), stock cultures are prepared from 
exponentially growing cultures and stored in 0.5-mL aliquots at −80°C. Exponen-
tially growing overnight, cultures are diluted with SC-medium to an OD600nm

of 0.75. To 10-mL aliquots 100 μL of DMSO (negative controls), 100 μL of 17β-
estradiol in DMSO (positive controls), or 100 μL of test compound in DMSO 
are added, incubated at 30°C and 130 rpm for 2 h, diluted to fi ve-fold volume and 
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determined to get OD600nm. To 200 μL of the test culture, 600 μL of Z-buffer (60-
mM Na2HPO4 · 7H2O, 40-mM NaH2PO4 · H2O, 10-mM KCI, 1-mM MgSO4 · 7H2O, 
35-mM β-mercaptoethanol), 20-μL SDS solution (3.5 mM), and 50 μL of chloro-
form are added, carefully mixed, and pre-incubated at 28°C for 5 min, and then 
200 μL of o-nitrophenyl-3-D-galactopyranoside in Z-buffer (13.3 mM) are added 
to initiate the enzyme reaction. The cultures are incubated at 28°C until a signifi -
cant yellow color develops. For 17β-estradiol-induced positive controls, the yellow 
color occurs within 20 min. For test chemical-induced assays, the yellow color 
occurs after 120 min. To the cultures, 500 μL of Na2CO3 (1 M) is added to stop the 
reaction, the cell debris is pelleted by centrifugation (25,500 g, 15 min), and the 
Ex420nm of the supernatants is determined. The β-galactosidase activity of the test 
cultures is calculated according to u[μ mol/min] = Cs/t·V·ODs, wherein t = incuba-
tion time (min) of the enzyme reaction, V = volume (0.2 cm3) of the used test 
culture aliquot, ODs = OD600nm of test culture, Cs = concentration of o-nitrophenyl-
β-D-galactopyranoside (μM) in the reaction supermatant calculated according to 
Cs(μM) = 106·[Exs-ExB]/∈N·d, wherein Exs = Ex420nm of the enzyme reaction super-
natant of test compound, ExB = Ex420nm of the enzyme reaction supernatant of the 
blank control, ∈N = ∈ for o-nitrophenyl-β-D-galactopyranoside in the enzyme assay 
reaction mixture (4666 × 103 cm2/mole), and d = diameter of the cuvette (1 cm). 
EC50 are calculated from dose response curves obtained by fi tting the data by Y =
D + [A − D]/[1 + (C/X)B], wherein X = estrogen concentration in the test, Y = β-
galactosidase activity, B = relative slope of the middle region of the curve as esti-
mated from a linear/log regression of the linear part of the dose response curve, C 
= estrogen concentration at half maximal response, and D = minimum β-
galactosidase activity. The relative β-galactosidase induction factor defi ned as the 
ratio of β-galactosidase activity in a chemical sample and in the corresponding 
negative control is used for test chemical sample screening results.

5.2.8.2 HELN a and HELN b Transfected Cell Assay

After incubation with 30 mg of C18 Oasis HLB batch for 10 min, 800 mL of every 
patient’s serum are desteroided and centrifuged (13,000 g, 10 min) to separate the 
supernatant. To this stripped serum, a known amount of estradiol is added to obtain 
a set of estradiol standards with concentrations from 10−9 to 10−4 mM, and incubated 
for 4 h at 37°C to permit an equilibrium bet-ween free estrogens and estrogens 
bound to sex hormone-binding globulin. HeLa cells transfected with ERE-β Glob-
Luc-SVNeo and pSG5-Puro-hERα or β, so-called HELNα and HELNβ, are 
selected by geneticin and puromycin at 1 mg/mL and 0.5 μg/mL, respectively. Lumi-
nescent and inducible clones are identifi ed using photon-counting cameras. HELN 
Erα is cultured in 150-cm2 plastic fl asks in DMEM without phenol red, supple-
mented with 5% dextran-coated and charcoal-treated FCS, 0.25-μg/mL puromy-
cin, and 0.5-mg/mL geneticin. To the culture medium, the aromatase inhibitor 
aminogluthetimide (AG) is added at a concentration of 50 μM. The cells are seeded 
in 96-well plates (3 × 104 cells per well) in the presence of DMEM without phenol 
red, supplemented with 3% dextran-coated and charcoal-treated FCS, 50-μM AG, 
and incubated for 8 h at 37°C. Culture medium is replaced by 100 μL of DMEM 
without phenol red, supplemented with 50-μM AG, to which 20 μL of human serum 
in triplicate is added.



5.2.8.3 Luciferase Assay

The p403- and p405-GPD yeast expression vectors and the p406-CYC1 yeast 
expression vector are used to express the human estrogen receptor α and β and 
construct the reporter plasmid, respectively. On the isolated mRNA of T47D 
human breast cancer cells and intestinal Caco-2 cells, cDNA is synthesized. Using 
the T47D cDNA, marathon uterus cDNA, and the human intestine cDNA by 
PCRs, full-length human estrogen receptor β (ERβ) cDNA is obtained. To perform 
the fi rst PCR, 34.2 μL of ultra-pure water, 5 μL of 25-mM MgCl2, 5 μL of Expand 
HF 10 × concentrated buffer (without MgCl2), 0.8 μL of 25-mM dNTP mix, 1 μL
of the enzyme mixture, 2 μL of the different cDNAs, and 2 μL of a primer mixture 
containing 10 μM of each primer are pipetted into a thin-walled PCR tube and (1) 
denature template 3 min at 95°C, (2) denature template 30 s at 94°C, (3) anneal 
primers 1 min at 60°C, (4) elongation 2 min at 72°C, (5) go to step (2) and repeat 
35 times, (6) elongation 7 min at 72°C, and (7) for over 10°C. The second PCR is 
performed with the same conditions, but 2 μL of the fi rst PCR mixture is used 
instead of 2 μL of the different cDNAs. The 5′- and 3′-primer, 5′-CGTCTAGAGCT
GTTATCTCAAGACATGGATATAA-3′ and 5′-TAGGATCCGTCACTGAGA
CTGTGGGTTCTG-3′, contains a restriction site for XbaI just before the ATG 
start codon and for BamHI just after the TGA stop codon, respectively. The full-
length ERβ PCR product is isolated and ligated into a pGEM-T Easy Vector. The 
uterus/intestine human ERβ cDNA clone that fully corresponded to the ERβ
sequence is cut out of the pGEM-T Easy plasmid with XbaI and BamHI and cloned 
into the corresponding XbaI–BamHI site of the p405-GPD-ERβ vector, which is 
used to transform Epicurian Coli XL-2 Blue Cells.

Yeast K20 is transfected with the p406-ERE2s2-CYC1-yEGFP reporter vector 
and integrated at the chromosomal location of the Uracil gene via homologous 
recombination to construct yeast hERα and hERβ cytosensors. The transformants 
are grown on MM/LH plates using PCR and Southern blot hybridization to select 
clones, in which the integration has occurred at the desired URA3 site with only 
a single copy of p406-ERE2s2-CYC1-yEGFP. This strain is transformed with the 
p403-GPD-Erα and the p405-GPD-ERβ, or both expression vectors and trans-
formants are grown on MM/L, MM/H, or MM plates, respectively.

The plate with selective MM/L, MM/H, or MM medium is inoculated with 
−80°C stock yeast ERα, ERβ, or ERα /β cytosensor (20% glycerol, v/v), respec-
tively; incubated at 30°C for 24–48 h; and stored at 4°C. The day before the assay, 
a single colony of the yeast cytosensor is inoculated with 10 mL of the correspond-
ing selective medium overnight at 30°C with vigorous orbital shaking at 225 g. At 
the late log phase, the yeast ERα, ERβ, and ERα /β cytosensor culture is diluted 
(1 : 10) in MM/L, (1 : 20) in MM/H, and (1 : 20) in MM, respectively. This minimal 
medium consists of a yeast nitrogen base without amino acids or ammonium sul-
phate (1.7 g/L), dextrose (20 g/L), and ammonium sulphate (5 g/L). The MM/L and 
MM/H medium are supplemented with L-leucine (60 mg/L) or L-histidine (2 mg/
L), respectively.

A total of 200-μL aliquots of the yeast culture are pipetted into each well of 96 
well plates, and then 1 μL of ethanol or DMSO stock solution of test chemical is 
added to result in 0.5% fi nal concentration. The plates are included for 4 h and 24 h, 
fl uorescence at 485 nm and emission at 530 nm are measured directly, and the OD 
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of the yeast culture at 630 nm is determined to check the toxicity of test chemical 
for yeast.

5.2.8.4 Green Fluorescent Protein Expression Assay

Aliquots of 2 mL of blank calf urine and 17β-estradiol (E2β, 1 ng/mL), diethylstil-
bestrol (DES, 1 ng/mL) and 17α-ethynylestradiol (EE2, 1 ng/mL), α-zearalanol (30 
or 50 ng/mL) and mestranol (10 ng/mL), and spiked calf urine samples are adjusted 
to pH 4.8 and 20 μL of β-glucuronidase/arylsulfatase (3 U/mL) are added. The 
samples are deconjugated by enzyme at 37°C overnight, treated with 2 mL of 
0.25-M sodium acetate buffer (pH 4.8) and subjected to solid phase extraction 
(SPE) on a C18 column conditioned previously with 2.5 mL of methanol and 2.5 mL 
of sodium acetate buffer. The column is successively washed with 1.5 mL of 10% 
(w/v) sodium carbonate solution, 3.0 mL of water, 1.5 mL of sodium acetate buffer 
(pH 4.8), 3.0 mL of water, and 2 mL of methanol/water (50/50 v/v). The column is 
air-dried and eluted with 4 mL of acetonitrile. The eluate is applied to an NH2-
column conditioned previously with 3.0 mL of acetonitrile. The acetonitrile eluate 
is evaporated to 2 mL by nitrogen gas stream, of which a 100-μL part (equivalent 
to 100-μL urine) is transferred to a 96-well plate and mixed with 50 μL of water 
and 2 μL of DMSO. The plate is dried overnight in a fume cupboard to remove the 
acetonitrile and screened on estrogenic activities with the yeast estrogen bioassay. 
In the same way, a reagent blank is prepared, using 2 mL of the 0.25-M sodium 
acetate buffer pH 4.8 instead of urine.

The yeast cytosensor (20% glycerol v/v) expressing the human estrogen receptor 
α (hERα) and yEGFP in response to estrogens is incubated in an agar plate con-
taining the selective MM/L medium at 30°C for 24–48 h and then stored at 4°C. 
The day before the assay, a single colony of the yeast cytosensor is inoculated in 
10 mL of selective MM/L medium overnight at 30°C with vigorous orbital shaking 
at 225 rpm. At the late log phase, the yeast ERα cytosensor is diluted in MM/L, 
giving an OD at 604 nm in the range of 0.07–0.13. For exposure in 96-well plates, 
aliquots of 200 μL of this diluted yeast culture are pipetted into each well, already 
containing the extracts of the urine samples. A E2β dose-response curve is included 
in each exposure experiment. Aliquots of 200 μL of the diluted yeast culture are 
pipetted into each well of a 96-well plate and exposed to different doses of E2βs
performed through the addition of 2 μL of E2β stock solutions in DMSO. Each 
urine sample extract and each E2β stock is assayed. Exposure is performed for 0 h 
and 24 h. Fluorescence at these time intervals is measured directly using excitation 
at 485 nm and measuring emission at 530 nm. The densities of the yeast culture at 
these time intervals are also determined by measuring the OD at 630 nm to check 
whether a urine sample is toxic for yeast.

In the determination of the decision limit (CCα) and detection capability (CCβ)
of the yeast estrogen bioassay, extracts of 20 blank calf urine, 20 spiked calf urine 
samples (E2β, DES and EE2 at 1 ng/mL, α-zearalanol at 30 or 50 ng/mL, and 
mestranol at 10 ng/mL), and a reagent blank are analyzed. After 24 h of exposure, 
the obtained fl uorescence signals of the 20 blank urine samples, the 20 spiked urine 
samples, and a reagent blank are corrected for the signals obtained at 0 h (t24–t0). 
On three different days, the extracts of the blank urines and their corresponding 
spikes are prepared and analyzed in the yeast estrogen bioassay in three separate 



exposures. Within a time period of 10 days, these three sample treatments and 
exposures are performed. In another experiment, extracts of 20 blank urines and 
spikes of 50-ng zearalanol per mL urine are prepared in one day and are analyzed 
in the yeast estrogen bioassay in one exposure. In the context of EC Decision 
2002/657, the mean signal of 20 blank calf urine samples plus 2.33 times the cor-
responding standard deviation is defi ned as the decision limit CCα (α = 1%), and 
the decision limit CCα plus 1.64 times the standard deviation of the signal of the 
spiked calf urine sample is defi ned as the detection capability CCβ (β = 5%).

In the determination of the specifi city of the yeast estrogen bioassay, three blank 
calf urine samples are spiked with a high dose of testosterone or progesterone 
(1000 ng/mL) and extracts are analyzed. In the determination of interference, these 
blank calf urine samples are spiked with a high dose of either testosterone or pro-
gesterone in combination with a low dose of estrogens (E2β, DES, and EE2 at 
1 ng/mL, α-zearalanol at 50 ng/mL, and mestranol at 10 ng/mL).

5.2.9 ANTIMALARIAL ASSAY

The tremendous progress in the biology and the biochemistry of malaria parasites 
has led to the identifi cation of drug targets that are both parasite specifi c and 
essential for parasite growth and survival, and some of them are now exploited in 
the mechanisms-based assays of various screening programs and determination of 
antimalarials’ concentration such as plasmodium falciparum and murine P388 
leukemia cell assay [118], histidine-rich protein II assay [119], anti-plasmodium 
activity assay [120], survival of Anopheles gambiae assay [121], chloroquine plus 
doxycycline assay[122], and plasmodium falciparum clone and dihydroartemisinin 
assay [123].

5.2.9.1 Plasmodium Falciparum and Murine P388 Leukemia Cell Assay

The required quantity of P. falciparum parasites maintained in a complete medium 
(RPMI-1640, 25-mM HEPES, 25-mM NaHCO3, and 10% pooled human serum, 
with uninfected human red blood cells at 2.5% haematocrit) is introduced into 
fl at-bottomed 96-well plates. The cell suspension (1% parasitaemia) is added to the 
plates (0.2 mL/well), which contains test compound in triplicate alongside untreated 
controls. The plates are shaken vigorously using a microculture plate shaker, and 
they are incubated at 37°C for 18 h under microaerophilic conditions [124]. To each 
well, tritiating hypoxanthine with a specifi c activity of 14.1 Ci/mmol is added 
(0.5 μCi/well) and incubated at 37°C for another 24 h. The contents of the well are 
frozen at −30°C, unfrozen at 50°C, fi ltrated, and washed several times with water. 
The disks are dried and added to toluene scintillator in vials, and the radioactivity 
incorporated into parasites is estimated.

Test compounds inhibiting 75% or more of the parasite growth are systemati-
cally submitted to cytotoxicity tests. Murine P388 leukemia cells grown in 
RPMI 1640 medium containing 0.01-nM β-mercaptoethanol, 10-mM L-glutamine, 
100-U/mL G-penicillin, 100-μg/mL streptomycin, 50-μg/mL gentamycin, and 
50-μg/mL nystatine, supplemented with 10% fetal calf serum, are incubated in 
humidifi ed atmospheric air containing 5% CO2 at 37°C. The inoculum seed at 104
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cells/mL (0.1 mL/well) is transferred into fl at-bottomed 96-well plates containing 
serial concentrations of test compound, and the plates are incubated in the required 
atmosphere at 37°C for 72 h. Thereafter, cells are incubated at 37°C with a 0.02% 
solution of neutral red in 1/9 methanol/water (0.1 mL/well) for 1 h, washed with 1N 
PBS, and lyzed with 1% SDS. After a brief agitation, the plates are read at 540 nm 
to measure the absorbance of the extracted dye, and cell viability is expressed as 
the percentage of cells incorporating dye relative to the untreated controls and IC50

values are determined by the linear regression method.

5.2.9.2 Histidine-Rich Protein II Assay

The serial dilutions of complement-inactivated plasma samples, which are from 
uncomplicated falciparum malaria patients and a healthy volunteer treated with 
oral sodium artesunate (100 mg followed by 50 mg orally every 12 h for 5 days), are 
applied in two columns to 96-well microculture plates at 50 μL/well. The serial 
dilutions of spiked plasma are applied in two columns and added to each plate as 
controls. On each 96-well plate, fi ve unknown samples plus the controls are tested; 
in addition, one plate with six serial dilutions of known drug concentrations cover-
ing the whole test range is also tested. According to the literature, the culture and 
ELISA procedures are performed [125]. A total of 175-μL aliquots of the dilutions 
(0.1% parasite density, 1.7% hematocrit) of synchronized parasitized (clone W2)
blood samples from continuous culture are added to the plates (resulting in a total 
of 225 μL/well), with the frozen mixture of 1.05 mL of the remaining cell medium 
and 0.3 mL of drug-free plasma per plate as negative controls. Before being frozen-
thawed, the plates are incubated at 37°C for 72 h in a candle jar or gas mixture (5% 
CO2, 5% O2, 90% N2).

5.2.9.3 Antimalarial Activity Assay

The chloroquine resistant strain FcB1 of P. falciparum (50% inhibitory concentra-
tion [IC50] of chloroquine = 62 ng/mL) maintained continuously in culture on 
human erythrocytes is used for the evaluation of antimalarial activities of test 
compounds [126]. The semiautomated microdilution technique [127] is modifi ed 
to determine the in vitro antiplasmodial activity of test compounds. The serial 
medium dilutions of the stock solutions of test compounds in DMSO 10 mg/mL, of 
which the concentration never exceeds 0.1% and does not inhibit the parasite 
growth, are incubated with asynchronous parasite cultures (0.5% parasitemia and 
1% fi nal hematocrit) on 96-well plates at 37°C for 24 h and treated with [3H] hypo-
xanthine (0.5 μCi/well) for 24 h. By comparison of the radioactivity incorporated 
into the treated culture with that in the control culture maintained on the same 
plate, the growth inhibition concentration for each test compound is defi ned. From 
the drug concentration-response curve, the IC50 is obtained and expressed as the 
mean determined from three independent experiments.

5.2.9.4 Survival of Anopheles Gambiae Assay

Adults of laboratory-reared An. gambiae mosquitoes (from a colony established 
from wild gravid females, all mosquito life stages are maintained under semi-fi eld 
conditions) are given 6% glucose solution on fi lter-paper wicks, water, and routine 



human bloodmeals three times per week. Three days after each bloodmeal inside 
the cages, which are kept in screen houses under ambient conditions, oviposition 
cups are used to collect eggs on the following day. Under semi-fi eld conditions, the 
larvae for both the colony and the experiments are maintained on fi sh food and 
the plastic pans (25 × 20 × 14 cm) are fi lled with fresh water [128].

In 30-cm cubic metal frame cages covered with mesh netting, approximately 100 
pupae/cage and the test compound are for direct observation. An. gambiae mos-
quitoes are allowed to emerge, and evening observations of test compound feeding 
are conducted from 20:00 to 22:00 h, for which at intervals of 30 min, a fl ashlight 
is used. On a second night of observation, a mosquito net is placed over Ricinus 
communis in a screenhouse, under which a cup of water containing approximately 
500 pupae is placed and emerging adults are allowed to feed on the test compound 
for 24 h. From 20:00 to 22:00 h in intervals of 30 min, on the following night, mos-
quitoes are observed until they are observed probing or feeding on the test 
compound.

For survival assay, mosquitoes are divided into regime groups. From the main 
mosquito colony, approximately 100 pupae per regime are harvested, transferred 
to plastic cups, and placed in cages and held in a screenhouse under ambient condi-
tions. Each cage of mosquitoes has access to test compound sources; one group of 
mosquitoes has access to a cotton pad moistened with distilled water, representing 
negative controls; and another group of mosquitoes with neither test compound 
source nor water is used as an additional negative control. Dead mosquitoes are 
removed at 4-h intervals from 7:00 to 23:00 h until all die.

5.2.9.5 Chloroquine Assay

The blood samples (10 mL) from healthy volunteers who are on chloroquine (2 ×
150-mg base weekly) and doxycycline (50 mg or 100 mg daily) malaria prophylaxis 
are centrifuged (1200 g, 10 min), and the plasma is separated and stored at −20°C. 
The chloroquine-sensitive FC27 strain of P. falciparum is used for the determina-
tion of antimalarial activity of each plasma sample [129]. On microculture plates, 
the plasma samples are diluted twofold with drug-free serum and inoculated with 
a suspension of parasitized erthrocytes in culture medium. The drug susceptibility 
and minimum concentration of spiked drug that inhibits parasites, relative to 
control, from developing to schizonts is recorded. The maximum inhibitory dilution 
(MID) of the volunteers’ samples containing a choroquine concentration and the 
minimum inhibitory concentration (MIC) observed in the sensitivity test are 
recorded. The chloroquine equivalent concentration in the prediluted volunteers’ 
specimen is estimated by multiplying the MID by the MIC.

5.2.9.6 Plasmodium Falciparum Clone and Dihydroartemisinin (DHA) Assay

By centrifugation for 5 s, 50 μL of Affi gel protein A (binding capacity of 20 mg of 
purifi ed human immunoglobulin G[IgG]/mg of gel) is washed twice with PBS (pH 
7.2, 50 μL), and the RPMI 1640 medium (50 μL) that is supplemented with 5.94-g/L 
HEPES and 2.1-g/L sodium bicarbonate, centrifuged to discarde the supernatant, 
and Affi gel protein A gel is incubated with the plasma and serum (250 μL) spiked 
with dihydroartemisinin (DHA) or plasma from patients at room temperature for 
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30 min [130]. The stock solution of DHA in 70% ethanol (1 mg/mL) is kept at −10°C 
for up to 1 month before use, which is further diluted in plasma or serum to give 
a working concentration (1.25 to 100 ng/mL).

Affi gel protein A-treated plasma (100 μL) and heat-inactivated serum (50 μL/
well) are transferred to row A and B of a fl at-bottom plate, respectively. Using the 
heat-inactivated serum added through G into row B as the diluent for plasma or 
serum containing DHA, twofold serial dilutions are prepared. To row H, 50 μL of 
heat-inactivated control plasma or serum is added for parasitizing and nonparasit-
izing erythrocyte controls. To all wells for rows A to G and eight wells for row H, 
the suspension of 175 μL of malaria parasite-infected erythrocytes (W2 clone; 0.5% 
parasitemia with 80% young rings at a 1.7% hematocrit) is added. To the remaining 
four wells of row H for nonparasitized controls, the similar suspension of unin-
fected erythrocytes is added. The microtiter plates are incubated at 37°C for 24 h 
and treated with 1 Ci/mmol [3H] hypoxanthine by the addition of 25 μL of 0.5 μCi 
isotope solution to each well. The microtiter plates are incubated for another 18 to 
20 h. Harvesting the contents of the plates, the particulate material of the water-
lysed cell suspension is collected on glass-fi ber fi lter paper by fi ltration, and the 
fi lter paper is dried in an oven and placed in a plastic bag, to which 10 mL of scintil-
lation fl uid is added and the plastic bag is then sealed. By counting in a liquid 
scintillation counter, the level of incorporation of [3H] hypoxanthine by the malaria 
parasites is determined.

Fresh whole blood is collected to heparinized tubes, and the plasma and buffy 
coat are removed, and the erythrocytes are lysed and serially diluted (2- to 64-fold) 
with sterile water, of which 50-μL aliquots are diluted in 250 μL of plasma or 
medium spiked with DHA to give a fi nal concentration of 50 ng/mL and a range 
of hemoglobin concentrations from 1.5 to 0.05 g%. The effect of hemolysate in both 
plasma and culture medium (RPMI 1640 medium with 15% heat-inactivated human 
serum) on the detection of DHA activity is examined. The fi nal concentration of 
plasma and serum in each well is 30% and 15%, respectively, which is similar to 
that in the normal drug susceptibility test. In addition to testing hemolysates of 
normal erythrocytes, the plasma samples collected from patients with severe falci-
parum malaria before treatment with any antimalarial drugs can also be spiked 
with 50 ng of DHA/mL and subjected to the same bioassay.

5.2.10 BLOOD PRESSURE-RELATED ASSAY

Blood pressure can be regulated by receptor, enzyme, endogerous substance, and 
cell, such as bradykinin B2-receptor, ACE, 5-Hydroxytryptamine, and endothelia 
cell. Based on these facts, the human plasma assay [131], pulmonary hypertension 
assay [132], coronary arteries (CA) constriction assay [133], MCAO and HSPG 
assay [134], and temperature assay in awake subjects [135] are established.

5.2.10.1 Human Plasma Assay

The solution of test peptide is injected (i.v.) into adult male Wistar rats (housed in 
pairs, under a 12 : 12 h light/dark cycle, 0.4% NaCl rat chow, and water available ad 
libitum, after 3–5 days of adaptation to the facility, about 300 g) at a proper dose. 



The inactin (100 mg/kg, i.p.; sodium ethyl-(1-methyl-propyl)-malonylthio-urea) 
anesthetized rats are treated with atropine (2.4 mg/kg, s.c.), and their ganglions are 
blockaded with pentolinium (19.2 mg/kg, s.c.). Overall, 10-mg/kg captopril is admin-
istered i.v. acutely to the rats in the captopril group, and it inhibits fully the pressor 
effect of 60-ng/kg angiotensin I.

To assist ventilation, the trachea is intubated and both vagi are severed to block 
refl ex bradycardia. Into the right femoral vein and carotid artery, catheters are 
inserted for the injection of test compound and other agonists and antagonists, and 
for monitoring arterial blood pressure and heart rate and for blood sampling, 
respectively [136, 137], and blood pressure is monitored.

Responses, in terms of the increases in systolic (SBP) and diastolic (DBP) blood 
pressures, to test peptide and bradykinin are determined. After ganglion blockade 
with pentolinium (group GB) without or with added captopril (group GB+Cap), 
heart rate and plasma adrenaline and noradrenaline concentrations are deter-
mined. In some cases, the rats are not subjected to ganglion blockade and served 
as controls for animals in the GB group (control group).

To evaluate the contribution of bradykinin B2-receptor-mediated mechanisms, 
the selective bradykinin B2-receptor antagonist, HOE-140, is given to ganglion-
blocked, the rats are captopril treated, and the increases in SBP, DBP, heart rate, 
and plasma adrenaline/noradrenaline induced by test peptide and bradykinin 
(group GB+Cap+HOE) are observed. To evaluate the contribution of AT1-
receptor-mediated mechanisms, the selective AT1 receptor antagonist, losartan, is 
given to group GB rats before and after treatment with captopril (1 mg/kg, i.v.) and 
the increases in SBP, DBP, heart rate, and plasma adrenaline/noradrenaline induced 
by test peptide are observed.

For determining plasma adrenaline and noradrenaline arterially approximately 
1 mL of blood is withdrawn via the carotid cannula at baseline (before injection of 
test peptide and bradykinin), at the peak of the SBP response, and after recovery 
from the response [138, 139]. Before each withdrawal, the rat is given a transfusion 
of approximately 1 mL of blood from a similarly prepared donor rat. The SBP peak 
is observed at 2–3 min after the injection of test peptide and at 1–2 min after the 
injection of bradykinin; blood sampling coincides with these intervals. Using HPLC 
and fl uorimetric detection, plasma catecholamines are determined [140].

5.2.10.2 Pulmonary Hypertension Assay

The chest cavity of a mouse (10–20 weeks old, 22–30 g) anesthetized by pentobar-
bital sodium (80 mg/kg, i.p.) is opened, and the lungs are removed rapidly and 
placed in Krebs–Ringer bicarbonate solution (KRBS) containing 118.3-mM NaCl, 
4.7-mM KCl, 1.2-mM MgSO4, 1.2-mM KH2PO4, 2.5-mM CaCl2, 25.0-mM Na2CO3,
and 10.0-mM glucose, bubbled with 21% O2. From the intrapulmonary artery 
(third to fourth generation, PA), rings (50–100 μm internal diameter, 2–3 mm long) 
are isolated using a dissection microscope. PA rings are mounted as ring prepara-
tions by threading two steel wires into the lumen and securing the wires to two 
supports, and they are placed in a small vessel wire myograph chamber. The 
support is attached to a micrometer for the control of ring circumference and to a 
force transducer for measurement of isometric tension, respectively. After removal 
of endothelial cells by gently rubbing the intraluminal surface with a steel wire, 
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some vessels are successively perfused with 2-mL air bubbles and 2-mL of KRBS 
(perfusion pressure < 5 mm Hg), before being mounted in the chamber. In the 
chamber fi lled with KRBS (pH 7.35–7.45), bubbled with 21% O2–5% CO2–balance 
N2, the whole preparation is kept at 37°C. To control oxygen tension over the 
superfusate, Plexiglas is used as a cover over the chamber. The temperature and 
PA tension are recorded. At initial tension of 0 mN (1 g = 4.905 mN), isolated 
murine PA rings in the chamber are allowed to equilibrate for 10–15 min, which 
are increased to 5 mN in 2.5-mN steps at 4- to 5-min intervals and held constant 
thereafter. Through preliminary experiments, the resting tension for maximal con-
strictor response is optimized, in which the resting tension levels of 2.5, 5, and 
7.5 mN are compared. In the evaluation of vascular viability, after the treatment of 
PA with 60-mM KCl, the tension is determined. The PA is washed extensively with 
KRBS, successively exposed to U-46619 (0.01 μM, thromboxane A2 agonist) and 
1-μM Ach, the resulting tension is recorded and stabilized for 5–10 min, and the 
agonists are washed out of the myograph chamber with KRBS.

Murine PA is isolated, placed in a confocal pressure myograph chamber, can-
nulated at both ends with glass micropipettes, and secured with a 12-0 nylon 
monofi lament suture. To control transmural pressure, both cannulas are connected 
to a reservoir that can be raised or loared. In the chamber, PA is superfused at 
37°C, constantly with KRBS, and gassed with 21%O2–5%CO2–balance N2. To 
control oxygen tension over the superfusate, Plexiglas is used as a cover over the 
chamber. To the chamber, 0.1-mM dihydroethidum (DHE) is added, in which 
murine PA is incubated at 37°C for 45 min and then washed for 30 min. The reac-
tion of ntracellular DHE and ROS produces a fl uorescent oxidized product [141, 
142] and PA images are scanned (480-nm-line argon laser, fl uorescence 620 nm). 
Superoxide anion levels in isolated murine PA are measured by a lucigenin-
enhanced chemiluminescence technique [143, 144] and scintillation counter, using 
a solution of 5-μM lucigenin in Krebs–HEPES buffer (10.0-mM HEPES acid, 
135.3-mM NaCl, 4.7-mM KCl, 1.2-mM MgSO4, 1.2-mM KH2PO4, 1.8-mM CaCl2,
0.026-mM Na-EDTA, and 11.1-mM glucose), 1-mL total volume, after background 
chemiluminescence activity has stabilized for 5 min.

5.2.10.3 Coronary Arteries (CA) Constriction Assay

The left main coronary arteries (CA, 70–90 μm in diameter, 1-mm length) of a 
mouse are placed into a microvascular chamber, cannulated at both ends with glass 
micropipettes, and pressurized. By gently rubbing the intraluminal surface with a 
steel wire, the endothelial cells of some vessels are removed. The vascular intra-
luminal pressure (Ptm) is measured by using a pressure transducer positioned at 
the level of vessel lumen. The vessels in the chamber are superfused constantly 
with recirculating Krebs–Ringer bicarbonate solution containing 118.3-mM NaCl, 
4.7-mM KCl, 1.2-mM MgSO4, 1.2-mM KH2PO4, 2.5-mM CaCl2, 25.0-mM NaHCO3,
and 11.1-mM glucose, which is gassed with 16% O2, 5% CO2, and balance N2 (pH 
7.35–7.45), and maintained at 37°C. To control oxygen tension over the superfusate 
the chamber is covered by Plexiglas, through which port an oxygen electrode is 
passed into the superfusate and positioned near the vessel to provide continuous 
measurement of oxygen tension. The vascular intraluminal diameter (ID) is mea-
sured continuously. The oxygen tension, vascular ID, and Ptm are recorded. The 



isolated CA in the chamber is allowed to equilibrate 30 min at a Ptm of 10 mm Hg, 
which is increased to 60 mm Hg in 10-mm Hg steps at 5–7-min intervals and held 
constant thereafter. When Ptm is increased to 60 mm Hg (time 0), the ID is recorded 
(appointed to ID60, namely ID at Ptm = 60 mm Hg) and the measurement is con-
tinued throughout the experiment.

The superoxide anions produced in isolated murine CA are measured using a 
lucigenin (bis-N-methyacidinium nitrate)-enhanced chemiluminescence technique. 
After background has stabilized chemiluminescence activity for 5 min, CA is placed 
in the chemiluminometer containing 1 mL of 5-μM lucigenin buffer solution, photon 
emission is recorded continuously, and the chemiluminescence signal is recorded 
as relative light units per second (RLU/s).

5.2.10.4 Middle Cerebral Artery Occlusion (MCAO) Assay and Vascular 
Heparan Sulfate Proteoglycans (HSPG) Perlecan Assay

Male baboons are randomly divided into treatment and control groups. In the 
treatment groups the animals undergo MCAO for 1 h or 2 h, or 3 h MCAO with 
subsequent reperfusion for 1 h or 4 h, or 1.5 h MCAO with 24 h reperfusion. In the 
control groups, the animals do not undergo any preparation procedure or suffer 
from MCAO at surgical implantation and has sustained hemiparesis for 7 days. The 
animals are transcardially perfused with isosmotic heparinized perfusate, and their 
brain tissues are removed under thiopental Na and prepared for frozen and paraffi n 
sections [145, 146]. The samples of normal and 50 μL of ischemic brain tissue or 
100 μL of purifi ed reagents are added to the recipient tissues consisting of unfi xed 
10-μm-thick normal basal ganglia sections mounted on microscope slides.

When proteases are added to the normal recipient tissues, PBS (pH 7.0) is the 
incubation buffer for type-7 bacterial collagenase. The solution of matrix metallopro-
teinases (MMPs) and urokinase/plasminogen in a buffer containing 90-mM NaCl, 
5-mM KCl, 1.5-mM MgCl2, 23-mM Na gluconate, 27-mM NaAc, 10-mM CaCl2, and 
40-mM ZnCl2 (pH 7.4) is prepared. The solution of cathepsin B and L in 200-mM 
NaAc containing 8-mM dithiothreitol, 1-mM EDTA, and 2.7-mM L-cysteine (pH 
6.0) is prepared. The mixture of 5-U/mL plasminogen and 5-U/mL uPA is incubated 
at 37°C for 1 h; 1-μg/mL Pro-MMP-2 or 1-μg/mL pro-MMP-9 is added and incubated 
for 1 h. The recipient sections are incubated with 100 μL of each mixture or buffer 
alone at 37°C for 5 h (collagenase) or 18 h (MMPs and cathepsins) and washed with 
PBS and fi xed.

From approximately 1.0-cm × 1.0-cm × 10-μm frozen sections, donor samples 
are derived. By centrifugation (300 g, 30 s) and repeated gentle pipetting, the 
mixture of 10 consecutive 10-μm sections of ischemic or normal basal ganglia is 
prepared. Overall, 50 μL of sample or PBS is added to the recipient sections, the 
mixture is incubated at 37°C for 18 h, and the recipient sections are washed with 
PBS and fi xed in acetone or paraformaldehyde (PFA).

In the development of the specifi c antigens, the immunoperoxidase methods are 
used [147]. At 4°C, the overnight incubation of acetone-fi xed frozen sections in the 
presence of the primary antibody is followed by developing immunoperoxidase 
with 3,3′-diaminobenzidine tetrahydrochloride. At 4°C, the overnight deparaffi na-
tion of acetone-fi xed frozen sections in the presence of the primary antibody is 
also followed by developing immunoperoxidase with 3,3′-diaminobenzidine 
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tetrahydrochloride. Incorporating dUTP into nuclear DNA is used as the evidence 
of nuclear DNA scission/repair, and at 2 h, MCAO defi nes the ischemic core and 
peripheral regions of cellular neuronal injury. PFA-fi xed cryosections are subject 
to the DNA polymerase I method [148]. All ischemic samples include ischemic core 
and ischemic peripheral regions. In the measurement of MMP-related activities, 
Gelatin zymography is performed with a modifi cation to increase sensitivity [149]. 
Protease activities are identifi ed by incubation of the gels in buffer containing 
GM6001 or APMSF.

5.2.10.5 Temperature Assay in Awake Subjects

The male SD rats (250–325 g) are caused reversible ischemia with the intraluminal 
fi lament occlusion of the middle cerebral artery (MCA) and maintained anesthesia 
with 2% halothane and mixed gas of nitrous oxide and oxygen (60 : 40) by face mask 
[150]. To expose the left carotid artery, a midline neck incision is made. The external 
carotid and pterygopalatine arteries are ligated with 5-0 silk. In the arterial wall, an 
incision is made. From the bifurcation of external and internal carotid arteries, a 4-0 
heat blunted nylon suture of 18 mm is advanced. This distance reliably produces 
blockage of the origin of the MCA. The duration of occlusion for individual rats is 
varied to generate a range of ischemia durations for each experimental group. 
During surgery, the temporalis and brain temperature are monitored and 
maintained.

During the period (4–5 h) of post-anesthetic recovery, the awake rats are kept 
on a pad maintained at 37.5°C. To verify the effect of this procedure on brain 
temperature, an indwelling radio telemetry thermister is implanted into the rat of 
the nonischemic group. After induction of anesthesia, the rat is placed in a stereo-
taxic head frame. A thermister probe is placed in the left parietal cortex (3 mm 
deep to dura and 1 mm anterior, 3 mm lateral to bregma). To secure the probe to 
the skull, a plastic cap is fi tted using methylmethacrylate [151]. After full recovery 
from the anesthesia, telemetered brain temperature is measured every 15 min. 
Temperatures are measured every 5 min for 24 h during a baseline period and 6 h 
after drug administration. After a drug treatment, some animals are placed on a 
heating pad for 2 h and their temperature is measured every 15 min. At 48 h and 
72 h, the behavior of the rats is evaluated and classifi ed to normal/abnormal accord-
ing to a modifi ed rodent examination scale [152]. All obtundation/reduced explora-
tion, forepaw retraction on tail lifting, asymmetric forepaw grasp, axial twist, forced 
circling, or death are defi ned as abnormal.

To correctly position the fi lament, 0.2 mL of 2% Evan’s Blue in saline is injected 
into each rat via tail vein and circulated for 30 to 60 min, after which the rat is 
perfused transcardially with 100-mL normal saline, and the brain is removed and 
immediately examined. Each day, two rats of the control group and four or fi ve rats 
of the drug treatment group are injected test compound dissolved in saline via tail 
vein at 30, 60, 75, 120, 240, or 360 min after initiating occlusion to assess therapeutic 
effi cacy.

To determine the effects of the test compound on blood gases, heart rate, and 
arterial blood pressure in separate groups, physiological determinations are per-
formed. To observe the interaction between test compound and anesthesia, the 
determinations in awake or in anesthetized rats are performed. The ventral tail 
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artery is cannulated with PE50 tubing for recording the arterial pressures and 
sampling arterial blood. Test compound is administered after the rat is stable for 
30  min with no further adjustments needed to maintain homeostasis under 75–
90  mmHg steady-state mean arterial pressure (MAP) and minimal halothane. To 
obtain similar data from awake subject, tail artery catheters are implanted under 
halothane inhaled anesthesia. After implantation, the rat is allowed to recover and 
is lightly restrained. One hour after stopping the anesthesia, the cannula is attached 
to the transducer and vital signs are recorded for a 30-min baseline period. After 
the subject is shown to be stable for 30 min, the test compound is given. Blood 
pressures and blood gases are recorded every 10 min for 1 h and then hourly.
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574 CONSIDERATIONS FOR IMMUNOASSAYS FOR MACROMOLECULES

5.3.1 INTRODUCTION

Current guidance documents for the assessment of analytes and their metabolites 
in biological fl uids are focused primarily on the quantifi cation of small molecules 
using chromatographic and mass spectrometry platforms [1–7]. Specifi c recom-
mendations coming out of these guidances fall short in the immunoassay realm. 
The antibody binding of analytes directly from biological fl uids confers a practical-
ity and specifi city unique to these assays. These assays are typically nonlinear and 
experience specifi c issues associated with the protein matrix, e.g., the presence of 
endogenous materials, to name just one. Until the authorities propose a guideline 
targeted at best practices in developing and validating ligand binding assays 
(antibody-based immunoassays) to support pharmacokinetics/toxicokinetics (PK/
TK), the following recommendations, based on the paper generated by a 10-member 
panel from Biotech, Pharma, and CROs [8], and supported by several previous 
publications on the topic [9, 10], are proposed.

Assay development and implementation are dynamic processes. The life-cycle 
steps of development, validation, and in-study assay monitoring can be reassessed 
throughout the process as the analyst benefi ts from the experience of extended use, 
adds stability data, or updates current precision and accuracy data.

During early immunoassay development, it is important to assess the “intended 
use” of the assay. When the intended use is to support pharmacokinetics in either 
nonclinical PK/TK or clinical bioequivalence (BE) studies, developing a validat-
able assay is of utmost importance. A well-thought-out validation plan and fully 
documented assay methods and results that support the validation are crucial. To 
withstand the scrutiny of the authorities, and to guarantee the optimal method is 
applied to your drug development process, the following parameters should be 
assessed critically, validated to specifi c criteria, and fully documented.

5.3.2 ASSESSMENT PARAMETERS

The goal of the development phase for immunoassays is to establish a method that 
can consistently produce a reliable result culminating in a validation plan with 
established target acceptance criteria for accuracy and precision. The following 
recommended parameters are assessed critically during early development, evalu-
ated in late development, and fi nally, confi rmed during validation.

5.3.2.1 Reference Material

Inherent to macromolecules is the associated variability (i.e., glycosylation and 
deamidation) of the material from different preparations. Therefore, it is not usually 
feasible to obtain a “reference standard” for a macromolecule drug for use in bio-
analysis. Typically, what is obtained is a well-characterized product. Therefore, it 
is important to clearly state the source of the material and to refer to any docu-
mentation describing characteristics of that material. Whenever possible, the stan-
dards, the validation samples, and quality control (QC) samples should be prepared 
from separate vials of the same source material. In the case of lyophilized material, 
it is preferred to reconstitute two separate vials to prepare standards and QCs. In 



circumstances of limited availability of reference material (e.g., drug interaction 
studies where the pure standard is not available except from a limited source of 
commercial kits), standards and QC samples can be prepared from single aliquots 
after checking the comparability between lots or other commercial sources. In any 
circumstance, the lot numbers, batch numbers, and supporting documentation 
should be carefully monitored. This is a critical parameter that should be evaluated 
during method transfers and cross-validation studies.

5.3.2.2 Assay Format/Reagent Selection

Assay formats more recently have been defi ned as much by the platform (ELISA, 
RIA, Bioveris, Luminex) as by the type of immunoassay (direct or indirect binding, 
sandwich, competition or inhibition). Considering several different formats before 
selecting one is optimal, if time allows, because there are pros and cons to each 
format. Solid phase formats include glass, treated plastics, and coated plates (e.g., 
streptavidin). As antibody binding to the coated surface is highly dependent on pH, 
buffer content, salt concentration, detergents, nonspecifi c carrier protein, tempera-
ture, and shaking, any relevant conditions should be tested during the development 
of an immunoassay. When solid phase formats prove diffi cult, solution phase binding, 
for instance using coated beads, can result in a practical and sensitive assay.

The antibody or pair of antibodies selected for the assay format is the primary 
critical reagent for an immunoassay because it will ultimately defi ne the specifi city 
and sensitivity of the assay. Therefore, whenever possible, as many antibodies or 
pairs should be tested hand-in-hand with the selection of the assay format before 
moving into further development. This may include whole or fragmented mono-
clonals, polyclonals, and combinations as the assay format demands. The time it 
takes to develop and purify unique reagent antibodies demands that this start as 
early in the drug development process as possible.

Other critical reagents are those that impact the sensitivity, ruggedness, and 
consistency of the assay and especially include the detection system. It is a recom-
mendation that a list of critical reagents and criteria for their acceptance be identi-
fi ed before initiating sample analysis. These must also be sourced, characterized, 
documented, and stored under conditions defi ned by stability investigation. When 
in-house reagents make up any part of the immunoassay, it is important to defi ne 
and document the source, preparation, expiration, storage conditions, and accep-
tance criteria for their use to ensure a reliable result.

Once the fi nal conditions are established, it is important to understand the 
assay’s accuracy and precision capabilities because target criteria should be set for 
both before entering into validation. It is also good practice during validation to 
“stress the system” in a manner representing a true sample analysis run. Therefore, 
if the “batch” size is expected to be unusually large, a comparable batch, run during 
validation, should demonstrate that it could achieve the same acceptance criteria. 
It is particularly useful to evaluate the variability of QCs on every plate to predict 
the outcome expected during sample analysis.

The established/validated format should be used during sample analysis. Changes 
to the format must be revalidated to the extent that a consistent format is con-
fi rmed. The acceptability of changes to critical reagents should be documented 
before placing them into the sample analysis assays.
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5.3.2.3 Specifi city and Selectivity

One challenge of interpreting results derived from immunoassays is understanding 
exactly what the assay is detecting. Fundamental to this is knowing to what the 
antibody binds, that is, determining the antibody’s specifi city. A related parameter, 
selectivity, refers to the assay’s ability to solely measure the target analyte in 
the presence of other protein constituents in the sample, some in very high 
concentrations.

Typically, experiments designed to determine the antibody’s specifi city involve 
assessing their cross-reactivity with similar compounds. When feasible, it is sug-
gested that the sample matrix is spiked with physio-chemically similar compounds 
or variants of the target analyte.

Selectivity is the easier of the two parameters to assess experimentally. After the 
assay format is relatively fi xed, multiple lots (at least 10 normals and 10 of the 
intended patient population in the case of clinical samples) of the sample matrix 
should be spiked near the lower limit of quantifi cation and the recovery of the 
analyte should be calculated. The percent recovery of spike (expressed as relative 
error or %RE) is calculated as: 100× (observed mean conc − nominal concentra-
tion)/nominal concentration. This will aid in fi nally selecting a lower limit of quan-
tifi cation, before initiating assay validation.

An additional experiment to understand selectivity involves spiking both the 
diluent and the matrix with standard curve calibrators to detect matrix effects at 
all concentrations across the range of calibration.

Interfering substances, especially in patient populations, that require some evalu-
ation may include prescription and over-the-counter medication, herbal medi-
cations, dietary substances, and even the presence of antidrug antibodies and 
associated immune complexes. During sample analysis, new matrix conditions may 
develop that would require further investigation and could include hemolysis, 
lipemia, rheumatoid factor, and so on.

Both specifi city and selectivity experiments, if performed during the late devel-
opment phase, after the assay format and critical reagents are fi xed, may be cited 
in the validation report. Otherwise the experiments can be performed during vali-
dation. In both cases, the a priori acceptance criteria should be applied and accept-
able recovery should be realized in at least 80% of the samples. Additionally, as 
lots of critical reagents are replenished, these types of assessments must reconfi rm 
their acceptability.

5.3.2.4 Sample Collection Process/Matrix/Sample Preparation/Minimum 
Required Dilution

As mentioned, the ability of the antibody to bind to its target is the basis for assay 
sensitivity; therefore, maintaining the integrity of the analyte is vital. Frequently 
overlooked, the selection of sample matrix type and process for collection are 
crucial elements in bioanalysis. Rigorous investigation should go into the stability 
of the sample as it is collected, the anti-coagulant requirements, protease inhibitors, 
and other possible additives, and it should include the postprocessing storage. Fur-
thermore, a process must be defi ned that provides for sample tracking “from cradle 



to grave” documenting the chain of custody, the sample ID, and the time spent at 
each location and temperature through analysis. After analysis, the archival and 
destruction process should be identifi ed.

For practical reasons, the matrix of choice for immunoassays is typically serum. 
The plate washers or automated systems used during sample analysis easily clog 
when plasma is used, which then has the potential to impact the validity of the 
result. However, protein analytes, including cytokines that are identifi ed as labile 
and prone to degradation in serum, would preferentially be collected in plasma. 
When collecting citrated plasma, it is wise to clearly identify the salt form of citrate 
(Na, K, Li) so that it is transparent what the comparable matrix should be for QC 
preparation.

Whenever possible, the matrix expected in the samples should be used in the 
preparation of the standard calibrators and QCs. Individual donors (found accept-
able when assayed as blank and spiked) are pooled to produce the standard curve 
and QC matrix; then aliquots are spiked to produce the standard curve and QCs. 
Some matrices are diffi cult to obtain. To accommodate this, as long as the QCs 
prepared in the intended matrix demonstrate the accuracy and precision expected, 
non-matrix standard curve calibrators are acceptable.

QC accuracy assessments can be challenging when the therapeutic drug shares 
an endogenous protein. In this case, the endogenous protein concentration can 
either be added to or subtracted from the fi nal value. Before establishing the cal-
culations, the necessary experiments must be performed, and the consistency of 
the endogenous value contribution must be documented.

In cases where the endogenous interferents do not generate a linear signal, then 
a minimum required dilution (MRD) may be applied. A MRD is the dilution of a 
matrix that fi nally permits an accurate and precise measurement of analyte. 
Although the diluting sample reduces the sensitivity of the assay, it may be required 
to develop and validate an accurate and precise method.

5.3.2.5 Standard Calibrators and Standard Curves

As described in the Guidance for the Industry, May 2001 [7], the “calibration curve 
is the relationship between instrument response and known concentrations of the 
analyte” in the matrix of interest. In immunoassays, the affi nity and avidity of the 
antibody(ies) used to develop the standard curve are fundamental to the range 
because they defi ne the sensitivity of the assay. The antibody (or pairs) once 
selected should be used throughout validation and sample analysis. During the 
development phase, it is a good idea to use many more calibrators and replicates 
evenly across the range to thoroughly describe the concentration-response relation-
ship and to investigate the “best fi t.” Thereafter, select at least six to eight calibra-
tors, over the entire range of the curve before the start of validation. Once validation 
begins, the standard curve calibrators should not be adjusted. Spiked standard 
curve points may be used outside the quantifi cation range of the curve to help fi t 
the curve, but they are not used in the assessment.

“Best-fi t” can be evaluated in a straightforward manner by fi tting several regres-
sion methods to the data generated during the development phase. The relative 
error of the back-calculated standard calibrators should be calculated. As expected, 
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the regression that consistently generates the most accurate and precise data is 
selected for confi rmation in the validation phase. Usually a four- or fi ve-parameter 
logistic with/without weighting describes the s-shaped immunoassay curve opti-
mally; however, the smoothed spline has also been used with success with some 
platforms. It is important to critically assess whether the curves fall consistently 
above or below the expected concentration. This “trending” can invalidate a regres-
sion model.

5.3.2.6 Precision/Accuracy: Role of QCs

One function of the QC sample (or validation samples as they are sometimes called 
when used during the validation phase) is to mimic the study sample. Therefore, 
the therapeutic drug is spiked into a neat sample matrix, and not into a diluted or 
otherwise modifi ed matrix. The QCs should be stored preferably along with the 
samples in the same freezer or at least in a comparable freezer. Documentation of 
freezer conditions will be critical to provide evidence that the conditions of samples 
and QCs are similar.

A second function of the QC sample is to measure the degree to which the assay 
is under control as determined by the assessment of accuracy and precision in 
multiple runs. Accuracy is described as the % relative error (%RE) or the amount 
the assayed value deviates from the nominal value. The precision is described as 
the % coeffi cient of variation (%CV) by dividing the standard deviation by the 
mean value recovered value.

During development, preliminary assessments are conducted to predict not only 
the QC concentration values to be used but also the target acceptance criteria. In 
this case, it is prudent to include more QC levels than will fi nally be used during 
validation. For instance, three levels prepared at the LLOQ will likely provide a 
clear indication of which QC is acceptable and where the assay cannot support the 
target acceptance. The same can be performed for the ULOQ. At least three levels 
between the two asymptotes are necessary because these will be used during 
sample analysis. For the validation process, fi ve QC levels should be selected for 
testing, based on the accurate and precise readout: the fi nal LLOQ to be con-
fi rmed; the LQC; less than three times the LLOQ; the MQC, placed about the 
middle of the curve; and the HQC, placed no more than 75% below the ULOQ 
and the ULOQ.

During validation, the fi ve QCs should be tested in a minimum of six runs, at 
least in duplicate. It is not acceptable to discard any runs during this testing. The 
inter- and intrabatch precision and accuracy from all runs performed should be 
reported. It is generally expected that the precision and accuracy acceptance be at 
least 20–25% of the target range with a Total Error not exceeding 30%. (Total 
Error acceptance criterion is discussed later in this report.)

During sample analysis, only the LQC, MQC, and HQC defi ned during valida-
tion need to be run in duplicate with every assay. The precision and accuracy should 
conform to that established during validation. Typically, run acceptance criteria 
also require that at least one QC at each concentration level is acceptable, and that 
four out of the six QCs assayed must be acceptable. It is recommended that method 
acceptance criteria that are consistent with the validation be used during sample 
analysis [11, 12].



5.3.2.7 Range of Quantifi cation

It is important to understand that the LLOQ and ULOQ have been selected 
because they defi ne the true, accepted limits of the standard curve. Standard curve 
points below or above the LLOQ and ULOQ, respectively, are considered extra-
polated and cannot be used to report sample concentrations. The LLOQ and the 
ULOQ validation samples and not the standard curve samples spiked into neat 
matrix defi ne the standard curve range of quantifi cation.

With certain toxicokinetic studies or therapeutic drugs dosed in high concentra-
tions, the expected concentration in the sample may be well outside the quantifi ca-
tion range as defi ned by the ULOQ. These samples must be diluted into the 
accepted range of the standard curve to determine an initial concentration and 
then multiplied by the dilution factor to determine the fi nal concentration of the 
analyte in the sample. Although it is preferable to dilute the sample in matrix, in 
many cases, the process is performed in a buffer diluent.

5.3.2.8 Sample Stability (Bench Top, 4°C, -70°C)

The underlying reason that samples are tracked from “cradle to grave” is to docu-
ment the integrity of the sample. Stability testing under all conditions to which a 
set of samples in a study is exposed supports the statement of integrity. Therefore, 
such testing of QC samples in matrix comprises evaluating stability during sample 
collection and processing: −20°C or −70°C long-term storage to cover the time from 
when the sample is processed to its fi nal analysis, bench top under conditions 
similar to analysis, resident time in laboratory refrigerators and freezers, and 
freeze-thaw to cover the expected or possible cycles. Another consideration is to 
test the stability of the analyte in intermediate stock solutions if stored for later 
analysis.

The samples should be thawed under the same conditions used to thaw study 
samples. Similarly, refreeze the samples for a length of time that would ensure 
complete freezing, usually 12–24 hours. Samples should be assayed using a freshly 
prepared standard curve, and acceptable QCs should be used to monitor assay 
performance. The stability samples should meet the criteria for acceptance as 
defi ned for in the validation plan.

5.3.2.9 Dilutional Linearity and Parallelism

Dilutional linearity is the ability of a QC sample spiked at a high concentration (at 
least as high as the expected Cmax in a study) to be acceptably diluted into the range 
of the standard curve so that the initial concentration determined off the regression 
and multiplied by the dilution factor produces a fi nal concentration with an accu-
racy and precision expected for that assay. Usually, serial dilutions are employed 
to ensure that at least two to three fall on the acceptable range of the curve so that 
linearity can be demonstrated. When a study design produces samples that require 
a dilution greater than that established, it is advisable to employ an equivalent 
dilutional QC that is run in the assay.

To evaluate the “hook effect,” dilute a very high QC (100- to 1000-fold greater 
than the ULOQ) so that the expected concentration read off the regression reads 
above the ULOQ.
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Parallelism is determined in a manner similar to dilutional linearity but with 
incurred samples. This is usually not possible until after the initiation of a study. 
When incurred samples are available, one strategy is to pool the Cmax samples to 
create parallelism QCs. Serially dilute the sample so that at least two to three fall 
on the acceptable range of the curve to demonstrate linearity.

5.3.2.10 Robustness and Ruggedness

Robustness and ruggedness experiments are used to demonstrate how reproducible 
a method is when conditions vary. An assay method protocol defi nes the exact steps 
to be followed to ensure an accurate and precise result. Unfortunately, slight-to-
large deviations occur in the everyday process, which may or may not impact the 
result. Assay conditions like incubation temperature or exposure to light defi ne the 
robustness of the assay, whereas changes to the routine, for instance, multiple ana-
lysts or different instruments, defi ne the ruggedness. The actual batch size for 
a routine sample analysis run is frequently overlooked but is often an impactful 
ruggedness measurement that should be assessed.

5.3.2.11 Run Acceptance Criteria

Because validation QCs are used to assess the overall accuracy and precision of 
the method during the validation phase, no runs initiated for validation may be 
eliminated due to QC failure. Therefore, the acceptance criteria for the standard 
curves are used to accept each assay. At the conclusion of the validation, run 
acceptance criteria for QCs to be used in-study are summarized and run accep-
tance criteria are established based on this data.

During sample analysis, the standard curve should be evaluated for acceptance 
before evaluating the QCs. Once the curve has been accepted, then the perfor-
mance of the QCs should be evaluated. The acceptance criteria established during 
the precision and accuracy (4–6–20 rule) should be followed as described.

5.3.3 PARTIAL VALIDATION, METHOD TRANSFER, 
AND CROSS-VALIDATION

Method validations can be classifi ed into three broad categories, full, partial, and 
cross. A full validation is done for any new methods and involves method develop-
ment, prestudy, and in-study validation. It is essential that a full validation be con-
ducted for changes in species (e.g., rat to mouse), change in matrix within a species 
(e.g., rat serum to rat urine). However, a partial validation is suffi cient when a 
minor change is made to an already fully validated method as described below.

5.3.3.1 Partial Validation

A partial validation is conducted when minor changes to a method are made. These 
may include method transfer, changes to anticoagulant (e.g., EDTA, heparin, 
citrate), changes in the reagents used in the method (especially pivotal reagents 



such as the primary antibody or secondary antibody), sample processing changes 
(e.g., how fast a clot needs to be spun, collection vessels, and storage condition), 
changes to sample volume (e.g., if the volume of sample is changed from 100 to 
200 μL per well), extension of the concentration range, selectivity issues (e.g., dif-
ferent disease population and concomitant medication), conversion of a manual to 
an automated method, qualifi cation of an analyst, and so on. Partial validations 
can range from a single intra-assay accuracy and precision run to a nearly full vali-
dation. Although sample-processing changes may only require one run, several 
runs would typically be expected for changes to lots of reagents. Transferring an 
analytical method may require substantially more experimentation. Typically, for 
partial validations, three accuracy and precision runs are conducted and the inter-
assay accuracy and precision criteria are compared against the original validated 
assay. If these criteria are met, the change to the method will be accepted and the 
proper documentation should be made to the method or method standard operat-
ing procedure (SOP). Other validation parameters have to be compared depending 
on the situation where these experiments are conducted to scientifi cally justify the 
change; e.g., if the method is to be used with a diseased population different to the 
original intended use of this method, then additional selectivity experiments must 
be conducted to evaluate the matrix effect.

5.3.3.2 Method Transfer

Method transfer is the situation in which the method is fully validated in one labo-
ratory (sending laboratory) and transferred to another laboratory (receiving labo-
ratory) and requires at least a partial validation. The parameters to evaluate during 
this partial validation are accuracy and precision of the method, selectivity, bench-
top stability, and so on.

In addition to the required documentation (e.g., method description, validation 
report, and certifi cate of analysis), the sending laboratory should provide informa-
tion on those factors that may affect the ruggedness of the assay (e.g., identifying 
pivotal reagents and material). The method transfer process can be conducted in 
a multiphase manner, a transfer phase in which the sending laboratory participates 
in the transfer of the method at the receiving laboratory; the feasibility evaluation 
phase, in which the receiving laboratory runs the assay independently; the valida-
tion phase, which could be the phase where the partial validation is conducted; and 
fi nally a qualifi cation phase in which both the sending and the receiving laboratory 
assays blinded samples. The method transfers require a plan or protocol that 
defi nes the process (e.g., experiments to be conducted) and the acceptance criteria. 
It is not uncommon for the sending laboratory to send personnel to physically 
demonstrate and train the personnel at the receiving laboratory.

Once the transferred method is validated at the receiving laboratory, an ideal 
scenario is to have both the sending and the receiving laboratories analyze blinded, 
30 spiked samples covering the standard curve range, and 30 pooled incurred 
samples. The two sets of data may be compared by using a predefi ned statistical 
equivalence test [12, 13]. Alternatively, the differences between the two sets of data 
may be compared using an agreed to range of acceptability. Any acceptance criteria 
must be set a priori and documented in a plan or protocol before executing this 
phase of the method transfer process.
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5.3.3.3 Cross-Validation

Cross-validation is conducted when two validated bioanalytical methods are used 
within the same study or submission, for example, ELISA assay to Biacore and 
ELISA to a liquid chromatography/mass spectrometry. It is recommended that test 
samples (spiked and/or pooled incurred samples) be used to cross-validate the 
bioanalytical methods. Data should be evaluated using an appropriate predefi ned 
acceptance criteria or statistical method [12, 13]. It should be cautioned that many 
times the methods that are being cross-validated may not have the same range of 
quantifi cation. In these situations, it is necessary to prepare spiked samples within 
the range that are common to both methods for comparison.

5.3.4 TOTAL ERROR VERSUS 4–6–20 RULE

5.3.4.1 Total Error

The total error of a measurement takes into account both the systematic error 
(bias) and the random error components. Any measurement that is made during 
an experiment consists of both of these error parameters, and it is not possible to 
separate these two. Therefore, it is scientifi cally correct to use the total error cri-
teria to assess the acceptability of a quality control result during a run.

As described in this chapter, prestudy validation runs are accepted based on the 
standard-curve acceptance criteria. No run acceptance criteria are applicable for 
prestudy validation sample assessments; i.e., no run can be rejected due to poor 
validation sample performance during accuracy and precision evaluation, and all 
data from the prestudy validation runs are reported without exceptions. In some 
cases, there may be assignable cause (e.g., technical issues) for removal of a valida-
tion sample data point before the calculation of the cumulative mean. Exclusion is 
applied at the end of the validation study period and must be documented as 
described in the documentation section.

For each in-study run, the standard curve must satisfy criteria described in the 
standard-curve section; however, run acceptance is based primarily on the perfor-
mance of the QC samples. When using total error for ligand binding assays of 
macromolecules, the run acceptance criteria recommended in the precision and 
accuracy section requires that at least four of six (67%) QC results must be within 
30% of their nominal values, with at least 50% of the values for each QC level 
satisfying the 30% limit. The recommended 4–6–30 rule imposes limits simultane-
ously on the allowable random error (imprecision) and systematic error (mean 
bias). If the application of an assay requires a QC target acceptance limit different 
than the 30% deviation from the nominal value, then prestudy acceptance criteria 
for precision and accuracy should be adjusted so that the limit for the sum of the 
interbatch imprecision and absolute mean RE is equal to the revised QC accep-
tance limit.

5.3.5 DOCUMENTATION

It is critical to document the information generated during the development of a 
method in a laboratory notebook or other acceptable format. Information on the 



following assessments should be generated during assay development: critical assay 
reagent selection and stability, assay format selection (antibody[ies], diluents, 
plates, detection system, etc.), standard-curve model selection, matrix selection, 
specifi city of the reagents, sample preparation, preliminary stability, and a prelimi-
nary assessment of assay robustness. At the end of the development portion of the 
assay life cycle, a draft method or an assay worksheet should be generated to be 
referred to during the prestudy validation.

A validation plan should be written before the initiation of the prestudy valida-
tion experiments. Alternatively, reference to an appropriate SOP can be made to 
ensure that a documented outline exists for the experiments required for prestudy 
validation. This plan can be a stand-alone document or can be contained in a labo-
ratory notebook or some comparable format. The documentation should include a 
description of the intended use of the method under consideration and a summary 
of the performance parameters to be validated that should include, but may not be 
limited to, standard curve, precision and accuracy, range of quantifi cation, specifi c-
ity and selectivity, stability, dilutional linearity, robustness, batch size, and run 
acceptance criteria. The plan should include a summary of the proposed experi-
ments and the target acceptance criteria for each performance parameter 
studied.

After completion of the validation experiments, a comprehensive report should 
be written. The format of the report may be dictated by internal policies of the 
laboratory; however, such reports should summarize the assay performance data 
and deviations from the method SOP or validation plan and any other relevant 
information related to the conditions under which the assay can be used without 
infringing the acceptance criteria.

Cumulative standard curve and QC data tables containing appropriate statistical 
parameters should be generated and included with the study sample values in the 
fi nal study report. Unlike the prestudy validation, failed runs are not included in 
these tables. Additional information to be included in the fi nal report is a descrip-
tion of deviations that occurred during the study, a table of the samples that under-
went repeat analysis and the reasons, and a table with details on all failed runs.

5.3.6 CONCLUSION

The primary focus in the analytical considerations of immunoassays for macro-
molecules should be in the development phase. By thoroughly defi ning each com-
ponent of the immunoassay in the fi rst phase of the assay life cycle, the resulting 
validation plan should be concise and the validation process should be straightfor-
ward. Several facets of the assay defi ned in the late development stage, such as 
specifi city and dilutional linearity, can appropriately be included in the fi nal valida-
tion report.

A typical validation will include at least six precision and accuracy assays to 
defi ne the consistency of the assay. Within those assays, several parameters can be 
defi ned, including early stability, specifi city, selectivity, and range of quantifi cation. 
No assay run should be eliminated except for a true and documented analyst’s 
error.

The validation QC samples defi ne the range of the assay, and no values below 
the LLOQ or above the ULOQ may be reported. Within the six validation assay 
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runs, the validation samples are used to defi ne the cumulative precision and accu-
racy. During validation, no validation sample may be eliminated to show the true 
profi le of the assay.

During sample analysis before assessing the QC samples for acceptance, the 
standard curve must be deemed appropriate by predetermined criteria. Only after 
the curve is accepted may the assessment of QC samples continue. QC sample 
results determine whether the assay run is valid. Acceptance criteria can be based 
on 4–6–20 rule or on Total Error and should be predicated on the criteria used in 
both the development and the prestudy validation phase. Overall, the immunoassay 
is a highly sensitive assay that can be used to quantify protein and peptide drugs 
in a biological matrix, often routinely in the pg/mL range.
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5.4.1 INTRODUCTION

Since the fi rst commercial introduction of high-performance liquid chromatogra-
phy (HPLC) in the 1970s, this versatile method has gained wide popularity, result-
ing in a phenomenal increase of successful applications described in literature. 
HPLC is a highly effi cacious method in peptide and protein analysis especially for 
the preparation of samples for further analysis by electrospray mass spectrometry 
or quantifi cation using amino acid analysis. This story of success is related with the 
continuous development and miniaturization of fl ow rates and column diameters 
and the high level of automation combined with the reliability of the instruments. 
Today HPLC can separate minute amounts of peptides and proteins and fi nd those 
areas of biochemistry and biotechnology where only small amounts of sample are 
accessible. The following chapter is focused on the analytical aspects of liquid 
chromato graphy of biomolecules from amino acids to proteins.

5.4.2 BASICS OF CHROMATOGRAPHY

5.4.2.1 Hardware Requirements

The chromatography-based separation of amino acids, peptides, or proteins has to 
be divided into the different applications of preparative and analytical chromato-
graphy. For analytical HPLC, the identifi cation and quantifi cation of single com-
ponents from a low complex mixture is the most important task. Therefore, the 
analytes of interest have to be separated as much as possible.

The preparative biochromatography is focused on the isolation and enrichment 
of a single protein species. Typically, the HPLC separation is performed with bigger 
columns providing higher loading capacities but relative short column lengths in 
order to keep separation time short. However, in this chapter, we will focus on the 
analytical aspects of HPLC separation.

Generally, solvent pumps with high pressure capability are required for HPLC 
due to the backpressure generated by the dense package of the column resin. The 
typical specifi cations are pressure limits of about 400 bar and 5800 psi, respectively, 
although this limit is normally not required. Recently, new column materials with 
small particle sizes of about 1.3 μm have been introduced that require HPLC pumps 
and tubings that resist pressures of up to 1000 bar (approximately 14,000 psi) [1–3]. 
For the separation of biomolecules, two different HPLC-pump types have been 
established: piston pumps and syringe pumps.

The basic principle of a syringe pump principle is simple: A motor activates a 
piston that pressurizes the solvent within a syringe. Although this type of a pump 
was widely used in the past, the syringe pump has some limitations; e.g., it usually 
cannot deliver the same high-pressure limits as stainless steel piston pumps. In 
addition, the amount of solvent for a single chromatographic separation is restricted 
to the syringe volume. Moreover, these pump systems are most often designed for 
binary gradients because for each solvent, an syringe pump is required. Recently, 
syringes have experienced a revival due to their scalability to smaller dimensions, 
which enables access to native nanoscale fl ow rates [4, 5]. Nevertheless, piston 
pumps are the pump systems that are provided by all major vendor companies 



because of several imminent advantages in fl exibility and performance. A small 
piston pressurizes the solvent continually within the fl ow system. Check-valves 
prevent the backfl ush of the solvent. The refi lling of the piston causes pulsation, 
which can be eliminated by using a second pump unit that performs the pump 
stroke while the fi rst piston refi lls. The gradient is formed by a mixing device that 
can be located at the high- or low-pressure side, i.e., before or after the pump unit. 
Syringe pumps normally use a mixing-tee located directly after the two syringes. 
The gradient is formed by different movement speeds of the syringes.

Piston pumps can be designed for low-pressure mixing as well as for high-
pressure gradient formation. The low-pressure mixing is realized by solenoids that 
open the fl ow path of a solvent for a discrete period of time. Subsequently, the sol-
vents are mixed and pressurized. This setup applies only to a single pump unit, 
whereas high-pressure mixing in piston-pump systems requires a single pump unit 
for each solvent. The major advantage of this setup is the enhanced response time 
to changes in the gradient, which is required for steep and short gradients. Another 
aspect of HPLC pumps for biochromatography is the availability of bio-inert ver-
sions, which can be of importance for several applications covering extreme pH-
values as well as several modifi ed peptides that are retarded by stainless steel [6]. 
In contrast to stainless steel, all components of the fl ow-path are composed of inert 
materials like PEEK, Titanium, or Saphire (for the pistons).

Besides the pump as a solvent delivery device, the HPLC valves are important 
components for switching solvent lines (e.g., injection loops and parallel column 
setups). They are designed to resist the applied pressure and feature a small dead 
volume to prevent peak dispersion. HPLC valves are available in different switch-
ing modes and port numbers. Additionally, valves are also fashioned as bio-inert 
versions. For several applications, the HPLC column should be used in a column-
oven for ensuring constant temperature during separation.

To introduce samples into the fl ow path, the easiest way is the usage of a sample 
loop that is connected to an HPLC valve. After loading and switching, the loop is 
integrated into the fl ow path and the sample is delivered to the separation column. 
Today, this task is done by autosamplers that can temper samples and provide 24 
hours of fully automated and reproducible sample injection.

A further important component of each HPLC system is the detection device. 
Often, Ultraviolet (UV)-detectors are used for this purpose because many analytes 
absorb light in the range of 200–350 nm. UV detectors provide reasonable sensitiv-
ity and dynamic range as well as a low noise level.

Recently, multi-wavelength detectors that can switch between different wave-
lengths have been used. Diode array detectors (DADs) use a light source that is 
dispersed by a holographic grating after transmission through the fl ow cell. The 
light of the single wavelengths is refl ected onto a diode array with several hundreds 
of diodes acquiring in real time a full-spectrum chromatogram. This leads to a 
better characterization of each eluted component.

Electrochemical detectors are applied for analytes that are capable of redox-
reactions. The application fi eld of biochromatography for PADs covers only a small 
spectrum of amino acids, whereas a broad range of applications is established for 
smaller molecules.

One of the most important detectors for proteins and peptides is a mass spec-
trometer that is necessary for structural analysis of peptides. The high sensitivity 
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and capability of structural information are the two major reasons for the success 
of HPLC coupled to mass spectrometry in proteomics.

Often, a pressure is applied to generate the mobile phase fl ow though the 
column. Alternatively, in capillary electrochromatography (CEC), an electric fi eld 
is applied along the column to drive the mobile phase through packed capillary 
columns with internal diameters (IDs) of 50–100 μm. This principle was proposed 
by Pretorius et al. [7] and further developed by other groups [8, 9]. In these electri-
cally driven systems, the mobile phase fl ow is characterized by a fl at velocity profi le, 
which results in higher separation effi ciencies. However, ineffective heat dissipation 
restricts the use of high electric fi eld strengths for large ID columns and thereby 
limits the applicability of the technique.

5.4.2.2 HPLC Columns

The effi ciency of an HPLC column is determined by the type of stationary phase 
particle and the quality of the column packing. The internal diameter of the column 
is not affecting the performance characteristics [10], although it has been deliber-
ated that columns with low aspect ratio, i.e., ratio between internal diameter and 
particle diameter, have higher separation effi ciency. A recent and extensive experi-
mental study did not show convincing evidence for higher column effi ciency for 
columns with an aspect ratio from 7.5 to 30 [11].

A more effective way to increase the effi ciency in HPLC is by reducing the sta-
tionary phase particle size, as predicted by the well-known van Deemter equation 
[12], which describes the plate height in HPLC as the sum of different contribu-
tions. In this respect, submicron particles have been applied and effi ciencies up to 
730,000 plates/m have been reported for small molecules [13, 14].

However, as a result of the increased fl ow resistance of these submicron particle 
packed columns, extremely high pressures of 200–300 MPa are necessary to drive 
the mobile phase. Working at these high pressures, several phenomena should 
be taken into account: (1) increased viscosity of the mobile phase affecting the 
effi ciency and pressure drop over the column, (2) Joule heating effects that may 
cause radial temperature gradients in analytical and narrow-bore columns, and (3) 
linear velocity surge caused by mobile-phase compression responsible for band 
broadening [15].

Recently ultra-performance liquid chromatography (UPLC) has been intro-
duced commercially as a new direction in liquid chromatography. In UPLC columns 
packed with 1.7-μm, particles are operated at pressures up to 100 MPa. The main 
advantage is obviously the reduction in analysis time that has been demonstrated 
for pharmaceutical analysis [16] and metabolomics [17].

The use of monolithic columns in LC has advanced rapidly since their fi rst 
introduction in the 1990s [18–21]. In contrast to capillary columns packed with 
particulate stationary phases, monolithic columns consist of a single continuous 
support. Monolithic stationary phases can be subdivided in two classes, i.e., polymer- 
and silica-based materials.

Polymer monoliths are prepared by in situ polymerization of monomers such 
as styrene, acrylate, methacrylate, acrylamide, or cyclic compounds and have 
been reviewed thoroughly [19]. The selectivity of the monolithic column can be 
changed by incorporation of functional monomers during the polymerization. A 



disadvantage of this procedure is that for each polymerization mixture, the condi-
tions have to be optimized. Alternatively the functionality can be modifi ed at the 
surface of the monolithic structure by (photo)grafting [22].

Silica monoliths are prepared by sol–gel technology starting from alkoxide pre-
cursors, such as tetraethoxy-silane or tetramethoxy-silane [23]. The structure of a 
silica monolith is characterized by an interconnected silica skeleton and bimodal 
distribution of 1–3-μm macropores (fl ow through pores) and 10–20 nm mesopores.

The main advantages of monolithic columns are the superior separation per-
formance and low fl ow resistance. In addition due to their continuous nature, frits 
are not required to retain the stationary phase. The production process of mono-
lithic columns is more fl exible than that of packed columns; e.g., photo-polymeriza-
tion can be applied to prepare monolithic structures or add selectivity locally. Both 
polymer- and silica-based monolithic capillary columns have been used for highly 
effi cient separations in LC–mass spectrometry (MS) applications for proteomic 
research [24, 25].

5.4.2.3 Miniaturization of HPLC

Miniaturization in HPLC was started more than 25 years ago and was mainly 
driven by the need for analyzing minute samples [26–29]. The developments were 
accelerated by the widespread utilization of electrospray ionization (ESI) for inter-
facing LC and MS.

Reducing the ID of the LC column offers several advantages, among which are 
most importantly: (1) increased mass sensitivity for concentration sensitive detec-
tors due to reduced chromatographic dilution, (2) easier coupling to MS interfaces 
[ESI and matrix-assisted laser desorption/ionization (MALDI)] due to the lower 
fl ow rates, and (3) a lower stationary phase and solvent consumption.

The increased mass sensitivity for concentration-sensitive detectors is the direct 
result of reduced dilution of the sample in small ID columns and is inversely pro-
portional with the square of the reduction in column diameter. As a result of mini-
aturization in LC, a variety of new column formats were developed, which can be 
subdivided according to the ID. In Table 5.4-1, the ID, typical fl ow rate, and sample 
loading are listed for various HPLC techniques.

Analytical and narrow-bore HPLC columns are most commonly used for routine 
analysis, which require the highest possible robustness. Capillary- and nano-LC 
columns fi nd application in various fi elds of biotechnology research, mainly for 
sample limited analysis of peptides and proteins [30–32].
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TABLE 5.4-1. Typical Dimensions and Flow Rates for Analytical RP Chromatography

 Inner Diameter Flow Rate Relative Gain
   in Sensitivity

Conventional LC 4.6 mm 1000 μl/min Baseline = 1
Narrowbore LC 2.1 mm  200 μL/min   5
Microbore LC  0.5–1.0 mm   50 μL/min  35
Capillary LC 180–300 μm  2–5 μL/min  200
Nano LC  50–100μm  200 nL/min 3500



590 CHROMATOGRAPHY-BASED SEPARATION

A signifi cant reduction of the column ID put stringent demands on the instru-
mentation for micro-LC as all volumetric extra-column dispersion contributions 
must be down scaled accordingly. Initial developments in this area were achieved 
on modifi ed standard LC instruments. For approximately 10 years, dedicated 
instrumentation for micro-, capillary-, and nano-LC has become commercially 
available and was recently discussed [33].

The reduction or downscaling factor in going from an analytical to a capillary 
column equals the ratio of the square of the column diameters. Down scaling from 
a 4.6-mm ID standard HPLC column to a 300-μm ID packed capillary column 
equals a theoretical factor of 200 in sensitivity (see Table 5.4-1). This factor applies 
to all components of the LC system, like fl ow rate, injection and detection volume, 
and connecting capillaries [34]. Likewise, for a 300-μm ID capillary column, the 
fl ow cell volume must be reduced to ∼50 nL to prevent extra-column peak broaden-
ing. For injection of the sample, the downscaling factor implies that an injection 
volume of 20 μL on a 4.6-mm ID column equals an injection volume of ∼90 nL on 
a 300-μm ID capillary column. Consequently autosamplers used for capillary LC 
must be able to inject nanoliter volumes in a reproducible manner. However, in 
gradient elution, the preferred mode of operation for separation of peptides and 
proteins, sample preconcentration can be applied. Relatively large volumes, often 
exceeding the column volume several times, are injected while the compounds are 
concentrated at the head of the column or trap column. In nano-LC with typical 
fl ow rates of 100–300 nL/min, column switching is a widespread technique, e.g., for 
peptide mapping when the sample amount is limited. A trap column is mounted 
onto a switching valve (see Figure 5.4-1) to reduce the sample volume from several 
microliters present in the sample loop to a few nanoliters (basically the volume of 
the trap column). After sample loading, the trap column is switched in line with 
the separation column before starting the HPLC gradient. An additional advantage 
of column switching is the ability of online sample desalting. A common setup for 

Figure 5.4-1. Schematic overview of typical reversed phase-HPLC with precolumn and 
column loading for peptide separation. The central switching valve has two positions: In 
position one, the sample is loaded onto the precolumn with the loading pump. After trap-
ping and desalting of the sample, the valve is switched and the precolumn is integrated into 
the fl ow of the gradient pump. By increasing the amount of solvent B, the single peptides 
are separated on the separation column and afterward detected with a UV-detector and/or 
by mass spectrometry.



column switching in nano-LC is shown in Figure 5.4-1, although other confi gura-
tions have been described as well [35, 36].

Typical fl ow rates applied in nano- and capillary-LC are in the range of 50 nL–
10 μL/min according to Table 5.4-1. HPLC systems that can generate mobile phase 
gradients at these fl ow rates are available and are based on either fl ow splitting or 
dedicated micro- or nano-pumps. The generation of gradient profi les should be 
characterized by small delay volumes, effi cient mixing, high accuracy, and accept-
able reproducibility. Signifi cant improvements in this respect have been achieved 
during the last couple of years, partly due to the incorporation of liquid fl ow sensors 
that can measure fl ow rates down to several nanoliters/minute. With current state-
of-the art instrumentation, it is now possible to generate solvent gradients with a 
reproducibility better than 0.3% RSD at fl ow rates suitable for nano-LC.

5.4.3 SEPARATION OF PEPTIDES

5.4.3.1 Short Introduction

Reversed phase (RP) chromatography has been established as the superior separa-
tion technique for peptides. The chromatographic resolution of this method is 
higher compared with other methods like ion-exchange (IEX) or size exclusion 
chromatography (SEC).

5.4.3.2 Reversed Phase Separation of Peptides

RP–HPLC is well suited for direct online coupling with electrospray ionization–
mass spectrometry (ESI–MS) due to solvent compatibility with the electrospray 
ionization technique.

The common gradient for peptide separation consists of a binary solvent system 
containing in solvent A: 0.1% formic acid and in solvent B: 0.1% formic acid and 
84% acetonitrile. If no high-sensitive MS detection is required, formic acid can be 
replaced by TFA. For solvent B, the amount of TFA has to be reduced to 0.08% 
to prevent baseline shift during the gradient run time.

Gradients normally begin at 5% B with a linear increase to 50% B within 45 
minutes. For rinsing the column, the percentage of B is increased to 95% and held 
for 5 minutes. Afterward the column is re-equilibrated to 5% B. Therefore, the 
complete gradient is fi nished within 1 hour. Extension to longer and thus shallower 
gradients is suggested if complex samples have to be separated.

The formic acid acts as an ion pair reagent that masks the peptide-charge 
and increases the hydrophobicity for better retention on reversed phase supports. 
Trifl uoroacetic acid (TFA) has better characteristics for HPLC separation because 
of less UV absorption at 215 nm and superior properties as an ion pair reagent [37, 
38]. Therefore, it is preferably used in solvents for loading on precolumns or separa-
tion without the need for MS detection. In this context, the usage of formic acid as 
an ion pair reagent instead of trifl uoroacetic acid, which has less absorption in the 
UV range, is preferable because of its better ionization effi ciency in MS ion sources. 
In contrast, TFA offers less UV absorption and superior separation results at the 
cost of inferior ionization rates.
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MS represents the most expensive part of a nano-LC–MS systems. Therefore, 
dwell times are expensive and should be reduced to a minimum. Parallel LC-
systems consist of a more complex setup with two pairs of pre- and separation 
columns (see Figure 5.4-2).

CARLA Test. Dead volume is a serious obstacle for high-resolution RP separation 
using nano-HPLC. A dead volume acts as a passive mixing chamber in the fl ow 
path that levels the preformed gradient, thereby leading to peak broadening and 
reduced sensitivity. The defi nition of a dead volume is a relative subject because a 
0.5-μL dead volume in a preparative HPLC with a 1-mL/min fl ow rate and a step-
gradient is not recognized as such. But the chromatographic separation would fail 
in the case of a nano-HPLC with typical fl ow rates of 200 nL/min. For this reason, 
the detection of dead volumes that cannot be visually located is a very important 
task for the highest performance and sensitivity. The CARLA Test provides a very 
simple approach for online detection of dead volumes in HPLC systems [39]. For 
the test, a UV detector, a precolumn system with a loading pump using 0.1% TFA 
and the nano-HPLC-system using 0.1% FA, is required.

While the sample is loaded onto the trapping column and desalted by fl ushing 
with 0.1% TFA at an increased fl ow rate, the nano-HPLC branch is equilibrated 
with 0.1% FA. The UV baseline is set on the FA containing solution. By switch-
ing the HPLC valve, the trapping-column loop is then integrated into the nano-
fl ow. Now, the nano-fl ow pushes the small volume of TFA solution through the 

Figure 5.4-2. Set up of a dual-gradient HPLC system. This HPLC-system consist of a 
normal reversed phase separation system with an additional gradient pump and HPLC-
valve. Two complete sets of pre- and separation columns are required. This setup enables 
the equilibration and sample preconcentration on the one column pair, whereas on the 
second column pair, the separation is performed. This reduces the dwell time of a connected 
mass spectrometer and thereby increases the sample throughput per day signifi cantly. The 
fi nal nano-valve directs the fl ow of the active separation column to the connected 
detector.



trapping-column loop and the separation column to the UV detector that is reported 
by a signal drop. If no mixing occurs, the pattern should be shown as a sharp rec-
tangular signal (see Figure 5.4-3B). However, if a dead volume is present, the two 
different solutions are mixed during passage through the fl ow path (see Figure 5.4-
3C). This results in a smooth transition back to the FA baseline after an increased 
amount of time.

5.4.3.3 Column Media and Resins

The performance of HPLC separations depends on the quality of the applied 
column. Column dimensions as well as the used resins are the main features that 
have to be regarded. Although column systems with beads as chromatographic 
material have been extensively used, recently available monolithic columns repre-
sent a completely new technology.

Bead materials are normally made of silica spheres or synthetics like polysty-
renedivinylbenzene (PS-DVB). The beads are then functionalized with the appro-
priate chemical group for interaction with analytes. In the case of peptides, C18- or 
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B C

Figure 5.4-3. Carla test. (A) The Carla test requires the detection of the UV-trace at 214 nm 
and a precolumn setup with loading pump that delivers 0.1% TFA for peptide trapping and 
desalting and a nano-fl ow system working with 0.1% FA for peptide separation. The close-
up view of the HPLC valve depicts the localization of TFA and formic acid. (B) Schematic 
UV-chromatogram after the switching event. The baseline is set to UV-absorption level of 
formic acid. The elution of TFA from the precolumn loop decreases the UV-signal to a 
signifi cant level. If no dead volume is present, the signal has a rectangular shape. (C) If a 
dead volume acts as a small mixing chamber, the discrete volumes of TFA and FA are par-
tially mixed, leading to long transitions back to baseline. In this case, eluted peptide peaks 
are broader and sensitivity level of such a HPLC-system is decreased.
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C8-phases are coupled to the silanol groups on the bead-surface with chlorotri-
alkylsilane reagents. Often, not all available silanol groups are modifi ed and are 
often blocked by end-capping to avoid ion exchange functionality interfering with 
the RP mode. PS-DVB materials are hydrophobic in nature and need only surface 
modifi cation if other separation properties are required. The silica-bead packed 
columns provide a very good resolution for HPLC, but they are becoming unstable 
above pH 8. Under basic conditions, polymeric materials are therefore preferable. 
However, several vendors have developed chemical modifi cations on silica beads 
that slightly increase the stability of the material up to pH 9–10.

The pore diameter of the beads has a decisive infl uence on the binding capacity 
of the column, which means that small pore sizes increase the effective surface of 
the material and thereby the binding capacity. Nevertheless, if the pores are too 
small, the peptides cannot diffuse and therefore the inter action of the analyte and 
the stationary phase is suppressed. A pore diameter of 100 Å has proven to be very 
suitable for tryptic peptides, whereas high-molecular-weight peptides should be 
separated using 300-Å pore material. The bead size and the bead size distribution 
have a direct infl uence on the separation effi ciency, which is expressed in the van 
Deemter-equation by the Height Equivalent to the Theoretical Plate (HETP). The 
smaller the bead size, the smaller the plate height and the higher the resolution. 
But with smaller bead sizes, the required fl ow rate has to be increased and therefore 
the backpressure rises signifi cantly. Typically, analytical RP columns for peptides 
use bead sizes between 3 and 5 μm. The column diameter and the column length 
depend mainly on the required resolution and the available sample amount, 
respectively.

5.4.3.4 Multidimensional Separation of Peptides

Proteins differ in molecular weight, hydrophobicity, charge, and structure over a 
wide range, which renders it impossible to apply a single chromatographic separa-
tion for complex protein mixtures. Therefore, proteins are digested to peptides to 
reduce the huge differences in their physico-chemical properties that enables the 
application of the peptide mixture to chromatographic separation approaches. 
However, the digest increases the number of analyte species from the protein to 
the peptide level signifi cantly. For instance, the expected number of proteins in a 
cell differs from 5 to 20,000 species. After digestion the expected number of pep-
tides ranges between 50,000 and 200,000 species. Such complex samples can only 
be handled by multiple separation according different separation parameters. 
Generally, the concept of this approach is the subsequent separation and pre-
fractionation of peptides with different chromatographic media. In most cases, the 
fi rst dimension represents a strong IEX Chromatography where the peptides are 
fractionated during fi xed time intervals. Afterward, each ion-exchange fraction is 
applied to an RP column as the fi nal high-resolution separation dimension that is 
usually online-coupled to an MS representing an additional gas phase separation 
dimension with concurrent peptide analysis. Several different applications have 
been developed so far: offl ine or online MDLC, MudPIT, and the COFRADIC 
[40] technology.

The classic MDLC technique separates the peptides using a strong 
cation exchange (SCX) column for the fi rst and C-18 RP material for the second 



dimension. Offl ine and online separation, respectively, differs in peptide transfer 
from the fi rst to the second HPLC-separation dimension. For the online mode, 
eluted fractions are directly transferred to the next dimension, whereas during 
offl ine MDLC, the collected fractions are prepared for injection onto the RP 
column. The usage of fraction collectors and liquid handlers enables a semi-auto-
mated sample preparation before reinjection for RP separation and subsequent 
analysis. The advantages of the offl ine mode are the application of continuous 
gradients and more fl exibility in solvent selection, thereby leading to a more effec-
tive elution and better resolved separation (see Figure 5.4-4). Additionally, both 
separation dimensions can be performed subsequently on a single HPLC system 
with less hardware requirements in contrast to the online system.

Online MDLC works in full automation mode and integrates fi rst- and second-
dimension separation into a single system, providing high sample throughput capa-
bilities and short dwell times. The elution of the SCX column is performed with 
salt-plugs (see Figure 5.4-5) or step-gradients (see Figure 5.4-6) with increasing salt 
amounts. Subsequently, the eluted fraction is trapped onto an RP-precolumn where 
the peptides are desalted and concentrated. Then the HPLC valve is switched, and 
the precolumn is introduced into the fl ow path of the RP gradient. Peptides are 
separated and eluted similar to common RP separations. After the complete RP 
run, the precolumn is switched back and traps the next fraction eluting from the 
IEX column. In more complex MDLC systems, two or more precolumns are alter-
nately used for trapping and elution to reduce the complete run time as well as to 
enable the application of continuous IEX gradients. A general disadvantage of the 
online system is the restriction to non-organic solvents for IEX elution. It has been 
shown that little amounts of organic modifi ers increase the elution effi ciency and 
prevent memory effects during the fi rst dimension [41]. In online systems, this 
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Figure 5.4-4. Scheme of an offl ine MDLC setup. The separation with this two-dimensional 
HPLC separation is divided into two steps. At the fi rst step, the analyte is separated by an 
ion-exchange separation (IEX) and the eluted fractions are collected. Before the second 
step, the samples are concentrated and desalted and organic modifi ers are removed if 
present. The second dimension is performed by a normal reversed phase-HPLC separation 
(see Figure 5.4-1). If the required capacities are not available, this type of MDLC run 
enables the separation of both dimensions on the same HPLC after a setup change of 
column and solvents.
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would result in inferior peptide recovery because the SCX-peptide fraction would 
not be trapped quantitatively on the precolumn due to the organic solvent.

This type of elution has the further disadvantage that peptides are present in 
different fractions due to memory effects. Additionally, the online systems consist 
of multiple HPLC pumps and valves, several connections, and a complex control 
program that gives rise to many potential sources of error as well as to diffi culties 
in obtaining acceptable sensitivity. The multidimensional protein identifi cation 
technology (MuDPIT) was designed to provide a high-resolution peptide separa-
tion technique for electrospray ionization mass spectrometry (ESI–MS) with a very 
good sensitivity [42] (see Figure 5.4-7). In contrast to the classic MDLC, the two 
separation phases are located in a single biphasic column. Thereby, the eluted 
peptides from the SCX phase are directly trapped on the RP resin without any 
dead volume. Additionally, the system is simplifi ed due to the location of the two 
phases in the ESI-tip emitter. The sample is bound on the SCX phase, and fractions 
are eluted by salt-plug injection. The fractions are trapped on the RP phase and 

Figure 5.4-5. Online MDLC using salt-plugs. This HPLC separation mode uses salt-plugs 
with increasing salt concentrations that are injected by the autosampler onto the IEX-
column to elute stepwise stronger bound peptides.

Figure 5.4-6. Online MDLC with gradient elution. This type of MDLC system is similar 
to the setup with salt-plug elution, but in this case, the elution is performed with a step- or 
linear-gradient that requires a second gradient capable HPLC-pump.
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Figure 5.4-7. Schematic workfl ow of MuDPIT. The MuDPIT technique represents a rela-
tive simple setup compared with the other MDLC approaches. For the complete system, a 
single nano-gradient pump and an optional autosampler is required. The two-dimensional 
separation takes place in the biphasic ESI-Tip emitter, which results in a near dead-volume-
free solution. Peptides are eluted from the strong cation exchange phase (SCX) with salt-
plugs that are injected by the autosampler. Afterward the trapped peptides are separated 
with a linear gradient and directly sprayed into the mass spectrometer.

then separated by common RP gradients that are delivered by a single nano-HPLC 
pump. Therefore, the technical requirements are reduced in comparison with other 
online MDLC systems, and the complete separation is performed fully automated. 
The major disadvantage of this approach is the design of the biphasic separation 
column, because the two phases are in contact with a high salt concentration and 
high concentration of organic modifi ers, respectively. This may lead to poor sample 
recovery and imminent loss of peptide species.

One major disadvantage of all presented approaches is the limited resolution in 
a two-dimensional separation. The discrete separation with tens of thousands of 
peptide species is still not possible. The combined fractional diagonal chromato-
graphy (COFRADIC) circumvents this problem by discarding most peptides [43]. 
The protein identifi cation by MS requires only a single peptide that is specifi c for 
this particular protein. Therefore, the increase of sample complexity after enzy-
matic digest produces a lot of redundancy that is again reduced by the COFRADIC 
technique. The proteins are blocked at the cysteine and free amino-residues before 
proteolytic digestion. The resulting peptides are separated by RP chromatography 
and collected in minute fractions. Each fraction is then treated with TNBS to 
modify the newly generated free N-terminal amino groups and increase the hydro-
phobicity of these peptide species. Afterward, each fraction is rerun under the same 
conditions. All peptides that elute at the same retention time as before are original 
N-terminal peptides because they were blocked prior to TNBS-modifi cation and 
are therefore not susceptible to retention time increase. These fractions can be 
collected for later MS analysis. The COFRADIC approach has also been extended 
to the separation of cysteine or methionine containing peptides [44]. Other targets 
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like phosphorylations or other moieties that can be chemical modifi ed may be tar-
geted as well. Therefore, the COFRADIC approach is very suitable for directed 
global analysis of specifi c peptide subsets in complex peptide mixtures.

5.4.4 SEPARATION OF PROTEINS

5.4.4.1 Short Introduction

RP–HPLC separates compounds based on the reversible interaction with the 
hydrophobic stationary phase. RP–HPLC has become the most extensively prac-
ticed type of chromatography for proteins due to the unparalleled resolution with 
applications in purifi cation, desalting, and analysis.

RP–HPLC separation of proteins has been the topic of several reviews and book 
chapters, e.g., Refs. 45 and 46.

RP chromatography of proteins is almost exclusively dominated by gradient 
elution. Besides the ability of gradient elution to separate a complex mixture of 
compounds with a broad range of hydrophobicity, there is another reason for the 
almost exclusive use of gradient elution.

In contrast to small molecules, proteins are amphiphilic and interact with the 
stationary phase only via a small part of the molecule, whereas the hydrophilic 
parts of the protein are in contact with the mobile phase. The mobile phase at the 
start of the gradient is typically an aqueous solution. During development of the 
gradient, a protein will almost completely desorb from the stationary phase at a 
specifi c organic solvent concentration. Before this concentration, the protein has 
an almost infi nite retention on the stationary phase and will therefore not migrate 
through the column. This principle, often referred to as “on/off” retention mecha-
nism, is also indicated by the steep adsorption isotherms of proteins. As a result, 
closely related proteins can be separated by small adjustments in the mobile phase 
composition. Hence, isocratic elution of proteins is not an attractive technique.

5.4.4.2 Reversed Phase–Liquid Chromatography (RP–HPLC) Separation 
of Proteins

Liquid chromatography is an essential analytical tool for the separation of proteins 
in biotechnology and pharmaceutical product development. Applications are found 
throughout the development process of biological products, from drug discovery to 
quality control. Molecular properties of proteins, like molecular mass, net charge, 
hydrophobicity, and structure give ample opportunities to use HPLC for their 
separation.

A variety of chromatography techniques is available for separation and analysis 
of proteins, i.e., RP, IEX, size exclusion, hydrophobic interaction, and affi nity 
chromatography. Selection of the type of chromatography, scale of operation, and 
applied detection technique will be based on the sample availability and complexity 
and, on the other hand, the required information.

Stationary Phases. The fi rst step in the optimization of a chromatographic method 
for proteins is the selection of the stationary phase. Many stationary phases are 



available and are characterized by the material, particle shape and size, pore 
diameter, and functional group. For analytical purposes, regular-shaped, silica-
based stationary phase particles are mostly employed. These particles are made of 
alternating silicon and oxygen atoms that form an incompressible three-dimensional 
network. The surface of the silica particle is covered with hydroxyl groups, called 
silanol groups, which are modifi ed with a reactive alkyl silane to yield a siloxane 
bond. The length of the alkyl chain, which can vary from methyl (C1) to octadecyl 
(C18), determines the hydrophobicity of the RP sorbent and the binding strength 
of the protein. Unreacted, residual silanol groups are present after functionalization 
of the silica bead and have acidic properties that impair the RP separation. Ionic 
interaction between these silanol groups and the protein result in low protein 
recovery and peak tailing. To overcome this effect, end-capping of the stationary 
phase can be performed, i.e., the reaction of residual silanol groups with a small 
molecule.

Another limitation of silica-based stationary phases is the limited pH stability, 
which extends from around 3.0 to 7.0. Acidic solutions hydrolyze the siloxane bond 
between the bonded alkyl silane and the silica particle; at high pH, the silica sub-
strate is readily dissolved. The hydrolytic stability of RP silica particles can be 
improved by shielding the siloxane bond with bulky alkyl groups or by surface 
coverage of the silica with a highly cross-linked aromatic layer [47]. Organic 
polymer-based supports have been developed as an alternative for the inorganic, 
silica-based stationary phases and have a high pH stability.

Resolution of the protein separation is affected by several stationary phase 
properties. Reduction of the particle diameter is obviously the most straightfor-
ward way to improve the effi ciency. For analytical purposes, 3- to 10-μm particles 
are a good compromise between chromatographic performance and the required 
pressure. The pore size of the particles should be a minimum of 300 Å to provide 
accessibility for large proteins.

The large size of the proteins implies that diffusion coeffi cients are low and that 
mass transfer between the mobile and the stationary phase is slow. Several station-
ary phases have been designed that prevent excessive band broadening as a result 
of the low diffusivity of proteins. Perfusion beads are highly porous particles made 
from polystyrene divinylbenzene with pore sizes in the range of 100–8000 Å. The 
structure allows the mobile phase to perfuse through the particles and a convective 
transport of the molecules, not limited by diffusion. The analysis time in perfusion 
chromatography can be reduced signifi cantly compared with conventional station-
ary phases, due to the low fl ow resistance and independence of fl ow rate on the 
resolution [48].

On the contrary, particles without pores enable fast, effi cient separation of pro-
teins due to the absence of intraparticle diffusion resistance. The absence of pores 
reduces the available surface area and thereby the loading capacity. Silica- [49] and 
polymer-based [50] nonporous particles have been applied for biomolecule separa-
tions. Also hybrid particles have been described that have a non/porous core and 
a 0.25-μm porous layer, composed of colloidal silica particles [51].

The application of monolithic columns for effi cient RP–HPLC separation 
of proteins is rapidly developing. The advantage of monolithic columns for 
protein separations is the high mass transfer effi ciency due to convective fl ow in 
the macroporous structure. As a result, very fast separations can be achieved. 
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Several polymer-based monolithic columns have become available commercially in 
different formats, e.g., disks, membranes, and LC columns with diameters in the 
range of 0.1–100 mm ID [52]. The preparation and application of organic polymer-
based monoliths have been reviewed recently [20].

Extremely rapid RP separations of proteins have been demonstrated on 
poly(styrene-co-divinylbenzene) monolithic columns. A fast gradient and a fl ow 
rate of 10 mL/min were used to separate fi ve model proteins in less than 20 s on a 
50 × 4.6-mm ID column [53].The same type of monolithic structure has also been 
prepared in capillary columns of 200 μm ID and showed excellent performance in 
the identifi cation of proteins by LC–MS through peptide mass fi ngerprinting and 
accurate intact molecular mass determination [24].

Acrylate monomers are used for the preparation of monolithic columns and are 
available in a broad variety of chemistries. For the RP type of monolithic columns, 
acrylates with an alkyl chain are employed.

Poly(butyl methacrylate-co-ethylene dimethacrylate monolithic columns have 
been prepared by photoinitiated polymerization and used for RP–HPLC of pro-
teins [54]. The fl ow resistance of these monolithic columns was low, which enabled 
the use of high fl ow velocities of 87 mm/s. A mixture of four model proteins ribo-
nuclease A, cytochrome c, myoglobin, and ovalbumin was baseline separated in 
around one minute and using fl ow rates of 100 μL/min. In Figure 5.4-8, chromato-
grams are shown that were obtained with three different gradients.

No effect of the pore size in the range of 0.7–2.2 μm was measured on the reten-
tion of proteins.
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Figure 5.4-8. Effect of gradient on separation of a protein mixture using monolithic column 
I at 100 μL/min. Conditions: column size 100 mm × 0.2 mm. Mobile phase A, 0.1% TFA in 
water–acetonitrile (90 : 10, v/v); mobile phase B, 0.1% TFA in water–acetonitrile (10 : 90, 
v/v). Gradient in (a) 5–95% B from 0 to 1.8 min; gradient in (b) 5–50–50% B from 0 to 0.01 
to 1.5 min, gradient in (c) 5–40–100% B from 0 to 0.01 to 1.21 min. Peaks: ribonuclease A, 
cytochrome c, myoglobin, and ovalbumin (elution order). (Figure and caption reprinted 
from Ref. 54, with permission from Elsevier.)



Mobile Phases and Gradients. Ion-pairing RP–HPLC is an ideal technique for the 
separation of proteins. A charged ion-pairing reagent with an opposite charge to 
that of the protein is added to the mobile phase to form a noncharged complex. The 
ion-pairing reagent increases the hydrophobicity and consequently the retention of 
the protein. TFA is the most commonly used ion-pairing reagent for proteins. 
Added in a concentration of 0.05% (v/v) to the mobile phase, the pH will be around 
2.5. At this pH, the carboxylic groups of proteins are protonated and the trifl uoroacetic 
anion binds to the protonated, positively charged amino groups of proteins.

Several ion-pairing reagents, including acids, bases, and salts, have been applied 
in RP liquid chromatography of proteins. TFA is preferred as it generally yields the 
highest separation performance. However, a disadvantage of TFA is that it can sig-
nifi cantly lower the detection sensitivity in EIS–MS detection. The strong ion pairs 
are not easily broken apart under conditions used for EIS, thereby preventing ioniza-
tion of the analyte. This effect is not easy predictable and has been found dependent 
on the ion-pairing reagent concentration, instrumental conditions, and the analyte. 
The infl uence of ion-pairing reagents on the sensitivity of detection in the coupling 
of RP–HPLC and ESI–MS for protein analysis has been reviewed [55]. In practice, 
a compromise between detection sensitivity and chromatographic resolution has to 
be found in the use of ion-pairing reagents for HPLC–ESI–MS applications. A more 
than 100-fold increase in detection sensitivity of proteins was reported when using 
0.1% formic acid instead of 0.1% TFA at the cost of larger peak widths [56].

Several solvents can be chosen for the development of the gradient in RP chro-
matography. Acetonitril has a high volatility, low viscosity, and high UV transpar-
ency and is often preferred in LC/MS applications. For the analysis of large, 
hydrophobic proteins, alcohols with higher elution strength such as isopropanol can 
be employed. The gradient must be optimized for each application. Steep gradients 
are useful for protein desalting, whereas a shallow gradient should be used for 
complex samples.

Applications in Biotechnology. Biopharmaceutical products must be well 
characterized by means of analytical techniques. RP–HPLC with UV detection is 
suitable for the content assay and impurity profi ling because of its high resolution. 
However, the bioactivity of protein-based pharmaceuticals not only relies on the 
primary structure but also on the higher order structure, i.e., the molecular 
confi rmation, which is not revealed by UV absorbance. Circular dichroism and 
intrinsic fl uorescence detection have been combined with UV detection in RP–
HPLC to monitor the conformational properties of active compounds and impurities 
in biopharmaceutical products [57].

Characterization of (recombinant) proteins at the molecular level requires the 
use of MS detection.

RP–HPLC–MS can be applied to separate and identify proteins modifi cations 
such as deamidation, isomerization [58], and protein folding [59]. Even intact 
monoclonal IgG1 antibodies have been characterized by RP–HPLC–MS using 
a C8 stationary phase, elevated temperature of 65–70°C, and a combination of 
trifl uoroacetic acid and heptafl uorobutyric acid as ion-pairing agents.

Characterization of C-terminal lysine variants, glycosylation heterogeneity and 
degradation products of recombinant antibodies demonstrates the capability of this 
method [60].
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The development of MS instrumentation has been accelerated during the last 
decade by proteomics research, the large-scale identifi cation of the proteins in 
biological samples or tissues. Although nowadays the precise mass determination 
of even large proteins is possible on standard MS instruments, identifi cation of 
proteins is still done at the peptide level after enzymatic digestion of the protein. 
An interesting development is internal gas phase protein fragmentation in the MS 
enabling accurate protein identifi cation. In combination with a chromatographic 
separation, this development holds great promise for top-down proteomics [61].

5.4.4.3 Ion-exchange Separation of Proteins

In ion-exchange chromatography (IEC), retention is based on the interaction of 
charged amino acid residues of the protein with the counter-charge on the station-
ary phase media. In addition, protein modifi cations such as acetylation, phosphor-
ylation, and glycosylation alter the charge of the protein and therefore the retention 
on the IEX column. IEX stationary phases carry either a positive charge (anion 
exchanger) or a negative charge (cation exchanger) and can be subdivided into weak 
and strong ion-exchanger resins. Strong ion-exchangers are ionized over a much 
wider pH range compared with their weak ion-exchanger and can be used over a 
broad pH range (∼pH 2–12) Weak IEX columns lose their charge at pH > 9 (anion) 
and <6 (cation). The terms strong and weak do not refer to the strength of inter-
action; the interaction of the protein with the column is determined by the station-
ary phase, the mobile phase composition, and the protein. Elution of the protein 
is accomplished by competition with small counter-ions for the adsorption sites on 
the ion exchanger. Most often, linear salt gradients are used. Other means for 
protein elution are a pH gradient or a combined salt/pH gradient.

Method development is started with the selection of the type of ion-exchange 
resin and a buffer with appropriate pH to assure retention of the proteins to be 
separated. IEC separations are usually started with a low buffer and salt concentra-
tion with suffi cient buffer capacity.

An advantage of IEC over RP–HPLC is that chromatographic conditions are 
very mild, thereby preserving the protein structure and bioactivity. Protein purifi -
cation by means of IEC generally gives high yields and is an excellent technique 
for large-scale purifi cation of pharmaceutical proteins in biotechnology.

Monolithic Columns for Ion-Exchange Chromatography of Proteins. Ionizable 
groups can be incorporated into monolithic structures to make them suitable for 
IEC in different ways. Starting with functional monomers has the advantage that 
the monolithic structure can be prepared in a single step. However, the process 
requires optimization for each new set of functional monomers and cross-linkers 
to obtain the required properties. Alternatively, the ionizable groups are introduced 
after the monolithic structure has been created in an additional step through 
reaction with the epoxide groups [62].

The epoxide groups of a polyglycidyl methacrylate-co-ethylene dimethacrylate 
monolith readily react with diethylamine to create a weak anion exchange column. 
This monolithic column is characterized by fast mass transport kinetics leading to 
excellent resolution. The columns seem to be stable, and the specifi c capacity is 
40-mg/g medium for ovalbumin [60, 62]. More recently, graft polymerization within 



the large pores of the monoliths has been used to attach chains of reactive polymer. 
The advantage of the grafting procedure is the high density of surface groups and 
consequently high binding capacities that can be achieved, which are favorable for 
the separation of biopolymers [20].

Application in Biotechnology. A high-performance anion-exchange chroma-
tography method was used for the determination of erythropoietin (EPO) in 
pharmaceutical products [63]. EPO is a glycoprotein with a molecular mass of 
30–34 kDa. Besides being the main factor regulating red blood cell production, it 
is known for extensive misuse as a performance enhancer in endurance sports. The 
content of EPO in pharmaceutical preparations is currently measured by complex 
in vivo potency assays.

It was shown that the chromatography method was suitable to separate recom-
binant EPO from amounts of human serum albumin commonly present as a stabi-
lizer in various pharmaceutical preparations. In addition, it was possible to obtain 
different elution profi les for EPO products with variations in the glycoforms. Fluo-
rescence detection was applied for quantifi cation and showed linear signals over 
the range of 10–200-μg/mL EPO.

5.4.4.4 Multidimensional Liquid Chromatography of Proteins

In proteomics the sample complexity is often high and requires high-resolution 
analytical separation techniques. Two-dimensional polyacrylamide gel electro-
phoresis (2D PAGE) fulfi lls this requirement and has been established as a core 
technique for complex protein mixtures. However, the small dynamic range and 
the inability to resolve very small and large proteins and proteins with extreme pI 
values have been serious limitations.

Multidimensional liquid chromatography is becoming an attractive alternative 
to gel-based separations and has been reviewed recently [64]. The power of multi-
dimensional techniques is the ability to increase the peak capacity signifi cantly 
by adding selectivity to the system. From a theoretical point of view, the peak 
capacity of a truly orthogonal 2D-HPLC system, i.e., the nature of the separation 
principle of both dimensions are independent, is given by multiplication of the peak 
capacity of each dimension [65]. If the peak capacity of both columns is 50, the 
total peak capacity for the 2D-LC system will be 2500. However in practice, the 
resolving power of multidimensional LC techniques is impaired by limited orthogo-
nality and the slowness of the second dimension separation.

A wide variety of separation mechanisms have been combined in 2D-HPLC to 
separate complex protein mixtures. Size exclusion [66], affi nity [67], IEX [68–70], 
and chromatofocusing [71] have been used as a fi rst-dimension separation in com-
bination with RP as a second-dimension separation. IEX–RP, the most extensively 
studied combination, has been coupled to EIS time-of-fl ight MS for separation and 
identifi cation of ribosomal proteins from yeast [72]. Approximately 70% of the 
potential ribosomal subunits isoforms could be identifi ed with an average mass 
error of ∼50 ppm. In the experimental setup, two parallel RP columns were alter-
nately switched in series with a strong anion-exchange column to reduce the analy-
sis time.

Distribution of proteins over multiple second-dimension fractions is unwanted 
and infl uenced by several aspects. Peak splitting is unavoidable and depends on the 
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elution profi le and fraction size. In general, peak splitting can be worse for proteins 
with a molecular heterogeneity as a result of different modifi cation forms or struc-
tural conformations. Also carryover or peak “ghosting” results in dispersion into 
multiple fractions and is generally more profound for high abundant and hydro-
phobic proteins.

The fi rst dimension separation can be run with linear and step gradients.
An extensive comparison between these two gradient modes in IEX–RP separa-

tion of cytosolic proteins from Escherichia coli revealed a more effective fractiona-
tion for a linear salt gradient [70]. Fewer major proteins were distributed to multiple 
second-dimension fractions.

In the second RP dimension, gradient elution is required to elute proteins with 
a wide range in hydrophobicity. As gradient elution is typically a slow process, 
several approaches have been proposed to speed up the second-dimension separa-
tion, such as the use of short columns, high fl ow rates, and a parallel column 
setup [68].

Polystyrene–divinylbenzene monolithic columns have shown excellent separa-
tion performances for intact proteins [24]. A capillary PS–DVB monolithic column 
with 500 μm ID has been used in combination with IEX columns for offl ine 2D-LC 
of complex proteins samples. The power of this technique is illustrated with chro-
matograms of the separation of soluble proteins from Salmonella typhimurium in 
Figure 5.4-9. The ion-exchange separation has been developed on a strong cation- 
and anion-exchange column, coupled in series. The combination of these two IEX 
columns allow retention of both acidic and basic proteins. The resolution of the 
multidimensional separation is high. The PS–DVB monolithic column and IEX 
column have peak capacities of, respectively, 80 and 60. Giving the fact that 30 
fractions were taken in the fi rst dimension, the total peak capacity can be estimated 
as 2400 (80 × 30 fractions). The offl ine column confi guration makes the method 
fl exible; i.e., both dimensions can be optimized independently with respect to 
mobile phases, column dimensions, and sample loading.

A B

Figure 5.4-9. Offl ine 2D-LC of intact S. typhimurium proteins. (A) Separation of S. typh-
imurium protein extract on a ion-exchange ProPac SAX column. (B) Overview of the RP 
separations of Salmonella proteins on PS–DVB monolithic column 500 μm i.d. × 5 cm.



SEC. Another liquid chromatographic technique applied in biopharmaceutical 
characterization is SEC. In this technique, compounds are separated based on size 
and shape. In contrast to RP–HPLC, SEC has a low resolving power that has 
limited the application of the technique. The main application of SEC in 
pharmaceutical analysis is the determination of the native size of a protein and the 
quantifi cation of protein aggregates. Typically protein-friendly conditions are 
employed in SEC that are expected not to affect the higher order structure of the 
protein.

5.4.5 SEPARATION OF AMINO ACIDS—AMINO ACID ANALYSIS

Amino acid analysis has become common in biotechnology, biomedical, and food 
analysis laboratories. In proteomics laboratories, this technique becomes now more 
important because quantitative proteomics requires knowledge about the exact 
sample amounts used in various kinds of experiments. Amino acid analysis is an 
exact, fast, and quantitative method for determining free and/or protein bound 
amino acids. Especially compared with Bradfort or Biuret, assays amino acid 
analysis is a more reliable technique with about an order-of-magnitude lower stan-
dard deviation. It is used to control protein yields from various protein preparations 
and to determine sample amounts prior to 2D-PAGE and 1D- and 2D-HPLC. 
Furthermore, it is necessary to measure exact protein amounts before stable isotope 
labeling with reagents like iTRAQ, ICPL, or ICAT [73–75]. If the ratio between 
chemical reagent and reactive side chain is chosen in the wrong way, a quantitative 
incorporation cannot be obtained and will lead to false results. Using relative 
quantifi cation, the same protein amounts should be used. In the case of comparing 
sample A and B, the standard deviation will increase depending on the ratio of A 
to B and additional computation and data analysis are required to do normalization 
on the results.

Using the AQUA technology for absolute quantifi cation of peptides from 
complex mixtures, it is mandatory to quantify the used stable isotope-labeled pep-
tides before analysis, because peptides in solution undergo unspecifi c absorption 
to surfaces and will therefore alter their concentration [76]. However, even dried 
stable isotope-labeled peptides usually contain an amount of TFA salts from 
purifi cation.

The method of choice to overcome these problems with the chemical quantifi ca-
tion of proteins, peptides, or free amino acids are the classic amino acid analysis 
methods.

Amino acid analysis is an old method in protein chemistry (the fi rst experiments 
were already described in 1820 by Braconnot). In 1972, Moore and Stein were 
awarded the Nobel Prize for establishing automated amino acid analysis. Roughly 
only two major methods for amino acid analysis exist: precolum derivatization and 
postcolumn derivatization. Today the sensitivity of amino acid analysis is at the 
femtomole level for fl uorescence detection and at the picomole level for UV light 
detection methods. An overview about commonly used methods and reagents for 
amino acid analysis is shown in Table 5.4-2.
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5.5.1 INTRODUCTION

Before implementation of analytical methods for routine use, careful validation is 
required to demonstrate that the method is suitable for the intended purpose. 
Analytical methods employed for the quantitative determination of drug substances 
and their metabolites in biological media play a signifi cant role in the evaluation 
and interpretation of pharmacokinetic data. To defi ne the requirements and pro-
cedures for the validation of bioanalytical methods, a conference was held in 1990 
in Crystal City in the Washington, DC, area, which was co-sponsored by the U.S. 
Food and Drug Administration (FDA), The Canadian Health Protection Branch, 
the American Association of Pharmaceutical Scientists (AAPS), and the Associa-
tion of Offi cial Analytical Chemists (AOAC), bringing together scientists from 
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regulatory authorities, industry, and academia [1]. Upon evaluation of the results 
of the fi rst meeting, another conference was held 10 years later [2] that ultimately 
led to the publication of the FDA guideline “Guidance for Industry: Bioanalyti-
cal Method Validation” [3] complementing the general guidelines on method 
validation such as guidelines Q2A and Q2B by the International Conference on 
Harmonization (ICH) [4, 5] or pharmacopeial regulations [6]. From the beginning, 
it was realized that each analytical technique has its own characteristics, which will 
vary from analyte to analyte. Despite the fact that some similarities exist, a general 
difference between chemical methods, such as chromatography, and biological 
assays, such as immunoassays and microbiological assays, was acknowledged 
[1, 2].

Small, “conventional” drug molecules are preferentially analyzed by chromato-
graphic techniques, specifi cally by liquid chromatography-mass spectrometry (LC-
MS) and liquid chromatography-tandem mass spectrometry (LC-MS/MS), and, to 
date, most emphasis has been on the validation of bioanalytical methods for such 
molecules, which is also refl ected in the FDA guideline [3]. However, because of 
the progress in recombinant DNA technology, the number of protein pharmaceu-
ticals has increased dramatically. From 1996 through December 2005, the FDA 
has approved 253 so-called “biologics” for 384 indications [7]. Most of these prod-
ucts are proteins. As a result of their high potency and subsequent low applied 
doses resulting in extremely low concentrations in biological media, chromato-
graphic techniques are not sensitive enough for bioanalysis. Thus, immunoassays 
are primarily used for the bioanalysis of protein drugs.

This divergence in analytical techniques for small molecules and macromole-
cules has triggered workshops and conferences on bioanalytical method validation 
of macromolecules focusing on issues such as quantitative immunoassays for thera-
peutic proteins, biomarkers, and drug neutralizing anti bodies as well as bioassays. 
The results are documented in several publications of meeting reports [8–15], and 
these publications currently serve as quasi-guidance as no complete offi cial docu-
ment by the regulatory authorities of the United States or Europe on bioanalysis 
method validation of macromolecules exist to date. The FDA guidance on bio-
analysis [3] acknowledges differences between the assay formats but does not cover 
all necessary topics for bioassays. A guideline by the European Agency for the 
Evaluation of Medical Products (EMEA) on pharmacokinetics of pharmaceutical 
proteins [16] also states specifi cs of immunoassays and lists points that should be 
addressed during method validation, but it provides no general guideline. Chro-
matographic assays are commonly applied to the analysis of protein drugs, but 
almost exclusively during product characterization release. Method validation of 
chromatographic techniques is basically identical for small molecules and macro-
molecules and is addressed in the ICH guidelines [4, 5], FDA guidelines [17], as 
well as in publications [18] and books [19, 20]. This chapter focuses on validation 
issues for macromolecule bioanalysis summarizing the current opinion according 
to the meeting reports [8–15] and further publications on method validation for 
macromolecules [21–25]. If possible, all terms related to assay validation are used 
in the sense of the ICH guideline Q2A [4]. A glossary of the most important terms 
is provided at the end of the chapter. A general guideline for method development 
of all different kinds of biological assays including validation aspects can be found 
on the Internet [26].



5.5.2 METHOD VALIDATION

Relevant macromolecular analytes in biological media can be classifi ed into three 
categories: (1) pharmaceutical proteins administered as therapeutic agents; (2) 
biomarkers (i.e., endogenous substances that refl ect physiological or pathophysio-
logical processes or pharmacological responses to a therapeutic intervention); and 
(3) drug neutralizing antibodies that are generated as the response of the human 
organism to the application of a therapeutic protein. The primary assay formats for 
these molecules are ligand-binding assays (i.e., immunoassays and receptor-binding 
assays). Method validation of immunoassays will be the focus of the following dis-
cussion whereas cell-based assays will be only briefl y addressed. Immunoassays can 
be roughly divided into competitive assays and sandwich assays, details are dis-
cussed in Chapter 5.3 of this volume. Validation will be discussed for immunoassays 
for the determination of pharmaceutical proteins in detail and, in subsequent sec-
tions, differences with regard to biomarkers and anti-drug antibodies will be men-
tioned. Not specifi cally addressed here, but evident in a good laboratory practice 
(GLP) environment, is the fact that proper documentation and standard operation 
procedures (SOPs) have to be written.

5.5.2.1 Ligand-Binding Assays

The term “ligand-binding assay” refers to methods that depend on the specifi c 
binding of an analyte to a biomolecule. Generally acknowledged inherent differ-
ences exist between bioanalytical chromatographic techniques and ligand-binding 
assays. The most relevant differences are summarized in Table 5.5-1. Whereas 
chromatography is based on physico-chemical principles, ligand-binding assays are 
based on a biological response because of the interaction of a ligand with an anti-
body or a receptor. Consequently, the reagents are derived from living organisms 
with the attendant variation typical for such reagents (i.e., poor batch-to-batch 
reproducibility). High-purity, well-characterized reference standards are most 
often not commercially available. Although specifi city in chromatography is 
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TABLE 5.5-1. Comparison of the Characteristics of Chromatographic Assays and 
Immunoassays for Bioanalysis

Parameter Chromatographic Assay Immunoassay

Principle of  physico-chemical properties  antigen-antibody reaction
 measurement  of the analytes
Detection direct indirect
Reagents, analytical well characterized, high  not always completely
 standard  purity, widely available  characterized, unique, 
   not widely available
Analytes small molecules small molecules and 
   macromolecules
Sample pretreatment typically pretreatment usually no pretreatment
Calibration model linear nonlinear
Intermediate precision high (<10%) moderate (<20%)
Range broad (several orders of  limited
  magnitude)
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obtained by isolation of the typically small molecules from the matrix combined 
with analytical separation from other sample components and probably even detec-
tion by mass spectrometry, the isolation of macromolecules from biological media 
is impractical in most cases because of the low concentrations and the structural 
or physico-chemical similarity between the analytes and endogenous compounds. 
Thus, detection of the macromolecule analytes occurs in a complex physiological 
milieu and, therefore, highly depends on the specifi city of the reagents and detec-
tion systems. Finally, whereas chromatographic assays display linear relationships 
between analyte concentration and detector response over a broad range covering 
2–3 orders of magnitude, calibration curves of ligand-binding assays are typically 
nonlinear covering a rather limited range requiring dilution of very concentrated 
samples. On the time scale, the development of an immunoassay will be longer 
compared with high-performance liquid chromatography (HPLC) methods because 
of the need of the generation of antibodies. Once these antibodies have been 
obtained, the time frame for method validation between the assays is comparable. 
Sample throughput of immunoassays is excellent.

Standard Immunoassays. Validation is a continuing process through the whole 
life cycle of an assay. After selection of the assay format, preliminary data are 
obtained during method development, which are confi rmed during prestudy 
validation and consequently applied during in-study validation (Table 5.5-2). This 
scenario is considered a “full validation.” Partial validation is conducted when 
changes of a fully validated method occur that are considered minor, such as 
changes in the anticoagulant or changes in the used reagents. Partial validation can 
range from a single intra-assay accuracy and precision determination to nearly full 
validation. Method transfer from the developing laboratory to another laboratory 
or a production site requires at least partial validation. Cross-validation is conducted 
when two or more validated bioanalytical methods are used within the same study. 
Test samples (spiked samples or incurred test samples) should be used and the data 
should be evaluated using appropriate predefi ned acceptance criteria. Some, but 
not all, validation issues have been addressed in the FDA guideline on bioanalytical 
method validation [3].

Assay Format. Assay format selection is the fi rst step in method development. 
Assay formats include competition, sandwich, direct and indirect binding, inhibi-
tion, solid-phase, and solution phase assays. Reagents, fi rst of all, include the anti-
bodies; but diluents and additives such as detergents also have to be considered. 
For solid-phase assays, selection of the solid support as well as the chemistry used 
for the immobilization of the antibody may be critical. Consideration should also 
be given to the selection of the assay detection system to provide good signal-to-
noise ratio. Detection may be improved by switching from colorimetric detection 
to fl uorimetric or chemiliminescesence or, seldom, to radiometric detection. All 
these variables are evaluated during method development and confi rmed during 
prestudy validation. In addition to the individual components, the manner in which 
an array is set up and run should already be considered during method develop-
ment. The assay confi guration (i.e., the number and placement of standards) of 
quality control (QC) samples, and study samples on a plate in an attempt to mimic 
the anticipated size of the run batches during routine use should be established as 



early as possible and confi rmed during prestudy validation. It is recommended that 
at least 5% of the total samples of a given batch consist of QC samples.

Reagent Selection and Stability. Probably the most critical components of the assay 
are the antibodies used. These antibodies are produced by living organisms with 
the inherent variability of such reagents. They must be acquired in adequate 
amounts and suffi ciently characterized. As antibodies are prone to lot-to-lot varia-
tions, ideally, different lots are evaluated during method development and prestudy 
validation. When an antibody (reagent) lot has to be changed during routine appli-
cation, in-study validation must demonstrate comparable performance of the lots.

Assay performance and sensitivity will deteriorate upon degradation of the 
antibodies and other reagents. Therefore, it is important to investigate storage 
conditions to ensure the integrity of key reagents for the estimated period of 
time that they will be used. Stability testing is not addressed in the regulatory 
guidance documents [3–5], but it is an important aspect of method validation. If 

TABLE 5.5-2. Validation Parameters

Parameter Method  Prestudy  In-Study Validation
 Development Validation

Assay format establish confi rm apply
Reagent selection,  identify and  confi rm monitor, lot change
 stability  establish   requires confi rmation 
    of performance
Specifi city and  establish confi rm may not apply, confi rm
 selectivity
Matrix selection establish confi rm monitor, changes in 
    matrix require 
    demonstration of 
    comparability
Minimum required  establish confi rm monitor
 dilution
Standard curve,  select model,  confi rm monitor
 calibrators  establish
Assay range evaluate establish apply
Dilutional linearity evaluate establish monitor, establish for 
    dilutions not covered 
    in prestudy validation
Parallelism not applicable investigate when  establish with incurred
   possible  samples
Precision and  evaluate  establish  total error (4–6–30 rule) 
 accuracy  imprecision  imprecision  
   and bias  and bias
Sample stability initiate establish continuing assessment
Robustness and  evaluate establish monitor
 ruggedness
Run acceptance  not applicable based on  standard curve and QC 
 criteria   standard curve  acceptance criteria,
    acceptance  apply 4–6–30 rule
   criteria
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manufacturers provide expiration dates of reagents, they may be used instead of 
in-house stability determination. Reagent and antibody stability does not only 
concern storage at low temperatures (refrigerated or frozen), but standing times in 
laboratory equipment have to be considered. Thus, storage and handling conditions 
usually include bench-top stability, short-term and long-term storage, and stability 
to multiple freeze–thaw cycles. As it may also be desirable to store batches of assay 
microtiter plates for later use, the performance of a stored plate batch should be 
evaluated testing positive and negative samples. Stability is typically assessed 
during method development and confi rmed during prestudy validation. It should 
be monitored during routine use.

Reference Material. In contrast to small molecules where reference standards are 
well characterized and certifi ed standards are often commercially available from 
sources such as the U.S. Pharmacopeia, the European Pharmacopoeia, or the 
World Health Organization (WHO), proteins are often not as rigorously character-
ized and their purity may vary from supplier to supplier. Variation in posttransla-
tional modifi cations such as glycosylation and deamidation may be present. Thus, 
the proteins can vary in their potency and immunoreactivity. As the reference 
compounds are used as standard calibrators, validation sample and QC sample 
variation of the reference will have a profound impact on the assay performance. 
Therefore, it is important to clearly document the source of the material and to 
characterize the proteins as thoroughly as possible. Comparability between lots or 
sources should be evaluated if possible. If the analyte is not a new drug entity, the 
innovator company is typically the most reliable source of authentic material. As 
stated for the reagents, stability of the reference compounds is an issue that has to 
be ensured.

Specifi city and Selectivity. With regard to antibodies, specifi city is the ability to 
specifi cally bind to the protein of interest in the presence of related endogenous 
and exogenous components (i.e., without cross reactivity). Selectivity, a related 
concept, describes the ability to determine an analyte in the presence of other 
constituents in a sample. Chromatographic methods are selective because they 
separate and detect analytes in a complex sample, typically after sample prepara-
tion steps for compound isolation. In contrast, ligand-binding assays measure ana-
lytes in biological matrices without prior isolation. Thus, high specifi city may be 
desirable. With regard to interferences with other sample and matrix components 
and nonspecifi c binding of an antibody to such components, the terms “specifi c 
nonspecifi city” and “nonspecifi c nonspecifi city” are also used [9] sometimes as 
synonyms for the ICH terms. Specifi c nonspecifi city is the interference caused by 
compounds with structural similarity to the analyte of interest. Such compounds 
may be metabolites, degradation products of the analyte, isoforms and variants 
with posttranslational modifi cations, as well as endogenous substances. Causes 
for nonspecifi c nonspecifi city may be unrelated matrix components, (patho) 
physiological factors interfering with ligand binding such as serum proteins and 
lipids, hemolysis, or anti-IgG antibodies. In addition, nonspecifi c adsorption to the 
microtiter plate may occur.

As macromolecular analytes often have structural elements in common with 
endogenous compounds, specifi city may be diffi cult to achieve. Variant forms of 
proteins may not be available at the time of method development. In such cases, 



retrospective assessment may be acquired for the assay as more data become 
available over time. Rather than investigating specifi city during method develop-
ment, it is recommended to focus on reliable quantifi cation of the analyte against 
a background of interfering matrix components [11].

Assay selectivity (nonspecifi c nonspecifi city) is evaluated during method devel-
opment by assaying spiked samples. Multiple lots of matrix should be evaluated, at 
least six [9] to 10 lots [11] are recommended. As selectivity problems occur, mostly 
at low concentrations, spiking should be performed at or near the lower limit of 
quantifi cation (LLOQ). However, it may also be advisable to investigate higher 
concentrations. In case of interferences, it may be necessary to adjust the LLOQ 
before validation.

During prestudy validation, specifi city and selectivity are confi rmed. Selectivity 
may be expressed as acceptable recovery, applying the same principles as for the 
assessment of accuracy (see below). Acceptance criteria should be predefi ned. 
Acceptance criteria for selectivity and specifi city typically do not exist for in-study 
validation. If potential interference may become a problem caused by the matrix 
from persons with the disease, specifi city and selectivity should be confi rmed 
by repeating suitable experiments once those disease-state matrices become 
available.

Matrix Selection. Matrix selection occurs in the development stage. Typically, 
biological fl uids such as urine, plasma, serum, or cerebrospinal fl uid as well as tissue 
samples may be collected. Additives such as anticoagulants, protease inhibitors, 
antioxidants, and so on may be present. It is necessary to document collection, 
processing, and storage conditions. The assay format may infl uence the choice of 
the matrix. For example, automated pipetting systems may be clogged by fi brin 
clots from plasma. In the absence of an endogenous signal, simple spike recovery 
experiments will determine the suitability of the matrix. In contrast, when the 
therapeutic protein is a recombinant version of an endogenous constituent, quantifi -
able amounts of the endogenous protein will be present in the matrix. Various 
strategies may be employed to limit or eliminate such interferences [9]. If the 
endogenous concentration is very low, and subsequently the percentage of the area 
under the curve obtained in pharmacokinetic studies caused by the endogenous 
compound is below 5%, the endogenous protein will introduce only a small bias 
and can be neglected. Alternatively, the endogenous level is determined from blank 
samples (no spike added) of a number of subjects and subsequently subtracted from 
the spiked samples. As already stated, 6–10 lots of the matrix should be evaluated. 
Further strategies include “stripping” of the matrix from the endogenous analyte 
either by nonspecifi c adsorption on charcoal or specifi c removal by affi nity chro-
matography, the use of surrogate matrix from other species, or the use of protein-
containing buffers. However, one has to keep in mind that the QC samples have 
to be prepared in the “original,” unprocessed matrix. The presence or absence of 
matrix effects should be demonstrated by analyzing spiked samples at least at one 
concentration level. Differences between matrices obtained from healthy and dis-
eased individuals may have to be considered.

In prestudy validation, the matrix selected during method development will be 
used to construct the calibration curves and validation samples. Once the effect of 
the matrix has been determined in method development, no further validation in 
later stages is required unless changes in the matrix occur.
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Minimum Required Dilution. The minimum required dilution for an assay is the 
minimum magnitude of dilution of a sample with a defi ned diluent to optimize 
accuracy and precision in an assay. In many cases, dilution may not be necessary 
when analyzing plasma, serum, or other body fl uids. Calibrator and validation 
samples are directly prepared in the matrix. For example, dilution may be required 
for samples with a background signal that is not caused by the endogenous version 
of the analyte. In the interest of a high signal-to-noise ratio (i.e., good accuracy 
and precision), sample dilution should be kept at a minimum. Once established 
during method development, this parameter should not be changed in later 
stages.

Assay Range. The assay range is defi ned as the validated concentration range 
between the LLOQ and the upper limit of quantitation (ULOQ), for which the 
results have an (predefi ned) acceptable level of precision and accuracy. The LLOQ 
and ULOQ are determined by the lowest and highest validation samples that show 
precision and accuracy of at least 25% expressed as relative error. The range is 
estimated during method development and validated by samples in the area of the 
anticipated LLOQ and ULOQ during prestudy validation. During routine use, 
samples that are above the ULOQ must be diluted (see “minimum required dilu-
tion” above). Samples that are below the LLOQ must be reported as “below 
LLOQ.” The LLOQ during a batch run must be revised to higher concentrations 
if the QC samples at the lowest concentration fail to meet the 25% precision 
criteria.

Calibrators and Standard Curve. Standard calibrators are prepared by spiking 
known amounts of the (ideally, well-characterized) reference material into the 
matrix to obtain a standard curve from which the sample concentrations will be 
calculated. One of the major differences between chromatographic methods and 
immunoassays is that immunoassays display nonlinear relationships between the 
concentration and the measured response, which makes selection of the mathemati-
cal calibration curve model more complicated. Selection of the optimum calibration 
function is important to defi ne the correct quantifi cation range, to maximize accu-
racy and precision, and to achieve the quality control criteria. The mathematical 
model most widely used for immunoassay calibration curves is the four-parameter 
logistic function. If the curve is asymmetric, inclusion of a fi fth parameter (i.e., 
using a fi ve-parameter logistic function) may improve the fi t to the data [25]. Algo-
rithms that linearize the function such as logit-log may be used if goodness of fi t is 
demonstrated, but such models are not recommended. Proper weighting of the data 
points in a calibration curve is also important to minimize bias and imprecision of 
the interpolated values near the LLOQ and ULOQ. Replicates with smaller vari-
ances are given greater weight compared with those with larger variances. The 
latter are normally found at the asymptotic ends of the curve [25].

As the standard concentrations should not be changed once validation has 
started, detailed investigation during method development is recommended using 
a greater number of data points and replicates compared with later validation stages 
[9, 11]. In the method development phase, the calibration curve should be con-
structed from a minimum of 10 non-zero standard points in duplicate spanning the 
anticipated concentration range about equally spaced on a logarithmic scale. Curve 



fi t is achieved by a four-to-fi ve-parameter logistic function. Whether to weight or 
not weight the responses should be supported by an evaluation of the relationship 
between the standard deviations of replicate values and the mean values at different 
concentration levels [25]. A minimum of three independent runs should be used 
to establish the calibration model with duplicate curves included in each run to 
estimated intrabatch standard curve repeatability. The absolute relative error for 
back-calculated standard point should be ≤20% (“intracurve”). Acceptability of 
a model is verifi ed by evaluating the relative error (relative bias) between back-
calculated and nominal concentrations of the calibration samples. A model is con-
sidered acceptable if the relative error for all back-calculated standard points does 
not exceed 10% (“intercurve”) and the precision (coeffi cient of variation) for each 
calibrator is ≤15% [11]. Lack of fi t may be caused by the use of an inappropriate 
mathematical function such as applying a four-parameter logistic function to asym-
metric curves or inappropriate weighting of calibrators.

During prestudy validation, a minimum of six non-zero standards in duplicate 
are spaced evenly on the logarithmic concentration scale to fi t the four-to-fi ve-
parameter logistic function. At this point, additional calibrators outside the range 
of quantifi cation (so-called “anchor points”) may be included to facilitate curve 
fi tting. This approach is in agreement with the FDA guidance on bioanalytical 
method validation [3]. The regression model should be confi rmed using at least six 
independent runs. Typically, the same runs are used to determine accuracy and 
precision (see below). For acceptable curves, the back-calculated values for at least 
75% of the standard points not including the anchor points should be within 20% 
of the theoretical value (except at the LLOQ, where 25% are acceptable), and upon 
completion of the validation, the cumulative relative error and coeffi cient of varia-
tion for each calibrator should be ≤15% and ≤20% at the LLOQ.

The standard curve should be monitored during in-study validation with at least 
one set of calibrators per patch run. As for prestudy validation, the curve should 
be constructed from six concentrations in duplicate. Anchor points may be used. 
The fi nal number of points used for curve fi t must be either 75% of the total number 
or a minimum of six calibrator samples not including the anchor points. The rela-
tive error of the back-calculated samples should be ≤20% (≤25% at the LLOQ). 
If either the high or low calibrator standards have to be deleted, the range for this 
particular run must be limited to the next standard point. Samples out of range 
must be repeated.

Precision and Accuracy. Precision and accuracy are assay performance character-
istics that describe the random (statistical) errors and systematic errors (bias) 
associated with repeated measurements of the same sample under specifi ed condi-
tions [3–5]. Precision is typically estimated by the percent coeffi cient of variation 
(% CV, also referred to as relative standard deviation or RSD) but may certainly 
also be reported as standard deviations. Method accuracy is expressed as the 
percent relative error (% RE) and is determined by the percent deviation of the 
weighted samples mean from samples with nominal reference values. A collection 
of validation sample statistics can be found in References 9, 11, and 25.

Spiked samples are analyzed over multiple runs with replicate determinations 
during method development and prestudy validation. QC samples are used during 
in-study validation to monitor the performance of the assay. Limits for minimum 
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acceptable precision and accuracy should be established before or during method 
development and used throughout the life cycle of the assay.

It is recommended to determine accuracy and precision during method develop-
ment with at least three batch runs using a minimum of eight sample concentrations 
analyzed in duplicate. The concentrations should span the whole validation con-
centration range of the assay. Recommended target limits for intrabatch and inter-
batch precision (% CV) are ≤20%, bias (% RE) should not exceed ±20%. At the 
LLOQ, a maximum of 25% for % CV and % RE is acceptable. These values are 
more lenient compared with the typical target values of chromatographic assays 
(% CV; 15% and 20% at LLOQ [3–5]) because immunoassays are inherently less 
precise than chromatographic assays [27]. In prestudy validation, at least six batch 
runs with a minimum of fi ve different concentrations, one at the LLOQ, one at the 
ULOQ, and three concentrations in the lower, medium, and high range, analyzed 
in duplicate should be used for accuracy and precision determination. For each 
validation sample, the repeated measurements from all runs have to be statistically 
analyzed together. The target values for intrabatch and interbatch precision as well 
as accuracy (bias) are the same as the values applied in method development (20%, 
except for LLOQ, where 25% is acceptable). The total error of the method (i.e., 
the sum of % RE and % CV) should not exceed 30% (40% at the LLOQ). Further, 
for each in-study run, precision and accuracy are monitored by QC samples. Rec-
ommended run acceptance criteria are based on the total error, specifi cally on the 
deviation of the measured values from the nominal values, and not on statistical 
calculations such as the means or standard deviations. As QC samples, one set of 
at least three concentrations, one each in the low, medium, and high concentration 
range, are analyzed in duplicate in each batch run. As for small molecules, at least 
two thirds of the measured values of the QC samples must fall within a certain 
percentage of the corresponding nominal values and at least 50% of the results for 
each concentration of the QC samples must be within the specifi ed limit. Thus, not 
all samples of a specifi c concentration are allowed outside the specifi cs. For chro-
matographic assays for small molecules, 15% has been adopted as limit (i.e., the 
“4–6–15 rule”) [2]. At the LLOQ, 20% are acceptable. As a result of the lower 
precision of immunoassays, the error margin has been widened, a 6–4–25 rule is 
recommended by Findley et al. [9], whereas a 4–6–30 rule has been proposed at 
the macromolecule bioanalysis workshop [8]. The 30% margin is identical with the 
maximal acceptable total error of the method (sum of % RE and % CV) of the 
prestudy validation. Other statistical methods as acceptance criteria have been 
published [9, 28, 29] and can also be applied.

Dilutional Linearity. As the range of an immunoassay is usually limited, it may 
be necessary to dilute concentrated samples. Therefore, it has to be demonstrated 
that the analyte can still be reliably quantifi ed upon dilution of high concentration 
samples so that they fall within the validated range of the assay. Moreover, a so-
called prozone or “hook effect” can be identifi ed. A hook effect is present when 
high concentration samples above the ULOQ display a lower response than ULOQ 
samples because of signal suppression caused by the high concentration of the 
analyte [30]. Dilutional linearity should not be confused with parallelism (see 
below).

Dilutional linearity is evaluated during method development, typically with 
spiking 100-fold to 1000-fold greater concentrations into the sample matrix 



followed by dilution with the assay matrix. Dilutions should be made so that several 
dilutions fall within the standard curve in the lower, middle, and upper parts of the 
curve. Dilution samples above the ULOQ can be included to evaluate a hook effect. 
The dilutions are further confi rmed during prestudy validation. The back-calculated 
concentration for each diluted sample should be within 20% of the nominal or 
expected value. The precision of the cumulative back-calculated concentration should 
be ≤20%. If a sample has to be diluted during routine use of the method to a higher 
extend than assessed during prestudy validation, dilutional linearity should either be 
repeated or a dilutional QC sample should be included in the assay.

Parallelism. Parallelism is a characteristic that is typically assessed during in-study 
validation. It is conceptually similar to dilutional linearity with the difference that 
it is determined by dilutions of actual study samples (incurred samples). In some 
cases, samples from a preclinical pilot study may be available during prestudy vali-
dation so that assessment of parallelism may be performed at that time. Moreover, 
when an assay is validated with the aim to replace another assay, incurred samples 
from a previous study may be available for evaluation of this performance 
characteristic.

Parallelism is assessed using Cmax samples from an actual study. Commonly, 
samples from several individuals are pooled to create a suitable validation sample. 
Using pooled samples eliminates the need for generation of multiple values for indi-
vidual study samples. It is recommended that the relative standard deviation between 
samples of a dilutional series should be ≤30%.

Sample Stability. Experiments demonstrating suffi cient stability of the analyte in 
the sample matrix must be included in prestudy validation. Such experiments 
should mimic as closely as possible the conditions under which study samples will 
be collected, stored, and processed. Assessment should include bench-top stability, 
refrigerator stability, whole-blood stability, freeze–thaw stability, and long-term 
freezer stability. Stability samples can be prepared by spiking the analyte reference 
at high and low concentrations into the sample matrix.

Bench-top stability refers to the conditions under which the samples are handled 
during processing of the samples at the analytical site and should be examined at 
room temperature for at least 2 h and at 2–8°C (refrigerator temperature) for a 
minimum of 24 h [31]. The stability in whole blood can be determined by spiking 
the analyte into freshly collected whole blood followed by incubation for up to 2 h 
and processing to obtain plasma or serum samples at certain intervals. The samples 
are subsequently processed and analyzed [31]. Typically, freeze–thaw stability 
evaluation includes three freeze–thaw cycles with at least 12 h between the thaws. 
The rate of freezing and thawing should mimic the manner in which samples will 
be handled as they are thawed before the assay. Long-term stability should dem-
onstrate that the samples are stable throughout the lifetime of the study. The neces-
sity to conduct studies on samples stored at −20°C and −70°C to −80°C may depend 
on the duration of the study.

Assessment of the stability is typically performed during prestudy validation and 
continued during in-study validation. If changes in sample handling or storage 
occur, additional stability evaluations must be carried out to refl ect the altered 
conditions. The acceptance criteria for the stability evaluations, with the excep-
tion of the whole-blood stability, will be the same acceptance criteria applied for 

METHOD VALIDATION 621



622 BIOANALYTICAL METHOD VALIDATION FOR MACROMOLECULES

accuracy and precision of QC samples. If the measured value is within the accep-
tance criteria for accuracy, the sample is considered stable.

Robustness and Ruggedness. Robustness is the ability of an assay to withstand 
small but deliberate changes that may affect the assay. Such factors may, for example, 
include incubation temperature and duration, number of washes, light exposure, 
and lot-to-lot differences in key assay reagents or microtiter plates. Changes that 
may have an impact on the assay have to be clearly identifi ed in the method descrip-
tion (SOP). The term ruggedness is not mentioned in the IHC guidelines [4, 5], 
but it is included in the USP monograph on validation [6]. The term describes the 
consistent performance of an assay under routine changes (i.e., different analysts, 
instruments, batch size). Such changes should have no signifi cant impact on the 
consistency of an assay.

The extent of the assessment of robustness and ruggedness depends on the 
anticipated application of the method, the current status of the assay’s life cycle, 
industry standards, and, last but not least, common sense. The majority of robust-
ness testing will be conducted during method development to facilitate the early 
identifi cation of factors that affect assay performance. Prestudy robustness and 
ruggedness validation may be limited to the conditions demonstrating acceptable 
performance under the anticipated in-study conditions, such as incubation tem-
perature and time tolerances, batch sizes, and so on, but more formal evaluation 
can also be applied. Acceptable robustness and ruggedness during routine use are 
assumed when monitoring in-study QC samples demonstrating acceptable intra-
assay and interassay precision.

Run Acceptance Criteria. Run acceptance criteria are used to accept or reject a 
run because of its performance. As a consequence, no defi ned run acceptance cri-
teria are applicable during method development. Prestudy validation runs are 
accepted based on the standard curve acceptance criteria. No run can be rejected 
because of poor performance of a sample during precision and accuracy evaluation; 
all data from prestudy validation runs are reported unless there has been a clearly 
recognizable error during sample preparation or measurement. Despite the fact 
that the standard curve must satisfy the criteria described for standard curves 
above, in-study runs are accepted based primarily on the performance of the QC 
samples. As stated above in the paragraph on precision and accuracy, the 4–6–30 
rule is recommended (i.e., at least four of six QC samples must be within 30% of 
their theoretical values and at least 50% of the values for each level must satisfy 
the 30% limit.

Biomarker Assays. A biomarker is defi ned as an endogenous substance that 
refl ects physiological or pathophysiological processes or pharmacological responses 
to a therapeutic intervention [14], with a few exceptions such as viral load biomarkers 
are endogenous substances. It is a diverse class ranging from electrolytes to small 
molecules and macromolecules and a wide variety of analytical methodologies is 
used to quantify such substances. Although many assay characteristics apply to 
other analytical techniques and analytes as well, the following discussion will only 
touch on ligand-binding assays for the determination of macromolecules. As for 
the bioanalysis of therapeutic proteins, no offi cial guidance documents are currently 



available for biomarker analysis. Moreover, differences exist between validation 
approaches according to GLP regulations, which are the basis for documents of the 
FDA and other regulatory agencies and the National Committee for Clinical 
Laboratory Standards (NCCLS) guidelines for diagnostic assays. Details can be 
found in References 13–15; the present discussion will only include the parameters 
used in a GLP regulatory environment.

Besides, in clinical diagnostics especially, novel biomarkers play an increasing 
role in drug development for the investigation of the pharmacologic response to 
drug treatment or as surrogate markers for clinical endpoints. Clinical and drug 
development decisions will depend on the quality of biomarker data. Thus, the 
utility and value of such data is ultimately determined by the validity of the assay 
and requires demonstration and documentation of performance characteristics, as 
mentioned in the previous subsection, for immunoassays such as accuracy, preci-
sion, specifi city, range, stability, and so on. However, in contrast to bioassays for 
drug compounds, where quantitative results are achieved by calibration typically 
using well-defi ned reference standards, biomarker assays may differ considerably 
depending on the type of analytical measurement, the type of the analytical data 
that develop from the assay, or the intended use of the assay. Subsequently, differ-
ent assay types and validation levels may apply. Rigorous method validation for a 
novel biomarker is not necessary for drug discovery-phase work. However, the 
design of the validation must change when the assay is transferred from screening 
to quantitative determination in later phases of drug development.

Biomarker assays (as other bioassays) may be classifi ed into “defi nitive quantita-
tive assays,” “relative quantitative assays,” “quasi-quantitative assays,” and “quali-
tative assays” with varying degrees of validation requirements (Table 5.5-3) [14, 
15]. For defi nitive quantitative assays, a well-defi ned or characterized standard of 
the biomarker is available. In the case of relative quantitative assays, calibration is 
performed with a standard that is not well characterized, not available in pure form, 
or not representative of the endogenous biomarker. Results from these assays are 

METHOD VALIDATION 623

TABLE 5.5-3. Assay Categories and Validation Characteristics

Parameter Defi nitive  Relative  Quasi- Qualitative
 Quantitative Quantitative Quantitative Assay
 Assay Assay Assay

Accuracy ✓ ✓ — —
Precision ✓ ✓ ✓ —
Sensitivity ✓ (LLOQ) ✓ (LLOQ) ✓ ✓  

Specifi city ✓ ✓ ✓ ✓

Range ✓ (LLOQ– ✓ (LLOQ– ✓ —
  ULOQ)  ULOQ)
Dilutional  ✓ ✓ — —
 linearity
Parallelism ✓ ✓ — —
Standard and  ✓ ✓ — —
 reagent 
 stability
Matrix stability ✓ ✓ ✓ ✓
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expressed as numerical values. Currently, most biomarker assays fall into the rela-
tive quantitative category. In quasi-quantitative assays, no reference material is 
available for the construction of a calibration curve. Nevertheless, the analytical 
result is expressed in numerical units. Examples are the measurement of enzymatic 
activity (expressed as units per volume) and vaccine or anti-drug antibodies where 
the response is reported as percent binding or titer. Qualitative assays use no stan-
dard either, and the results are reported non-numerically (i.e., “low, medium, and 
high” or “+, + +, and + + +”).

Although with respect to validation criteria a lot of similarities exist between 
ligand-binding assays for pharmaceutical proteins and biomarker assays, signifi cant 
differences have to be noted, especially for novel bio markers, in which a suitable 
reference standard is not present. If the intended reference is a recombinant protein, 
one should keep in mind that such proteins often have glycosylation patterns dif-
ferent from the endogenous equivalents. The glycosylation pattern of endogenous 
proteins is often heterogeneous so that it is virtually impossible to prepare glyco-
protein standards that are identical to the natural circulating proteins. In the ideal 
case, a purifi ed endogenous protein from the target species is used as a reference. 
This standard should be characterized in terms of analytical purity as thoroughly 
as possible. If a well-characterized standard is not available, the assay results will 
provide rather “relative” than “true” numerical values. As a result of the presence 
of endogenous biomarkers, no analyte-free matrix exists for the preparation of 
calibrator standards, which makes the establishment of the LLOQ particularly 
challenging. Standard curves may be prepared using pooled matrix from individu-
als with low baseline concentrations of the compound. Alternatively, (affi nity) 
stripped matrix, a protein-containing buffer or matrix from an alternate species 
with negligible concentrations of the analyte, may be considered. Further strategies 
for minimization of interference from endogenous biomarkers can be used [9]. The 
preparation of calibrator standards not in the actual sample matrix is one major 
difference of biomarker assays from assays of protein drugs. When using such 
approaches, it has to be ensured that the use of the surrogate matrices does not 
introduce a bias in the assay. In contrast to calibration samples, QC samples must 
be prepared in an authentic matrix. In this case, matrix samples containing low 
basal levels can be selected and the middle and upper QC concentrations can be 
prepared by the addition of known biomarker amounts. Moreover, the disease state 
can have an impact not only on endogenous biomarker levels but also on the com-
position of the matrix itself. High concentrations of the marker produced during 
disease can cause a hook effect. A disease state may also alter the heterogeneity 
of the biomarker with altered cross reactivity to the antibody relative to the stan-
dard. The modifi ed matrix composition can result in increased nonspecifi c binding 
(i.e., nonspecifi c nonspecifi city).

The stages of validation of biomarker assays include establishment of the bio-
marker (development), so-called prevalidation, prestudy validation, and in-study 
validation [13–15]. The following short discussion will focus on the “GLP-like” 
defi nitive and relative quantitative assays. As the development and validation of an 
assay for novel biomarkers is quite diverse, the application of strict validation pro-
cedures appears problematic. Therefore, upon establishment of the prototype assay 
in the development phase, a formalized validation plan should be developed that 



defi nes the scope and purpose of the assay. Further activities during method devel-
opment include the establishment of the reference standard, selection of antibodies 
and the assay format, as well as evaluation of key reagents. As mentioned above, 
selection of the matrix for the preparation of the calibrator concentrations may be 
challenging because of the presence of endogenous biomarker. Subsequently, the 
calibration curve model will be established. As for other immunoassays, nonlinear 
calibration using the four-to-fi ve-parameter logistic model is the commonly 
acknowledged model for data fi tting.

The prevalidation phase may be regarded as a method optimization phase where 
the calibration model is confi rmed; range, LLOQ, and ULOQ are defi ned; and 
matrix interference is evaluated. The use of anchor points for the calibration curve 
may be feasible. As mentioned above, determination of the LLOQ may be diffi cult 
because of the presence of the endogenous analyte. Dilutional linearity may be 
evaluated as well. It is also considered useful to assess the biomarker in healthy 
and diseased individuals. For this purpose, at least 25 individuals should be tested 
[9] to account for intrasubject variability caused by circadian and seasonal fl uctua-
tions and intersubject variability.

Prestudy validation will additionally evaluate standard and reagent stability as 
well as matrix stability during collection processing and storage of the samples, will 
determine dilutional linearity and parallelism, and will confi rm assay range and 
the calibration model. These criteria can be determined as described for immuno-
assays for pharmaceutical proteins above. In addition, accuracy and precision have 
to be determined. It is recommended to use validation samples at fi ve different 
concentration levels analyzed at least in duplicate and in a minimum of six runs. 
One concentration should be at the anticipated LLOQ, one about 2–4 times the 
LLOQ, one in midrange on the log scale, one about 70–80% of the anticipated 
ULOQ, and one at the anticipated ULOQ. The following method acceptance cri-
teria have been recommended [14]: Both accuracy (% RE) and precision (% CV) 
should be within 25%, except at the LLOQ where 30% is acceptable. Even more 
lenient criteria may be required in some cases, depending on the analyte or the 
type of assay and its limitations. It is important to note that such QC samples must 
be prepared in the actual matrix. The use of buffer, surrogate, or stripped matrix 
is not feasible, except for rare matrices such as cerebrospinal fl uid or tears, where 
a surrogate matrix may be the only practical option. Spike recovery experiments 
should be performed on multiple individual lots of matrix to assess the accuracy, 
matrix effects, and interference. It may also be favorable to include a pilot study 
into prestudy validation runs.

As for immunoassays for pharmaceutical proteins, in-study validation of bio-
marker assays should include one set of calibrators to monitor the standard curve 
as well as a set of QC samples at three concentrations analyzed in duplicate for the 
decision to accept or reject a specifi c run. Recommended acceptance criterion is 
the 6–4–30 rule, but even more lenient acceptance criteria may be justifi ed based 
on statistical rationale developed from experimental data [14].

Anti-drug Antibody Assays. Basically, the protein sequence of biophar-maceutical 
therapeutics can be nonhuman, chimeric, humanized, or fully human. Most such 
therapeutics elicit some level of antibody response against the product leading to 
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potentially serious side effects or loss of drug effi cacy. Thus, the immunogenicity 
of therapeutic proteins is a concern for clinicians, manufacturers, and regulatory 
agencies. For the detection of anti-drug antibodies, a number of assay methods 
including enzyme-linked immuno-sorbert assays (ELISA), immunoblotting, 
surface plasmon resonance, and bioassays are available, each technique having its 
own advantages and disadvantages [24]. Whereas binding assays identify the 
antibodies, immunoblotting provides information on the specifi city. Surface 
plasmon resonance can show the antigen-antibody interaction in real time, whereas 
bioassays demonstrate the neutralizing potential of the antibodies. To date, 
microtiter plate-based ELISAs are still the most widely used format for testing for 
anti-drug antibodies because of their simplicity, sensitivity, and high-throughput 
capability. Generally, the validation parameters outlined for standard immunoassays 
as required by the regulatory authorities apply to immunoassay-based anti-drug 
antibody assays as well. These parameters include specifi city, selectivity, accuracy, 
sensitivity, precision, robustness, ruggedness, and stability of reagents, analyte, and 
matrix. However, some differences exist because of the nature of the antibodies. 
These differences will be briefl y addressed below. Further details can be found in 
References 22–24.

As a result of the lack of reference material, anti-drug antibody assays are gener-
ally quasi-quantitative assays (Table 5.5-3). In addition, the target analyte is gener-
ally polyclonal, consisting of antibodies of various isotype classes, specifi cities, and 
affi nities (i.e., the analyte is not a defi ned molecule). Thus, no single positive 
control exists that accurately represents the target analyte. During the early valida-
tion phase, no clinical studies have typically been performed, so it may be a chal-
lenge to obtain a representative positive sample for method development and 
validation. When establishing specifi city, accuracy, and sensitivity, several control 
analytes from different individuals or sources representing the test population 
should be investigated. Specifi city of analyte binding can be assessed using immu-
nodepleted samples.

Selectivity is a critical parameter determining the reliability of an antidrug anti-
body assay. In this context, one has to keep in mind that selectivity can vary 
between test samples because of the heterogenous nature of the antibodies. For the 
evaluation of selectivity, immunoglobulins and other potential interfering sub-
stances can be spiked into positive and negative samples at high but physiologically 
relevant concentrations. No substantial interference can be concluded if the recov-
ery is 80–125%. The infl uence of different sample matrices, typically serum and 
plasma, should also be evaluated if both matrices may be analyzed with the same 
assay. The type of the matrix should not change the outcome of the assay. Further-
more, a com parison of specifi city between normal- and disease-state matrices 
should be conducted to detect interfering substances that may be present in certain 
populations or disease states. Another unique property of anti-drug antibody 
assays is that the drug itself can act as an interfering substance, which can be mim-
icked with addition of the drug in varying concentrations to positive controls.

As a result of the quasi-quantitative nature of anti-drug antibody immuno-
assays and the lack of a reference standard a threshold value, the so-called “cutoff” 
or “cutpoint” is used to identify positive samples from nonspecifi c background 
noise. The assay cutoff is preferably determined by analyzing samples from healthy 
individuals and those affected by the disease. The data are subsequently used to 



calculate the cutoff value yielding 5% of false positives [23]. Moreover, one should 
consider that a low optical readout increases imprecision so that the cutoff level 
should not be too low for optical assays.

The sensitivity of an immunoassay is typically defi ned by its LLOQ, which can 
only be determined when a reference standard is available. Alternatively, a detec-
tion limit of qualitative assays is used where a distinction is essentially made between 
positive and negative results only. Typically, the antibody data are reported as 
“titer,” the titer being the reciprocal of the highest dilution of a sample in which the 
instrument response is greater than the cutoff response [22]. At least two positive 
control analytes should be used. If a positive control antibody is available, a pseudo-
calibration curve can be generated by a series of dilutions. However, one should 
keep in mind that “true” quantitation is impossible because of the lack of a true ref-
erence compound. Determination of the dilutional linearity is not so important 
when the result is reported as a titer. However, if the determination of positive 
samples is based on the interpolation from a reference standard curve, it is essential 
to demonstrate that the QC samples fall within the (limited) linear range of the cali-
bration curve and not on a plateau or a region that may include a hook effect.

Precision should be assayed using positive controls, negative controls, and a 
diluent sample. Positive controls should be prepared at a high and a low concentra-
tion to demonstrate precision within this assay range. Typically, precision (% CV) 
of ≤30% is considered acceptable [22]. In-study monitoring of a batch run using 
QC samples consisting of at least one positive control, a matrix negative control, 
and a diluent negative control should be used to estimate assay performance.

5.5.2.2 Validation of Cell-based Bioassays

Bioassays use living systems that measure the biological activity of a therapeutic 
agent. Such assays may be used to study the effects of hormones or growth factors, 
but such systems can also address drug toxicity and side effects. Moreover, bioas-
says may also be applied to bioanalysis of biopharmaceutical proteins. Only in vitro 
assays using cell culture systems measuring a discrete response such as cell prolif-
eration, differentiation, or survival will be briefl y addressed. Bioassays may gener-
ate quantitative or quasi-quantitative data. Only a few considerations for bioassay 
method validation will be mentioned, as this type of assay is not frequently applied. 
Most validation procedures for quantitative assays, such as calibration and reagent 
and matrix stability, accuracy, and precision, are essentially identical to the proce-
dures described for standard immunoassays above.

For a validated assay, an established immortal cell line is typically used. Thus, 
during method development, not only must a suitable reference standard be estab-
lished, but also documentation of the cell line with respect to characteristics such as 
origin of the cell line, culture and passage history, morphology, surface markers, and 
receptors is required. It is advisable to study the effect of cell age (number of pas-
sages) on the measured response. Specifi city may be another issue as cell lines pro-
liferate, differentiate, or senesce and die in response to a large number of biomolecules 
that may be present in the samples obtained for bioanalytical studies. In addition, 
macromolecules can be metabolized leading to metabolites that may also be biologi-
cally active, which is not relevant when a pure compound is applied to the cell 
culture to study its effect on the cells. However, bioanalytical methods based on 
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bioassays may not be specifi c for the analyte of interest. In this case, extensive study 
of interference because of nonspecifi city should be conducted during prestudy vali-
dation using samples from a number of representative individuals.

5.5.3 CONCLUSIONS AND FUTURE CONSIDERATIONS

Despite the wide availability of chromatographic techniques hyphenated to mass 
spectrometry, immunoassays remain the most important methods for bioanalytical 
applications for monitoring macromolecules such as therapeutic proteins, bio-
markers, or drug-induced antibodies. Current guidelines of regulatory authorities 
focus on chromatographic techniques with no or little reference to the specifi cs of 
ligand-binding assays. As some differences with respect to assay validation exist 
between chromatographic and ligand-binding assays, a number of issues require 
special attention. Reference material of the target analyte(s) is not always available 
in pure form, which is especially true for biomarkers and anti-drug antibodies. In 
addition, key reagents such as the antibodies for the immunoassay are frequently 
not commercially available. Stability issues of those key reagents, the reference 
material, and the biological matrix have to be considered.

The calibration curves of immunoassays are nonlinear, so that special attention 
should be paid to the selection of the correct calibration model. Anchoring points 
out of the validated range may optimize the curve fi t. Selectivity of an immunoas-
say depends on the specifi city of the antibody directed toward the analyte. Non-
specifi c interferences from the matrix as well as specifi c interferences (cross 
reactivity) from related compounds have to be considered. Special challenges occur 
if the analyte is an endogenous compound. In this case, analyte-free matrix may 
not exist, so that alternative strategies for the preparation of validation samples 
have to be explored. However, QC samples should be prepared in the original 
matrix if possible. Pathological states may alter the composition of the matrix or, 
in the case of biomarkers, the respective concentration, which has to be considered 
for an appropriate selection of the calibration standards and QC samples. Assays 
for anti-drug antibodies are quasi-quantitative so that complete GMP-like valida-
tion is normally not possible. Finally, as ligand-binding assays are inherently less 
precise than chromatographic assays, more lenient acceptance criteria for accuracy 
and precision as well as for run acceptance should be applied. The current opinion 
according to conference reports recommends as target values for precision 
(expressed as % CV) and accuracy (expressed as % RER) a maximum of 20% 
(25% at the LLOQ). Despite known disadvantages, application the 6–4–30 rule as 
run acceptance criteria during in-study validation has been adopted.

The current gap between the need for validated immunoassays according to 
GLP compliance and the lack of offi cial guidance documents will certainly be 
closed in the near future because ongoing efforts at conferences between scientists 
from regulatory authorities, pharmaceutical companies, and scientifi c organiza-
tions will ultimately result in such guidance documents. However, technological 
advances in instrument automation and new technologies will continue to create 
new issues that have to be considered when developing and validating methods for 
bioanalysis. As each technique has and will have unique features, the challenge is 
the implementation of a dynamic, yet standardized and systematic approach for 
analytical method validation.



5.5.4 GLOSSARY OF VALIDATION TERMS

The terms are used according to the ICH guidelines [4, 5], where indicated, or 
according to the FDA guideline [3].

Acceptance criteria: Numerical limits, ranges, or other suitable measures for the 
acceptance of the results of analytical procedures.

Accuracy (ICH): The closeness of agreement between a measured value and 
the theoretical true value. In statistics, accuracy is typically reported as % 
relative error (% RE).

Batch: A set of standard curve calibrators, validation samples or QC samples, 
or study samples that are analyzed in a single group of measurements; it is 
synonymous with run.

Bias: Systematic difference between measured test results and the theoretical 
true value. Bias is expressed as relative error (% RE) or as a ratio (% 
recovery).

Calibration curve: The functional relationship between the analyte concentra-
tion in standards (calibrators) and the measured response; it is synonymous 
with standard curve.

Calibrator: A solution of a biological matrix spiked with the analyte of 
interest for the construction of calibration curves; it is synonymous with 
standard.

Dilutional linearity: A condition where a spiked sample is serially diluted to 
result in a set of samples containing analyte concentrations that fall within 
the quantitative range of the assay and the whole set of dilutions can be mea-
sured with acceptable accuracy. Dilution of the sample does not result in 
biased measurement of the analyte concentration.

Intermediate precision (ICH): Precision within a laboratory: different days, 
analysts, equipment, and so on.

Lower limit of quantitation (LLOQ): The lowest concentration of an analyte 
in a test sample that can be determined quantitatively with suitable accuracy 
and precision (ICH term: limit of quantitation).

Parallelism: A condition where spiked (calibrator) samples are serially diluted 
to result in a set of samples having analyte concentrations that fall within the 
quantitative range of the assay and do not exhibit an apparent trend toward 
increasing or decreasing estimates of the analyte over the range of 
dilutions.

Precision (ICH): The closeness of agreement (degree of scatter) between a 
series of measurements obtained from multiple sampling of the same homog-
enous sample under defi ned conditions. Precision is considered at three levels: 
repeatability, intermediate precision, and reproducibility. In statistics, preci-
sion is typically reported as % coeffi cient of variation (% CV), also referred 
to as relative standard deviation (RSD).

Quality control (QC) sample: Prestudy or in-study samples with a known 
(nominal) concentration that are treated as unknowns in the assay. During 
in-study runs, QC samples are used as the basis for run acceptance or 
rejection.
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Range (ICH): The interval between the lower and upper concentrations of an 
analyte in samples for which it has been demonstrated that the analytical 
procedure has an acceptable level of accuracy and precision.

Repeatability (ICH): The precision of repeated measurement under the same 
operating conditions over a short interval of time (within one run), also 
termed intrabatch or intrarun precision.

Reproducibility (ICH): Precision of repeated measurements between analytical 
laboratories; also termed intralaboratory precision.

Robustness (ICH): A measure of the capacity of analytical methods to remain 
unaffected by small but deliberate variations of the experimental parameters; 
indicates the reliability of the method during routine use.

Run: A set of standard curve calibrators, validation samples or QC samples, or 
study samples that are analyzed in a single group of measurements; it is syn-
onymous with batch.

Selectivity (ICH): Ability of a bioanalytical method to measure particular 
analyte(s) in a complex medium without the interference from other compo-
nents of the mixture.

Specifi city (ICH): The ability to unequivocally measure the analyte in the 
presence of other components including related compounds or matrix 
components.

Upper limit of quantitation (ULOQ): The highest concentration of an analyte 
in a test sample that can be determined quantitatively with suitable 
accuracy.

Validation: Demonstration that a method is suitable for the intended use; it is 
typically demonstrated by establishing validation parameters that are applied 
to sample analysis.

Validation samples: Biological matrix samples spiked with the analyte at pre-
determined concentrations; it is used during prestudy validation to assess 
accuracy and precision.
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5.6.1 INTRODUCTION

Microarrays are grids of biomolecules (DNA, proteins, carbohydrates, small mole-
cules) in which each element of the grid performs a specifi c assay such as identifi ca-
tion of a specifi c binding molecule or measuring a particular enzymatic activity. A 
single sample is analyzed on each microarray providing simultaneous measure-
ments for multiple parameters. Typically a complete experiment involves a large 
number of microarrays resulting in huge datasets. This deluge in data has led to 
approaches for integration of diverse datasets to enhance our understanding of 
both an individual molecular function and elaborate biological processes.

This potential of microarrays to facilitate global analysis of genes and gene 
products has led to its adoption in nearly every area of biological science—from 
basic research to clinical diagnostics. They are being used to tackle one of the major 
challenges in the postgenomic era—to understand the regulation, expression, and 
function of entire sets of genes, transcripts, and proteins. This information will help 
in characterizing complex biological processes at the molecular level in various cell 
types, both in normal and in disease states.

Since their conception in the mid-1990s, microarrays have seen widespread use 
in almost all aspects of biological research and their range of applications continues 
to expand. These include (1) biomarker discovery, to fi nd genes that can be used 
for measuring and following disease progression; (2) target selectivity, to identify 
genes that can distinguish one disease from another as well as subclasses of disease; 
(3) pharmacology and toxicogenomics, to help in identifi cation of poor compounds 
and to optimize the selection of promising leads; and (4) drug screening, identifi ca-
tion of protein activity modulators. As the cost of microarrays continues to drop, 
it is clear that microarrays are becoming a more integral part of the drug discovery 
process. In short, microarrays are redefi ning the drug discovery and development 
process by providing greater knowledge at each step and by helping to understand 
the complex workings of biological systems.

This chapter provides a technical overview of microarrays, including informa-
tion on array formats, production and use of microarrays for interrogating various 
molecular species—DNA, RNA, and proteins—and analysis of data. The chal-
lenges in experimental design to maximize microarray data quality, and the use of 
microarrays in understanding intracellular molecular networks as well as in drug 
discovery and development, are also discussed.

5.6.2 ARRAY FORMATS

5.6.2.1 Planar Arrays

High-Density Microarrays. High-density arrays are ideally suited for analyzing a 
small number of samples against thousands of genes, proteins, or small molecules. 
Early transcript profi ling studies used high-density arrays in the context of target 
discovery with the objective of obtaining a short list of high-priority candidates that 
showed interesting expression patterns in disease states [1]. Arrays of oligonucleotides 
representing the entire human genome have been used for discovering polymorphic 
loci as well as the presence of thousands of alternative alleles [2, 3]. Other uses of 
high-density DNA arrays include determination of methylation patterns [4] and 
identifi cation of transcription factor binding sequences [5].



Manufacture of high-density protein arrays presents a greater challenge due to 
the inherent heterogeneity in the physico-chemical properties and stability of pro-
teins. However, arrays of recombinant proteins representing all yeast open reading 
frames (ORFs) have been manufactured and used for identifi cation of novel binding 
activities [6]. Escherichia coli transformed with cDNA libraries to express mam-
malian proteins have been arrayed to identify autoantibodies in serum from the 
mouse model of systemic lupus erythematosus [7].

Low-density Microarrays. Low-density arrays can be used for simultaneously 
performing less complex analysis on many different samples [8]. The ability to 
rapidly screen thousands of biological samples for multiple parameters in the same 
assay makes the process cost-effective and easy to perform. This format is based 
on either using slides with hydrophobic barriers to create wells [9] or the 96-
well microtiter plate formats, in which each well contains replicate mini-arrays of 
spots [10].

Low-density arrays are becoming increasingly popular for cytokine measure-
ments due to the relative ease with which preexisting conventional enzyme-linked 
immunosorbent assay (ELISA) assays can be adapted to a miniaturized format 
[11]. In addition, low-density DNA arrays are being used for measuring polymor-
phisms to determine drug toxicity [12], and expression signatures obtained from 
high-density arrays are being used to guide the design of arrays with small sets of 
genes for use in cancer subclassifi cation and prognosis [13].

Over the last few years, several different types of microarrays of various probe 
densities and content—DNA or protein—have become commercially available 
(Table 5.6-1). These provide microarray tools for analyzing samples derived not 
only from human tissues, but also from a wide spectrum of other species ranging 
from bacterial pathogens to Arabidopsis to mouse.

5.6.2.2 Solution Arrays

An alternative approach to planar arrays is three-dimensional arrays in solution. 
These have the advantage of parallel analysis and high throughput, in addition to 
better kinetics of binding in solution compared with planar arrays [14]. Positional 
information in these arrays is retained by a variety of methods such as fl uorescence-
encoded beads (two dyes with varying ratios incorporated into the bead set) and 
bar-coded nanoparticles (self-encoded with submicron metal stripes). The inde-
pendence of each element offers the fl exibility to multiplex either a few or thou-
sands of measurements without the need to customize each assay. The high degree 
of reliability and reproducibility has resulted in the development of fl uorescence-
encoded beads for multiplex diagnostic assays [15].

This article will focus on technical issues, applications, and future directions in 
the use of planar arrays.

5.6.3 FACTORS FOR CONSIDERATION

5.6.3.1 Surfaces

Solid Supports. A wide variety of support materials have been used for 
manufacturing microarrays. Glass is the most commonly used support due to its 
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low background fl uorescence and amenability to automation [14]. Polystyrene with 
fl uorescence and binding properties similar to glass is beginning to be increasingly 
adapted for microarray use [16]. These surfaces are usually modifi ed by coating 
with one-, two-, or three-dimensional structures that provide either covalent 
attachment chemistry or enable binding of molecules through adsorption. Other 
microarray surfaces include membranes such as nitrocellulose and nylon and gold 
or silicon fi lms [17–19]. Synthesis of oligonucleotides has been performed in situ
on fused silica wafers [20], and peptide arrays have been synthesized on cellulose 
and polypropylene membranes [21].

Chemistry. Microarray surfaces must maintain the stability and activity of attached 
biomolecules, while remaining surface-bound through all processing steps. Spot 
morphology and background noise, either due to nonspecifi c sample binding or 
from the detection system used, are important issues to be considered in choosing 
the right immobilization chemistry. A variety of surfaces have been derivatized to 
expose various active groups; these determine the type of attachment—ionic or 
covalent—of the biomolecule to the surface [22].

Polylysine, which results in an amine surface carrying a positive charge, was 
among the early microarray surfaces used for binding to negatively charged bio-
molecules [23]. Membranes such as nitrocellulose and nylon that have traditionally 
been used for a variety of blotting applications have been modifi ed for microarrays 
by application onto glass backing [17]. Table 5.6-2 provides commercial sources of 
commonly used surfaces for printing nucleic acids and proteins.

Oligonulceotides modifi ed to carry an amino group or proteins through their 
lysine residues can be covalently attached to aldehyde- and epoxy-derivatized sur-
faces. Other reactive surfaces used to covalently link both DNA and proteins 
include N-hydroxy succinimide [20] and maleimide [24]. Proteins expressed with 
polyhistidine and biotin tags have been attached to surfaces coated with nickel 
chelate and streptavidin, respectively [25, 26]. This strategy is likely to result in the 
proper orientation of the displayed molecules on the surface, thereby improving 
their functionality and stability.

Heterobifunctional cross-linkers have been used to attach activated biomole-
cules on surfaces functionalized with either aminosilane [27] or mercaptopropylsi-
lane [28]. These strategies have resulted in up to fourfold higher signal-to-noise 
ratios compared with the polylysine surface for arrayed antibodies [29]. Specifi c 
immobilization via interaction of surfaces functionalized with salicylhydroxamic 
acid derivatives and phenyldiboronic acid-labeled nucleic acids and proteins has 
also been demonstrated [30].

A new generation of chemistries has introduced poly(ethylene glycol)-function-
alized surfaces that prevent nonspecifi c protein binding, thereby removing the need 
for a blocking step during processing [31]. This commercially available chemistry 
also offers a wide variety of additional functional groups. A large spacer between 
the support and the biomolecule results in higher analyte binding by avoiding steric 
hindrance [29]. Three-dimensional surfaces used for arraying biomolecules were 
shown to increase binding capacity and reduce denaturation of immobilized mole-
cules, but they slowed down reaction kinetics due to reduction in diffusion rates 
[32]. These same chemistries are applied for biomolecule attachment to beads in 
the manu facture of suspension arrays.
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5.6.3.2 Probes

Printing. Printing refers to spotting arrays of presynthesized biomolecules directly 
onto a solid surface. This versatile approach can be applied to generate microarrays 
of almost any biomolecule in conjunction with a proper im-mobilization method. 
Printing can generate many copies of the same array more effi ciently than in situ
synthesis because the immobilized molecules need to be synthesized only once. 
Several kinds of microarray printing technologies have been developed (Table 
5.6-3), but the most commonly used method uses contact printing. In this method, 
pins are used to transfer samples from a source to the solid support by direct 
surface contact. Noncontact piezoelectric printers, which are also often used, can 
print more spots per unit time than contact printers by employing an electric 
current to accurately and rapidly dispense samples onto the solid support. Although 
the reproducibility of spot volumes delivered by contact printers typically has a 
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TABLE 5.6-3. A Partial List of Commercially Available Microarray Printers

Company/Arrayer Features of the Printing  URL
 Technology

Affymetrix Microcontact printing using  www.affymetrix.com
417 Arrayer  a pin and ring system.
427 Arrayer Spot size of 150 to 200 μ with 
  50-pL delivery volume.
Cartesian  High-speed microsolenoid  www.cartesiantech.com
 Dispensing  valve with a high-resolution
SynQuad  syringe pump dispense 
Hummingbird  system. 
 Delivery volumes from 20 nL 
  to μl.
Genomic Solutions Microcontact printing with  www.genomicsolutions.com
MicroGrid  solid or quill pins.
OmniGrid Spot size and dispense volume
  dependent upon pin type.
Telechem Microcontact printing with  www.arrayit.com
SpotBot  solid or quill pins.
 Spot size and dispense volume
  dependent upon pin type.
 Low-cost arrayer with a 
  footprint for bench-top use.
LabNext Microcontact printing with  www.labnext.com
Xact  solid or quill pins.
 Spot size and dispense volume 
  dependent upon pin type.
 Lowest cost arrayer on the 
  market.
Packard Bioscience Non-contact printing with a  www.packardbioscience.com
SpotArray  piezo-electric printhead.
BioChip Arrayer Spot size of 75 to 200 μ
  dependent upon the pin type.
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coeffi cient of variation (cv) below 20%, piezoelectric printers have greater control 
over the volume dispensed resulting in cvs of under 5%.

“Dropouts” or missing spots can be a problem, especially during high-
throughput manufacture, and are primarily due to clogging of the dispensing com-
ponents in the arrayer. To identify dropouts, microarrayers can be fi tted with 
optical devices that can monitor dispensing and provide data on dropouts that can 
then be used to “fi ll in” missing spots. This system has vastly improved the quality 
of microarrays, reducing the need to print replicate spots of the same probe.

Other less-common deposition methods include electrospraying in a stable cone-
jet mode to generate highly reproducible spots of as little as 50-pL volumes [33] 
and a laser transfer technique that allows the accurate deposition of picoliter 
volumes of proteins onto the solid surface [34].

In Situ Synthesis. Two typical in situ synthesis approaches are light-directed 
parallel synthesis and peptide synthesis on membrane (SPOT) synthesis. Although 
the former approach was initially developed for peptide synthesis [35], it has been 
adapted for the synthesis of DNA microarrays. This method uses a combination of 
photo-lithographic masks and combinatorial chemistry to synthesize oligonucleo-
tides on fused silica wafers [36]. High-density arrays have also been manufactured 
by maskless methods using either digitally controlled aluminium mirrors to fabricate 
oligonucleotides by photodeposition [37] or by phos-phoramidite chemistry in 
microfl uidic chips with three-dimensional nano-chambers [38].

The maskless method is also being used to create peptide arrays in microfl uidic 
chips by parallel synthesis using digital photolithography and photogenerated acid 
during the deprotection step [39]. Peptide arrays have also been manufactured by 
SPOT synthesis using a combination of novel polymeric surfaces, linker and cleav-
age chemistries, as well as robotic liquid-handling systems [40]. These methods 
involve alternate synthesis and washing steps, increasing the possibility of contami-
nation by reagents from adjacent spots, and thereby limiting array density [41].

5.6.3.3 Sample Processing

DNA Analysis. Detection of single nucleotide polymorphisms (SNPs) was one of 
the early applications of high-density oligonucleotide arrays [42, 43]. More recently 
these arrays have also been used to assess DNA copy numbers [44]. Each of these 
measurements requires the initial extraction of genomic DNA, which is then 
processed using several different methods each designed to incorporate labels for 
visualization of binding to specifi c probes on the array. Fragments from restriction 
digested genomic DNA were ligated with adaptors, amplifi ed, and enzymatically 
end-labeled with biotin followed by hybridization to oligonucleotide arrays [42, 44]. 
Alternatively, labeling was done by incorporation of a biotin-tag during primer 
extension after hybridization of unlabeled amplifi ed DNA fragments [43]. The 
biotin was then detected using Streptavidin conjugated to a fl uorescent dye.

Genome-wide DNA–protein interactions have been mapped using intergenic 
oligonucleotide microarrays [45]. In this approach, called chromatin immunopre-
cipitation (ChIP), epitope-tagged proteins of interest are allowed to bind specifi c 
regions in genomic DNA and then cross-linked. The DNA-bound epitope-tagged 
proteins are immunoprecipitated using a tag-specifi c antibody. The DNA is then 



delinked from the protein and, after fl uorescent labeling, hybridized to arrays for 
identifi cation of regions that bind to the protein of interest. A similar approach has 
been used for identifi cation of methylation sites in genomic DNA. In this method, 
oligonucleotide primer adaptors are attached to restriction-digested DNA, fol-
lowed by a secondary digestion with a methylation-sensitive enzyme, labeling with 
a fl uorescent dye, and hybridization to arrays [46]. These methods are providing a 
wealth of information on the factors that regulate gene expression and helping to 
understand these processes at a global level.

Transcript Analysis. Microarrays permit the rapid analysis of complex gene 
expression changes in cells and tissues during development, both normal and 
disease. These changes give distinct patterns that can be used for discovering new 
disease-specifi c therapeutic targets, and molecular diagnostics, as well as for 
following treatment effi cacy and disease prognosis.

Typically for transcript profi ling, a labeled nucleotide is incorporated during 
reverse transcription of the total cellular mRNA pools. Not only does this approach 
require a large amount of RNA (50 to 200 μg of total RNA) for hybridization, but 
RNA purity is also a critical factor in array performance due to potential nonspe-
cifi c binding by other labeled macromolecules [47]. Arrays have been widely used 
for obtaining relative mRNA concentrations between two samples, test and refer-
ence, in which each sample is labeled with a different dye (typically Cy3 and Cy5), 
followed by mixing of the samples before hybridization [48]. An alternative method 
avoids incorporation of bulky dyes during reverse transcription by incorporating 
amino allyl labels to which N-hydroxyl succinimidyl dyes are chemically coupled 
in a later step [49].

The use of a common reference RNA allows for the comparison of data between 
various array experiments. Typically a pool of RNA derived from a variety of 
tissues is used as a reference sample. Efforts are being made to implement common 
standards (MIAME, minimal information about a microarray experiment) for 
transcript profi ling through the MGED Society to enable data sharing between 
different groups [50].

Methods in which the amount of mRNA has been amplifi ed to produce labeled 
cRNA, by incorporating a T7 RNA polymerase promoter site into one end of the 
cDNA followed by in vitro transcription are also widely used [51]. In this method, 
quantitative estimates of the amount of each transcript in a given sample can be 
calculated. In single-sample labeling experiments, a reference RNA may be spiked 
in during sample labeling and hybridization to facilitate quality control of the 
process as well as for comparison of data between different arrays.

Despite its current widespread use and the drive toward ensuring high-quality 
microarray data by the implementation of MIAME guidelines, very little is known 
about the extent to which application of different technologies infl uences the 
outcome of transcriptional profi les and differential expression. However, microar-
ray users should be aware of studies that have attempted to present a comprehen-
sive evaluation encompassing different probe types (oligonucleotides and cDNAs), 
labeling techniques and hybridization protocols [52].

Protein Analysis. The early adaptation of protein microarrays is the reformatting 
of already available ELISAs. In these assays, which were fi rst described by Roger 

FACTORS FOR CONSIDERATION 641



642 MICROARRAYS IN DRUG DISCOVERY AND DEVELOPMENT

Ekins [53], a protein antigen is identifi ed and its quantity is measured using two 
antigen-specifi c antibodies—one surface-immobilized to capture the antigen, and 
the other chemically labeled to bind the captured antigen in the solution phase. 
The second antibody produces a detectable signal through the label. This method, 
in which the protein sample does not have to be labeled, has been widely used for 
measuring cytokine levels in a variety of samples such as serum and tissue culture 
supernatants [54, 55]. Protein expression profi les have also been measured by 
capturing dye-labeled protein lysates derived from cells and tissues on arrays of 
antibodies. These measurements have largely been ratiometric in which two samples 
each labeled with a different dye using protocols similar to those used for transcript 
analysis are mixed and incubated with arrays of antibodies [56, 57]. Single-sample 
analyses could be performed by spiking known amounts of control proteins into 
the samples before labeling.

5.6.3.4 Signal Detection

Detection Chemistries. The most prevalent method for detecting binding of target 
to immobilized probes on microarrays are fl uorescent dyes, of which Cy3 and Cy5 
are the most widely used especially for differential transcript and protein profi ling 
[58], whereas single-target hybridizations are commonly performed with fl uorescein 
isothiocyanate [51]. Although Alexa dyes allow use of more than two colors in a 
single experiment, they are less commonly used [59]. Enzyme-labeled fl uorescence 
(ELF), a phosphatase substrate that results in a precipitable product, has been used 
for both DNA and protein arrays [60].

Chemiluminescent detection is also used, mainly to detect antigen capture on 
antibody arrays by sequential incubations with biotinylated secondary antibodies 
and Streptavidin-conjugated horseradish peroxidase (HRP) [61]. Phosphorylation 
of arrayed kinase substrates in the presence of radiolabeled adenosine triphosphate 
(ATP) has been detected by autoradiography [62].

To increase sensitivity of detection, several signal amplifi cation methods have 
been applied to the various types of molecular targets. Tyramide signal amplifi ca-
tion (TSA) uses biotinyl-tyramide, an HRP substrate, to accumulate biotin at the 
reaction site. The “amplifi ed” biotin is then detected using Streptavidin-HRP in 
conjunction with substrates that result in products detectable either by fl uores-
cence, chemiluminescence, or colorimetry [63]. Other signal amplifi cation methods 
include rolling circle amplifi cation (RCA) in which an oligonucleotide-conjugated 
antibody binds to biotin on the target, followed by hybridization of a circular DNA 
molecule to the oligonucleotide. The circular DNA is then replicated using a DNA 
polymerase in the presence of a fl uorescently labeled nucleotide [64]. Preformed 
branched DNA (dendrimers), each of which is attached to over 200 fl uorescent dye 
molecules, have also been used for labeling array-bound targets [65].

Imaging Systems. Assay format and cost are the primary determinants of the kind 
of devices used for imaging arrays. Table 5.6-4 lists some commercially available 
imaging systems used for microarray normalization. Fluorescence-based scanners 
that use lasers to excite fl uorescent dyes attached to the target molecule (for 
transcript profi ling) or to a specifi c secondary detection reagent (for ELISA assays) 
are the most widely used for signal detection and imaging. These instruments 



enable user-defi ned scanning resolutions and photomultiplier tube settings to adjust 
detection sensitivity. In addition, the availability of a wide range of fl uorescent dyes 
makes this the most fl exi-ble system for use in microarray image detection. 
Chemiluminescence-based detection systems using a charge-coupled device (CCD) 
together with conventional camera optics are also commonly used. Although 
the latter systems are fl exible for applications in a wide range of assay for-
mats, fl uorescence scanners provide a higher range of sensitivity and dynamic 
range [66].

Label-independent methods such as surface plasmon resonance (SPR) can over-
come variations caused by inconsistencies in labeling chemistries that are often 
seen in label-dependent detection systems. SPR has been used to measure affi nities 
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TABLE 5.6-4. A Partial List of Commercially Available Scanners

Company/ Scanner features URL
Scanner

Alpha Innotech CCD camera with a broadband  www.alphainnotech.com
NovaRay  excitation source with up to 
  eight excitation and emission
  fi lters for imaging slides or 
  microtiter plates.
Kodak CCD camera with selectable  www.kodak.com
ImageStation  multi-wavelength illumination 
 2000MM  source for imaging microtiter 
  plates; can also be used for 
  radiography and whole animal 
  imaging.
Tecan Scanning laser imaging system  www.tecan.com
LS Reloaded  can be used for imaging slides 
  or microtiter plates with a 
  sensitivity of less than 
  0.1 fl uor/μm2.
Axon  Scanning laser imaging system  www.axon.com
 Instruments  with multiple fi lter options can 
GenePix  be used for imaging slides with 
 4000B  a sensitivity of less than 
  0.1 fl uor/μm2.
Affymetrix Laser scanning microscope with  www.affymetrix.com
418 Array  two excitation fi lters can read 
 Scanner  Affymetrix’ GeneChips with 
  a sensitivity of less than 1 
  fl uor/μm2.
ChromaVision Digital microscope with software  www.chromavision.com
ACIS  for tissue scoring and 
  quantitative analysis suited 
  for tissue microarrays.
Molecular  Inverted epifl uorescent microscope  www.moleculardevices.com
 Devices  with CCD camera and optional 
ImageXpress  laser designed for scanning slides 
 Micro  and microtiter plates.
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in binding reactions, especially between antigens and their cognate antibodies. 
These highly sensitive systems are beginning to be adapted for microarray-based 
measurements [67]. Another recently described method relies on the change in 
fl uorescence decay times of tryptophan and tyrosine residues in proteins to identify 
protein–protein interactions. In this method, a change in binding behavior of pro-
teins in solution toward protein partners arrayed on a solid support is detected with 
regard to binding specifi city and protein amount [68].

5.6.3.5 Data Analysis

Most commercial microarray imagers supply data extraction software that can 
accommodate the unique parameters of scanned images. In addition, printing 
precision has simplifi ed the process of detecting spot boundaries and measurement 
of inter-spot distances. A useful consideration is the format for storage of primary 
scanned images (usually as tiff fi les) so as to be able to take advantage of future 
developments in image analysis software [69]. Storage of raw image fi les retains 
maximum information, allowing the use of different normalization, image extrac-
tion, and quality metrics.

Several commercially available software packages are available that interpret 
and transform an array image into a dataset (Table 5.6-5). Software programs grid 
the elements of the array as a fi rst step in processing the image. Background-
corrected intensity values for each spots are obtained using one of several options: 
local (area around individual spots) or global (average signal in area outside of the 
grid) background corrections, or user-defi ned values such as those from negative 
control data points contained within the array. After background-corrected inten-
sity values have been calculated for each spot, the data are normalized with respect 
to sources of systematic and biological variation [70]. The choice of the normaliza-
tion method is critical because it impacts precision of data comparison between 
arrays.

Several methods for statistical analysis of microarray data are available depend-
ing on the experimental setup and the kind of biological question that needs to 
be addressed. Initial approaches to analyzing microarray data focused on 

TABLE 5.6-5. A Partial List of Microarray Data Analysis Software

Name Software Features URL

Spotfi nder Software tool designed for  www.tigr.org/software/
  microarray image processing 
  using the TIFF image fi les 
  generated by most microarray 
  scanners.
MIDAS Tool for microarray data quality 
  fi ltering and normalization that 
  allows raw experimental data 
  to be processed through various 
  data normalizations, fi lters,
  and transformations via a 
  user-designed analysis pipeline.
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TABLE 5.6-5. Continued

Name Software Features URL

ArrayViewer Software tool designed to facilitate 
  the presentation and analysis of 
  microarray expression data, 
  leading to the identifi cation of 
  genes that are differentially 
  expressed.
GeneTraffi c The application allows users to  www.iobion.com
  import, visualize, analyze, interpret, 
  and store microarray data in a 
  complete, secure data management 
  environment. Software allows easy 
  development of custom interface 
  to relational database.
Genespring The platform is designed to identify  www.agilent.com/chem/
  genes/pathways that are relevant to 
  specifi c biological questions by 
  comparing analysis results from 
  expression, genotyping, protein, 
  metabolite, and other data types.
BASE Comprehensive database server  http://base.thep.lu.se/
  manages biomaterial information, 
  raw data, and images, and provides 
  integrated and “plug-in”-able 
  normalization, data viewing, and 
  analysis tools. The system also has 
  array production LIMS features that
  can be integrated with the data 
  analysis.
Image Pro  Software features automated  www.mediacy.com
 Plus  microscope control, advanced 
  fl uorescence acquisition, image 
  deconvolution, and three-dimensional 
  reconstruction and measurement.
Rosetta  Comprehensive customizable gene  www.rosettabio.com
 Resolver  expression analysis package that 
  incorporates analysis tools with a 
  scalable database. Software has 
  capabilities to associate expression 
  profi les to molecular pathways.
Pathiam Hardware-independent, Web-enabled  www.bioimagene.com
  software for viewing and analyzing 
  immunohistochemically stained slides. 
  Pathologists can automatically
  generate reports containing a complete 
  quantitative analysis of each sample.
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unsupervised hierarchical clustering because these are simple ways in which data 
can be organized [71]. It is still the most commonly used analysis tool especially if 
the experiment has been designed to obtain a bird’s eye view of transcript or protein 
profi les during a particular process. Machine learning techniques such as neural 
networks [72] and support vector machines [73] should be used for more advanced 
analyses when preliminary information can be used to guide data interpretation. 
Most software packages have a user-friendly graphical user interface (GUI) that 
enables performing a number of simple analysis, including data normalization, 
various kinds of clustering, and principal component analysis.

5.6.4 TYPES OF ARRAYS

5.6.4.1 DNA Arrays

Transcript Profi ling. Transcript profi ling was one of the earliest applications of 
microarray technology. In this application, fl uorescently labeled cellular transcripts 
are hybridized either to arrays of spotted cDNA [19] or in situ synthesized 
oligonucleotides [36]. The former have generally been used for hybridization of a 
mixture of two transcript pools, each of which are derived from a different biological 
sample (such as diseased and normal tissue), and labeled with a different fl uorescent 
dye (Cy3 and Cy5) before mixing [19]. A ratiometric analysis of fl uorescence then 
helps to determine the relative expression levels of each transcript in the two 
samples. cDNA arrays have received wide acceptance within the academic 
community due to their low cost and ease of manufacture, as well as the ability to 
customize rapidly as new genomic sequence information becomes available. 
Customization of array content also easily accommodates the research interests of 
individual laboratories.

Oligonucleotide arrays, used for measuring transcript amounts from single 
samples, have the advantage of displaying a much larger number of very small spots 
(5μ), enabling the interrogation of multiple probes for each transcript, including 
mismatch probes for determination of hybridization specifi city [36, 74]. Currently, 
oligonucleotide arrays that display probes covering all predicted genes in the human 
genome are commercially available from several vendors (Table 5.6-1).

The ability to obtain global transcript profi les has accelerated the process of 
discovery in all areas of biology ranging from basic discovery to drug development 
and diagnostics. Correlations between gene-expression patterns and disease states 
have led to the selection of the best drug targets for pharmaceutical development 
as well as for monitoring therapeutic outcomes [75]. One area in which DNA arrays 
are making a critical impact is cancer, where expression profi les from hundreds of 
cancer tissue samples have allowed subclassifi cation of cancers based on the iden-
tifi cation of specifi c transcript expression signatures. These are likely to guide 
therapy and improve prognosis for cancer patients in the near future [76–79].

Physical Characterization of Genes. Oligonucleotide arrays have found use in the 
physical characterization of the genome by helping to map transcription factor 
binding sites and methylation sites [80]. These arrays, with their ability to package 
hundreds of thousands of spots on each chip, have been widely used for SNP 
discovery [81]. Clinically signifi cant SNPs have then been rearrayed in a low-density 



format for analyzing large numbers of samples to determine clinical validity. A 
U.S. Food and Drug Administration (FDA)-approved SNP genotyping array for 
CYP450 has recently been used to identify patients with a decreased ability to 
metabolize risperidone [10]. More recently, bacterial artifi cial chromosome (BAC) 
arrays have provided high-resolution maps of genetic changes, including gains and 
losses, as well as amplifi cations in chromosomal DNA by comparative genomic 
hybridization [82]. Other applications of oligonucleotide arrays have been to analyze 
splice variants by hybridization of labeled transcripts with arrays that combine exon 
and junction-derived probes, which are either specifi c or nonspecifi c to a splice 
event [83].

Cell Arrays. Immobilized arrays of plasmid DNA used to transfect cells in the 
presence of a transfection reagent are called cell arrays or reverse transfection 
arrays. These arrays are overlayed with cultured cells in medium and incubated so 
that cells superimposed on the DNA spot are transfected. The desired phenotypic 
change is visualized by staining the cells after a brief incubation period [84]. This 
format allows a variety of readouts, including cytoskeletal changes, apoptosis, 
and DNA replication, which can be either visualized with a laser scanner or a 
fl uorescence microscope. Similar approaches have been used for increasing the 
throughput of loss-of-function studies using RNAi to monitor effects on cell 
phenotype [85, 86]. These studies enable functional whole genome screens without 
the need for expensive screening facilities.

5.6.4.2 Protein Arrays

Protein Profi ling

Antibody Arrays. Antibodies are the most commonly arrayed protein class due to 
their structural similarity and stability. Many monoclonal antibodies generated 
over the years for binding to various epitopes on proteins offer a diverse source of 
capture and detection antibodies. These are being used in antibody arrays, espe-
cially for determination of growth factor and cytokine levels from a variety of bio-
logical samples [87]. Arrays have been multiplexed with antibodies that were 
developed and used for conventional ELISAs to measure levels of more than 50 
cytokines with a high degree of sensitivity (pg/mL) from low sample volumes (less 
than 50 μL) [64]. However, each set of arrayed antibodies needs to be characterized 
for specifi city of binding to the target molecule to ensure data quality. Recent 
studies have shown signifi cant cross-reactivity of arrayed antibodies to proteins 
other than their intended targets [88].

Identifi cation of disease biomarkers is a rapidly growing area of proteomic 
research. These biomarkers can enable better predictive capabilities in disease 
diagnosis and prognosis, as well as in drug development by identifying potential 
drug toxicities and side-effects. Although it has been suggested that antibody arrays 
can be used to profi le serum and cell lysates, these measurements are complicated 
by the fact that protein concentrations in these samples cover 10 to 14 orders of 
magnitude [87], requiring systems that can simultaneously detect both low- and 
high-abundance proteins within a single array. The sample complexity issue may 
be alleviated by reduction in sample complexity before profi ling. This can be 
accomplished using either liquid phase protein separation systems or by profi ling 
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the protein complement of various cell organelles separately [89]. Samples can be 
labeled with either fl uorescent tags followed by direct detection after capture or 
with other haptens such as biotin followed by detection with Streptavidin conju-
gated to a reporter molecule [90].

As well-characterized antibodies are available to only a small subset of total 
cellular proteins, profi ling complex protein samples could be performed using 
arrays of in vitro synthesized antibody libraries [91]. This format has the advantage 
of being able to directly array bacterial cells rather than purifi ed recombinant 
antibodies [92]. Once disease-relevant proteins have been identifi ed through 
screening for global protein changes, arrays containing the “diagnostic” subset 
of antibodies that recognize disease-specifi c proteins can be used for high-
throughput, large-sample analysis [66].

Antigen Arrays. Several studies have been performed to demonstrate disease 
identifi cation by analysis of serum antibodies to clinically relevant proteins [93–96]. 
One study used arrays of autoantigen diagnostic markers to measure autoantibody 
titers in serum of patients with autoimmune disease [95]. In an extension of this 
study, autoimmune patient sera screened for binding to arrayed antigens identifi ed 
specifi city of autoantibody responses defi ning autoantigens relevant in human 
disease [97]. More recently, the diversity of B-cell response as a function of disease 
severity was measured using an array of over 225 distinct epitopes derived from 
several myelin-associated proteins. These arrays could identify distinct sets of 
epitopes and could demonstrate a correlation between reduced epitope spreading 
and improved disease outcome. This information is now being used to guide the 
development of a tolerizing DNA vaccine, which could potentially limit epitope 
spreading and improve disease outcome [98]. These antigen arrays have been 
shown to have a much higher sensitivity than conventional ELISAs with a three-log 
linear dynamic range [97].

Protein Function Arrays. The development of high-throughput expression and 
purifi cation methods have made a large number of proteins available for arraying. 
A small amount of material (pg to ng) is suffi cient for printing numerous arrays 
that can then be used to perform rapid, functional screens. The fi rst genome-wide 
protein display, an array of all yeast ORFs, was used to screen for binders to 
calmodulin and phospholipids [6]. In this study, 5800 different yeast proteins with 
hexahistidine tags were arrayed on nickel-coated glass slides. The immobilized 
proteins were then probed with various labeled phospholipids resulting in the 
identifi cation of more than 150 proteins that were shown to bind phospholipids for 
the fi rst time. Other protein binding measurements include identifi cation of 
protein–protein and protein–DNA interactions [99].

In addition to binding assays, functional properties are also being measured on 
arrays. Protein kinase activity has been determined either by immobilizing fl uoro-
genic substrates followed by the addition of specifi c kinases [100] or on kinase 
arrays incubated with peptide substrates in the presence of radiolabeled ATP [101]. 
Protein kinase arrays have also been used for identifi cation of inhibitors by incubat-
ing small-molecule binders in the presence of substrates demonstrating the ability 
of arrays to screen for kinase inhibitors [102].

G-protein-coupled receptors (GPCRs) currently make up the largest class 
of therapeutic drug targets and are an obvious choice for microarray-based drug 



screening. An early study demonstrating the capability of microarrayed GPCRs for 
agonist and antagonist screening showed retention of activity through several activa-
tion/ deactivation cycles after ligand binding on arrayed rhodopsin [103]. Competi-
tive binding assays in which mixtures of fl uorescently labeled ligands and unlabeled 
inhibitors were used to demonstrate binding selectivity to different receptor subtypes 
have also been described [104].

Other Types of Protein Arrays. Peptides, arrayed either by deposition on the 
surface [105] or by in situ synthesis [106], have been used for epitope-mapping 
[107], measuring enzyme activity [108], and cell capture [105]. They have also been 
used for identifi cation of peptide antagonists to proteins that are likely drug targets 
[109]. In addition, protease specifi cities were identifi ed using peptidyl coumarin 
substrate arrays created by immobilizing the fl uorescent coumarin leaving group 
via the C-terminus to the solid support, enabling synthesis of a high-diversity 
peptide library at the N-terminal end [110].

Arrays of peptide–major histocompatibility complex (MHC) complexes have 
been created on acrylamide gel-coated glass surfaces and used for ligand-specifi c 
capture of CD4(+) and CD8(+) lymphocytes. This approach should be useful to 
characterize multiple epitope-specifi c T-cell populations during immune responses 
associated with infection, cancer, autoimmunity, and vaccination [111].

Covalent mRNA–protein fusions were displayed on single-stranded DNA arrays 
through nucleic acid hybridization of the mRNA in the fusion molecule [112]. 
Similarly, capture agents such as nucleic acid aptamers have also been proposed 
for use in protein binding [113, 114].

5.6.4.3 Tissue Arrays

Tissue microarrays (TMAs) are displays of several tens to hundreds of tissue speci-
mens on a single slide for parallel analysis [115]. Paraffi n embedded tissue are 
generally used for arraying [116]; however, arrays have also been constructed from 
frozen tissue [117]. The ability to array archival paraffi n embedded tissue opens 
up vast archives of patient samples for medical research. Arrayed tissue sections 
processed either for cytological staining or in situ hybridization, combined with 
automated image analysis systems, provides a powerful molecular profi ling tool. 
TMAs are commonly used to confi rm results obtained from expression micro-
arrays, as well as in the development of diagnostic and prognostic markers for 
clinical applications.

5.6.4.4 Other Arrays

Although DNA and protein arrays continue to be widely used, other types of mol-
ecules are being arrayed and used for a variety of applications. These include 
small-molecule arrays in which individual members of a chemical library are depos-
ited on a surface and used for performing binding assays with target proteins [102, 
118, 119]. Several strategies are being applied for displaying small molecules on 
surfaces. The simplest strategy is to spot molecules on glass after mixing with 
glycerol to maintain “wetness’ after deposition. This strategy was used to create 
and screen arrays by spraying the target protein, human caspase 6, along with its 
fl uorigenic substrate and screening for dark spots of enzyme inhibitors against 
noninhibitor fl uorescent spots [120]. An elegant method that takes advantage of 
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DNA hybridization specifi cities to provide an address for arrays of protein nucleic 
acid (PNA)-tagged small molecules has been described [121]. More sophisticated 
libraries of molecules that selectively modulate activities of mutated kinases have 
been used to identify chemical inhibitors that switch off individual kinases [122].

Carbohydrate arrays have been developed and used as novel high-throughput 
analytical tools for monitoring carbohydrate–protein interactions such as profi ling 
protein binding to various sugars and to measure enzymatic activity on sugar sub-
strates [123]. These microarrays have also been used to discover anti-adhesion 
therapeutics by identifying carbohydrate binding specifi cities of pathogenic bacte-
ria. The display of carbohydrate ligands on a surface in a manner that mimics 
interactions at the cell–cell interface is ideal for whole-cell applications [124]. 
Similarly, monosaccharide-based arrays of N-acetyl galactosamine and N-
acetylneuraminic acid derivatives were used to identify binders to cholera and 
tetanus toxins [125].

5.6.5 IMPLICATIONS OF ARRAY TECHNOLOGY

5.6.5.1 Experimental Design

Microarrays are observed as tools for “descriptive” research and not for “hypothesis-
driven” research, which is primarily driven to answer specifi c questions related to 
a known set of molecules. However, most microarray-based studies do have clear 
objectives and are designed to answer well-defi ned questions. The plan for speci-
men selection should follow from the objectives of the microarray study. Studies 
may either be exploratory, whose results should be confi rmed, or designed to test 
various models; in which case, the experiments have to be designed in a focused 
manner [126].

Appropriate design of microarray studies is critical to draw valid and useful 
conclusions from the large amount of data that are invariably obtained from each 
experiment. Criteria for design will vary depending on the type of array used—
DNA, protein, and small molecule—as well as the experimental objectives, and 
sources of variability within the system. Issues such as selection of samples, number 
of replicates needed, allocation of samples to dyes for ratiometric profi ling, and 
sample size are important considerations in these studies [127].

Three sources of variation should be considered in the design of a micro array 
experiment: (1) biological, at the level of setting up of the cells, cell lines or animals, 
and sample treatment; (2) technical, which is introduced during sample processing; 
and (3) analytical, which highlights signal bias and readout [128]. To minimize each 
of these variations, the experiment should be set up such that the biological mate-
rial to be used for analysis should be handled separately from the initiation of the 
experiment providing biological replicates. If this results in an unwieldy experi-
mental setup, pooling the samples at some stage of processing may still allow a 
reduction in biological variance. This approach is risky in the event of the presence 
of an extreme outlier in the pool, because this can unduly infl uence the expression 
values obtained from the pool. Samples from every stage of the experiment with a 
likelihood of introduction of variation should be treated separately. Replicate 
measurements from the same biological sample helps to reduce technical 
variation.



Ratiometric analysis of signal by comparing signal intensities between two 
samples from the same spot reduces errors due to printing differences. This has 
led to the use of a reference sample in transcript profi ling experiments, and it is an 
integral part of differential profi ling, making the choice of the reference sample 
critical. The most important considerations in choosing the appropriate standard 
are that it is readily available, homogeneous, and stable over a period of time. The 
reference sample does not need to have any biological relevance, because it merely 
serves to compare expression profi les between different experiments performed in 
different laboratories. Among the standards that have been used are mRNA popu-
lations obtained from a wide variety of cells or tissues with the aim of lighting up 
every element on the array. Alternatively, a reference sample is prepared from the 
samples that will be assayed in the experiment to ensure that every transcript 
present in the test samples will be represented in the reference standard [126]. Care 
has to be taken, however, that no transcript in the reference sample saturates the 
signal in the detection system.

If a direct comparison needs to be made between two samples, for example, 
samples from pooled healthy tissue with samples from disease tissue, it would be 
necessary to perform forward and reverse labeling to remove any dye bias that may 
alter the results [129]. Swapping dyes between samples reduces systematic bias in 
the data that can be corrected during the normalization step [130]. Alternative 
design strategies that have been suggested are the balanced block design [131] and 
the loop design [132]. The same considerations can be applied to two-color anti-
body array-based protein profi ling [133]. These experimental design strategies have 
been briefl y illustrated in Table 5.6-6.

5.6.5.2 Molecular Network Analysis

Computational analysis is essential to transform the large amount of data generated 
by microarrays into a mechanistic understanding of various modules connecting at 
hubs and nodes to form molecular networks. Methods that identify the regulatory 
mechanisms underlying these modules and processes by an integrative analyses in 
the context of other data sources are often capable of extracting deeper biological 
insight from the data. Such integrative computational approaches include meta-
analysis, functional enrichment analysis, interactome analysis, transcriptional 
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TABLE 5.6-6. Experimental Design for Two Color Microarray-Based Comparisons of 
Transcript Profi les Between Disease and Healthy Tissue Samples

Design Array 1 Array 2 Array 3

 Dye 1 Dye 2 Dye 1 Dye 2 Dye 1 Dye 2
 (e.g., Cy3) (e.g., Cy5)

Reference Disease Healthy Disease Healthy Disease Healthy
 Sample 1 sample Sample 2 sample Sample 3 sample
Loop Disease Healthy Healthy Disease Disease Healthy
 Sample 1 Sample 1 Sample 1 Sample 2 Sample 2 Sample 2
Balanced  Disease Healthy Healthy Disease
 Block Sample 1 Sample 1 Sample 2 Sample 2
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network analysis, and integrative model system analysis. In addition, comparative 
analysis, combining human data with model organisms, can lead to more robust 
fi ndings [134, 135].

Such methods that analyze biological processes in terms of higher level modules 
can identify robust signatures of disease mechanisms. Application of these methods 
to understand human cancers have delineated molecular subtypes of cancer associ-
ated with disease progression and treatment response [76–78, 136, 137].

A closely integrated data warehouse has been constructed to link different kinds 
and numbers of biological networks to experimental results such as those coming 
from microarrays. The basic idea is to consider and store biological networks as 
graphs in which the nodes represent promoters, proteins, genes, and transcripts, 
and the edges specify the relationship between the various nodes. Direct links to 
underlying sequences (exons, introns, promoters, amino acid sequences) in a 
systematic way enable close interoperability to sequence analysis methods. This 
approach allows us to store, query, and update a wide variety of biological informa-
tion in a way that is semantically compact without requiring changes at the database 
schema level when new kinds of biological information are added. Such a system 
can be set up using software available from the public domain [138].

5.6.5.3 Drug Discovery and Development

Target Discovery. Microarrays are increasingly being used in drug discovery for 
a wide range of applications, including target discovery and selection, pharmacology, 
and toxicogenomics [139]. The objective of using transcript profi ling in target 
discovery is to identify a shortlist of candidate genes with distinct expression 
patterns during disease. Typical selection criteria include disease-specifi c changes 
in expression levels and tissue or cell-type selectivity [140]. A secondary screen 
is then typically used to examine the role(s) of short-listed genes by analyzing 
additional samples, and identifying correlations with disease progression. Validation 
experiments are performed to follow up the candidate genes using animal disease 
models or mice in which the target gene has been knocked out.

Network analysis is especially relevant to antimicrobial drug discovery. The 
relatively small size of microbial genomes enables data from profi ling experiments 
to be used for modeling gene networks because these would be several orders of 
magnitude lower in complexity compared with human cellular networks. In addi-
tion, the availability of whole-genome nucleotide sequence data from a growing list 
of microbial genomes allows designing of probes for DNA arrays. Such microarrays 
are already being used to obtain a global perspective of host–pathogen interactions. 
This is beginning to make an impact on our understanding of pathogenesis and the 
strategies taken to combat infectious diseases, including the identifi cation of novel 
drug targets [141].

Target Validation. Several approaches, including those that involve the use of 
arrays, can be taken to validate short-listed therapeutic candidates. Genes whose 
transcript profi les suggest additional analysis can be profi led using TMAs in tens 
to hundreds of tissues by immunohistochemistry [142]. TMAs can be used to 
identify heterogeneities between primary tumors and their metastases, as 
demonstrated in the analyses of erbB2 in primary and metastatic breast cancers 
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[143]. The expression of a target gene in normal tissue from various vital organs 
can also be assessed using TMA panels. It is well known that mRNA levels do not 
refl ect protein quantities and function, so proteomic analysis may help in making 
better decisions on targets to be developed for therapeutics [144].

Cell-based gene knockouts can closely mimic the actions of potential drugs to 
identify phenotypic changes and potential side effects. The successful adaptation 
of RNA interference in a microarray format to facilitate effi cient suppression of 
gene expression has enabled high-throughput target validation for a wide variety 
of cell types [85, 86].

Pharmacology. A study that monitored the expression patterns of the entire 
complement of yeast genes under a variety of experimental conditions and genetic 
backgrounds was used to categorize drugs into various classes based on the 
expression pattern changes they induced. This database is being used to stratify 
novel drugs based on their mechanism of action by monitoring the changes in 
expression induced by them [1].

Drug safety in animals is tested by monitoring a diverse spectrum of events, 
most commonly liver and kidney toxicity, and fatty liver. Transcriptional activation 
of drug metabolizing enzymes in livers of drug-treated animals or primary human 
hepatocytes has been widely used to identify drug metabolizing pathways. This 
helps to identify drugs early in development that might have toxicity issues due to 
inadequate metabolism [145–147]. In human populations, certain polymorphisms 
in the cytochrome P450 genes result in slow drug metabolism leading to toxicity. 
Additionally, the identifi cation of SNPs in the cytochrome P450 genes of patients 
during clinical trials can help to stratify patients in whom the treatment is likely to 
be effective [148].
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5.7.1 INTRODUCTION

Over the past decade, major research efforts have resulted in a wealth of sequence 
information for many genomes. In addition to the human genome, several other 
mammalian genomes have also been completely sequenced, providing a tremen-
dous resource for biomedical researchers to examine gene sequences, their 
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regulation, and their role in health and disease. However, although we commonly 
talk about “the genome” when we refer to the genome sequence, every individual 
of a species has a slightly different genome sequence. It is this variation in the 
genome sequence that accounts for phenotypic differences, and for different sus-
ceptibilities to a large number of diseases. In humans, if we knew which sequence 
differences predisposed individuals to common human disorders such as hyperten-
sion or Alzheimer’s disease, we could develop preventive treatments that could 
prevent disease, despite the genetic risk. It is this vision that has driven researchers 
involved in the Human Genome Project over the past years. Likewise, if we under-
stood the genetic variation in model organisms, such as rats or mice, responsible 
for disease susceptibility or variability in drug metabolism and effi cacy, we could 
use this information to test novel drugs more effi ciently and target specialized 
drugs toward individuals with specifi c genetic predispositions.

Although there has been signifi cant progress in biomedical research to suggest 
that this vision may one day become reality, we do not yet have a good understand-
ing of the genetic differences in the genome sequence, and how they infl uence the 
development of disease. One reason why progress has been slow is the fact that 
there are so many differences. The sequence of any two human genomes differs in 
at least three million bases. Most differences in mammalian genomes are single 
base pair differences in the DNA sequence, but others include length variation in 
repeated sequences and chromosomal rearrangements. This presents a tremendous 
challenge to geneticists and biomedical researchers: How do you distinguish 
between DNA sequence variation that has no functional consequences and the 
differences that affect gene function and possibly the well-being of the organism? 
After all, only about 5% of any mammalian genome encodes for genes, and only 
small portions of the remaining 95%, have discernible functions. As a conse-
quence, it is likely that most DNA sequence variation has no effect on the organism 
because it is located in these regions without (known) function.

To further identify the determinants of genetic disorders, different approaches 
have been used to zoom in on regions of the genome that contain the mutation(s) 
that are responsible for the genetic defect. Both commonly used approaches, 
family-based linkage studies and association analyses, require genetic markers, 
i.e., sequences that are variable between individuals and can be used to distinguish 
the DNA from different individuals. Even before the completion of the various 
genome sequencing projects, linkage analyses identifi ed numerous loci in the 
genomes of both humans and model organisms that harbor genes involved in the 
development of a variety of common disorders. These studies used genetic poly-
morphisms, i.e., differences in the DNA sequence, to distinguish individuals with 
and without the disease and to identify regions shared by affected individuals. It 
is this initial use of DNA sequence variation as markers for genetic studies that 
this chapter will focus on. We will describe two types of genetic variation commonly 
used as markers in genetic studies, describe how they were discovered and can be 
interrogated by genotyping in large numbers of individuals, and will end by briefl y 
describing the approaches of linkage and association studies that are aided by 
and rely on these genetic markers. Numerous review articles have summarized 
different aspects of this chapter, and we will focus primarily on the methodologies 
underlying the different genotyping approaches commonly used today in genetic 
laboratories.



5.7.2 SIMPLE SEQUENCE LENGTH POLYMORPHISMS (SSLPS)

5.7.2.1 General Description

Eukaryotic genomes contain interspersed repetitive sequence elements, many of 
which have no known function. Incredibly, these “nonfunctional” sequences com-
prise about 20% of the human genome [1]. It is thought that these repetitive motifs 
were generated by transposons or retrotransposons that replicate and then “jump” 
to other locations to propagate their genome, in the form of either DNA (in the 
case of transposons) or RNA (in the case of retrotransposons). Some repetitive 
sequence elements are long, about 1000–5000 base pairs (bp) in length, and they 
are known as LINES (long interspersed elements), whereas others are shorter, 
about 200–500 bp, and are known as SINES (short interspersed elements). The Alu 
element, approximately 300 bp in length, is the most abundant SINE in the human 
genome [2] and comprises about 3% of the human genome.

Another type of repetitive element consists of very short sequences (2 to 5 bp), 
arrayed in tandem. These sequences, called microsatellites, simple sequence length 
polymorphisms (SSLPs), simple sequence repeats (SSRs), or short tandem repeat 
polymorphisms (STRPs), tend to vary in unit size (from 5 to 30 units). The number 
of these tandem elements varies, and as a result, so does their length, making these 
sequences polymorphic (having different forms). The most abundant class of micro-
satellite repeat, is the dinucleotide repeat of cytosine and adenine, or (CA) ⋅ (GT) 
repeats [3, 4]. In the human genome, these dinucleotide repeat microsatellites 
occur every 30 to 60 kbp, corresponding to approximately 50,000 to 100,000 micro-
satellites in the 3 billion base pair human genome [5]. Other common microsatel-
lites include trinucleotide and tetranucleotide repeats (3 and 4 bp repeats, 
respectively) [6].

The length of the microsatellite repeat is thought to be due to errors in DNA 
replication [7]. During DNA replication, the polymerase machinery is thought to 
“slip,” either eliminating or adding repeat units. The deletion or addition of a single 
repeat unit occurs most frequently (91%) [8]. The frequency of this type of muta-
tion, on average, is 1.2 × 10−3 per microsatellite, translating to roughly 1 in 1000 
meioses (as determined by examining how often a parent passes an expanded or 
contracted microsatellite repeat to his/her offspring) [8]. The range of mutation 
frequency for any given microsatellite is 0 to 8 × 10−3 and seems to occur more fre-
quently in the male vs. the female germline.

With a few exceptions, microsatellites do not have functional consequences on 
clinical outcomes. They are most commonly found in intergenic or intronic portions 
of a eukaryotic genome. However, it is important to keep in mind that, although 
the microsatellite is repeated throughout the genome, there is a unique sequence 
fl anking it, corresponding to the location within the genome in which it integrated. 
Therefore, this class of polymorphic repeat is ideal for an assay that can tag a spe-
cifi c genome location for use in genetic studies, which will be discussed in detail in 
this chapter.

5.7.2.2 Discovery

The microsatellite was fi rst discovered in 1981 by Miesfeld et al. [9] by screening 
a human gene clone library with a mouse 6-kbp (6 kilobase pair) ribosomal gene 
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nontranscribed spacer probe (rDNA NTS). They found this sequence was inter-
spersed not only throughout the human and mouse genomes, but also in every other 
eukaryotic organism they studied—pigeon, frog, slime mold, and yeast. However, 
it was not identifi ed in Escherichia coli. Therefore, the rDNA NTS has been con-
served throughout all eukaryotes, but not down to prokaryotes. Miesfeld et al. then 
narrowed down the conserved element, which they called ECl (evolutionarily con-
served), to a 251-bp fragment of the rDNA NTS that contained a tandem array of 
the (TG) ⋅ (CA) dinucleotide. However, the reason for its dramatic evolutionary 
conservation remained a mystery.

In 1989, two back-to-back manuscripts were published, by Weber and May [4] 
and Litt and Luty [3], reporting the use of microsatellites as genetic markers; i.e., 
they could be used to identify inheritance patterns from parent to offspring. By 
cloning and sequencing several microsatellites, it was found that each tandem 
repeat was fl anked by a unique genomic sequence, thereby providing the ability to 
identify an individual’s “genotype” at a specifi c DNA location (locus) containing 
a microsatellite. By sequencing 59 of these microsatellites, Weber and May found 
that more than half of them contained repeats of 13 or greater dinucleotides, with 
the longest being 30 units in length [4]. They went on to test 10 microsatellites for 
Mendelian inheritance. All microsatellites tested displayed expected Mendelian 
inheritance in three-generation families.

Figure 5.7-1 displays a cartoon example of the inheritance of a single SSLP 
marker. Each band represents the length of the microsatellite fragment, separated 
according to its length by gel electrophoresis. Each parent, being diploid, has two 
alleles for the microsatellite, each having a different number of dinucleotide repeats. 
The mother and father each contribute one of these alleles to their offspring, with 
a 50% probability of a child inheriting either allele. The inheritance of each allele 
from their parents is shown in the children, in the expected Mendelian ratios.

Figure 5.7-1. Schematic of SSLP genotypes. The top two bars represent a mother’s chro-
mosomal fragments containing two different alleles of a (CA)n repeat, the fi rst having six 
tandem repeats (red allele) and the second having seven tandem repeats (green allele). The 
bottom two bars represent a father’s alleles (eight repeats = blue; nine repeats = purple) for 
the same SSLP. The bottom represents genotypes from four children of the above parents, 
as they might appear on an electrophoretic gel. The four columns indicate four different 
children’s genotypes for the SSLP, with the numbers indicating the four possible alleles. 
The colored bars correspond to the alleles inherited from the parents, representing all pos-
sible allele combinations according to Mendelian inheritance. (This fi gure is available in 
full color at ftp://ftp.wiley.com/public/sci_ tech_med/pharmaceutical_biotech/.)



The discovery of the microsatellite as a highly polymorphic genetic marker, and 
its ability to generate genotypes in a high-throughput manner, revolutionized 
genetic analyses of disease and greatly facilitated the mapping and sequencing of 
not only the human genome but also several model organisms, as discussed in the 
following sections.

5.7.2.3 Methods for Genotyping

The major advantage of genotyping using SSLPs over previously used genetic 
markers, e.g., restriction fragment length polymorphisms (RFLPs), is twofold. 
First, SSLPs are highly polymorphic, with alleles ranging anywhere from just a few 
to over 30 nucleotide repeat units. This greatly increases the likelihood that an 
individual will have alleles of differing sizes for any assayed SSLP, i.e., the marker 
is informative, and can be used across multiple families for genetic analyses [10]. 
In fact, many tens of thousands of SSLP assays have been developed for organisms 
ranging from human to mouse, rat, dog, cat, cow, chicken, pig, fi sh, frog, fruit fl y, 
corn, rice, poplar, and yeast.

Second, the relatively short stretch of DNA containing a microsatellite allows it 
to be readily assayed using the polymerase chain reaction (PCR). PCR is a chemical 
reaction that can exponentially amplify DNA fragments [11]. In the case of SSLP 
assays, short oligonucleotide primers (∼18–25 nucleotides in length) are generated 
that are complimentary to sequences fl anking either side of the tandem repeat. The 
double-stranded genomic DNA is denatured (unraveled) by heating to 94°C, after 
which the reaction is cooled to approximately 55°C to 60°C. This temperature allows 
the oligonucleotide primers to anneal to the denatured genomic DNA. Finally the 
reaction is heated to 72°C, which allows a temperature stable polymerase, generally 
Taq polymerase isolated from a thermostable bacterium (Thermus aquaticus), to 
extend the oligonucleotide chain, using the complimentary genomic DNA strand as 
its template and the four dNTPs (dATP, dTTP, dCTP, and dGTP) as building blocks 
to extend the DNA fragment. This procedure is repeated multiple times, doubling 
the copy of the sequence contained between the primers with each cycle. Therefore, 
at the end of 30 cycles of consecutive denaturing, annealing, and extension, there 
are 230 copies of the desired fragment, which is a suffi cient amount of product for 
detection using radioactive isotopes or fl uorescent dyes, as described below. Because 
PCR can be carried out in high-density microtiter plates (up to 1536 wells/plate) on 
commercial thermocyclers (machines that heat and cool the reaction samples 
required for PCR), genotyping of thousands of individuals can be performed in a 
single day.

Radioactive Detection. Initially, PCR amplifi ed product (amplicon) containing 
an SSLP, was most commonly detected using gel electrophoresis and a radioactively 
labeled nucleotide. This was done by either directly incorporating a radioactive tag 
in the PCR amplicon or by labeling the oligonucleotide primer. For direct 
incorporation, a radioactively tagged nucleotide, either 32P or 35S attached to the α
position of one of the dNTPs (i.e., α32P-dCTP or α35S-dATP), is added to the PCR 
reaction (for detailed protocol, see Ref. 12). During each extension step of the 
reaction, labeled nucleotides are directly incorporated into the amplicon. An 
alternative approach used to detect the PCR amplicon is to label one primer used 
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in PCR. In this approach, 32P attached to the γ position of a dNTP (generally γ32P-
dATP or γ32P-dCTP) is added to the 3′ end of one PCR primer, using T4 DNA 
kinase (for detailed protocol, see Ref. 12) before the PCR reaction. During PCR, 
this labeled primer is annealed to the target sequence and extended, thereby 
labeling the PCR amplicon. The advantage of direct incorporation is that only a 
single step amplifi es and labels the desired PCR fragment; however, this method 
can also lead to labeling of nonspecifi c PCR product, making results more diffi cult 
to interpret. End-labeling of the PCR primer can eliminate the detection of 
nonspecifi c product, but also it requires high levels of radioactivity and an extra 
experimental step. However, both approaches have been used extensively and 
successfully, and which approach is used depends on individual preference.

To detect the radio-labeled SSLP amplicon, one must be able to separate the 
labeled fragments, based on their length. With radioactively labeled amplicons, this 
is done using denaturing gel electrophoresis. Reaction samples are mixed with a 
loading buffer containing blue tracking dye and formamide, and then heated to 
94°C to denature the product. The formamide keeps the product denatured. 
Samples are then loaded onto a standard denaturing polyacrylamide sequencing 
gel. As the fragments migrate through the gel, the smaller sized fragments (contain-
ing fewer tandem repeats) migrate more quickly, whereas the larger fragments 
move more slowly, separating the two alleles. The blue dye allows tracking of the 
migration so that the product does not travel off the end of the gel. The polyacryl-
amide gel is then transferred to a piece of paper, dried, and exposed to autoradio-
graphic fi lm for detection and genotype determination. Figure 5.7-2 shows an 
example of an autoradiograph result of the radioactive genotyping method.

Fluorescence Detection. The use of radioactivity has been largely supplanted by 
fl uorescent dyes for genotyping, due to the obvious reduction of health hazards and 
a greater fl exibility (as discussed later). As with radioactive labeling, the PCR 
amplifi cation of the specifi c SSLP is largely the same, except that one dNTP is 
labeled with a fl uorescent dye (fl uorophore). Also, rather than detecting the 
electrophoresed product by autoradiography, the fl uorescently labeled amplicon is 

Figure 5.7-2. X-ray autoradiographic fi lm from radioactive genotyping. As in Figure 5.7-1 
each column (labeled lanes 1–12) is the genotype of a single SSLP marker in 12 individuals. 
The two possible alleles are indicated by the red arrows. (This fi gure is available in full 
color at ftp://ftp.wiley.com/public/sci_ tech_med/pharmaceutical_biotech/.)



detected as it passes a laser detector, either on a gel-based (e.g., an ABI 377 
automated slab gel sequencer) or capillary-based DNA sequencer (e.g., an ABI 
3700 or 3730 capillary sequencer). A major advantage of using fl uorescent detection 
lies in the automation of genotype determination. As the labeled product passes 
by the laser detector, the signal is transferred to a computer algorithm that 
automatically converts the signal detection to a genotype. This greatly reduces 
manual genotype interpretation, reducing technical time and error as well as 
increasing overall genotyping throughput. Another important advantage of 
fl uorescent geno-typing lies in the ability to label different SSLP amplicons with 
different fl uorophores. Up to three different fl uorophores are commonly used, 6-
FAM, HEX, and NED, each of which has a distinct excitation and emission profi le. 
A fourth dye, ROX, is used to label a common internal size standard, allowing 
accurate determination of product size [13]. The ability to distinguish multiple 
SSLP amplicons, each labeled with a different fl uorophore, allows for simultaneous 
detection of multiple SSLPs in a single assay, increasing genotyping throughput. 
This approach is also amenable to high-throughput robotic sample preparation, as 
it eliminates the precautions necessary for handling radioactivity.

Again, as with radioactive detection, the fl uorescent tags can either be directly 
incorporated into the amplicon or added to the PCR primer. A disadvantage of 
the labeled primer is that each SSLP must be synthesized with the fl uorescent 
tag attached, which greatly increases the cost of the primer. Oetting et al. [14] 
devised a method to overcome this cost issue by combining unlabeled template-
specifi c primers and a labeled, common M13 primer. By this method, one 
template-specifi c primer for each SSLP is synthesized with an 18-bp tail specifi c to 
the M13 phage on its 5′ end. This primer is combined with its template-specifi c 
mate, as well as a common M13 primer labeled with a particular fl uorophore, and 
subject to PCR amplifi cation. Figure 5.7-3 shows the general strategy for this 
method. The amplifi cation begins with the tailed primer incorporating into the 
template sequence in the initial cycles. In subsequent reactions, the incorporated 
sequence becomes the docking site for the M13 primer-dye conjugate. The single 
M13 tailed primer-dye conjugate is common for all SSLPs, greatly reducing the cost 
of genotyping.

Multiplex Analysis. As discussed, using fl uorescent detection of SSLPs greatly 
improves genotyping throughput because of the availability of multiple fl uorophores 
and the ability to multiplex (determine genotypes of multiple SSLPs simultaneously). 
The amplicon size of SSLPs varies not only within a single SSLP but also from one 
SSLP to another, depending on the distance from the repeat the fl anking primers 
are chosen. This allows for the ability to detect multiple SSLPs within a single 
sample on a gel or capillary, as again each SSLP migrates according to size. For 
example, the allele size range for one SSLP amplicon may be 120–140 bp, whereas 
another may range from 200 to 250 bp, and a third may range from 325 to 341 bp. 
Therefore, all three amplicons could be combined in a single reaction, as the 
laser can detect the size differences and their ranges are suffi ciently different 
to differentiate the genotypes of the three SSLPs. Furthermore, because the 
fl uorophores have distinct excitation/emission profi les, multiple fl uorophores can 
also be combined in a single sample. Therefore, by combining amplicons of distinct 
sizes labeled with one fl uorophore with those labeled with other fl uorophores, one 
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can genotype up to nine SSLPs in a single sample. Figure 5.7-4 displays the results 
of multiplexing six SSLPs of different sizes and colors (indicating different 
fl uorophores) on a single electrophoretic gel.

Two means of multiplexing are possible, either at the PCR or the electrophoresis 
steps. It is possible to combine PCR primers specifi c for multiple SSLPs in a single 
PCR reaction, whereby each SSLP is amplifi ed simultaneously. The advantage of 
this approach is the reduction in PCR costs, as the overall reaction size is not modi-
fi ed. However, this approach requires up-front knowledge of the allele-size range 
of each SSLP in the samples being genotyped. Furthermore, some level of up-front 
optimization of the PCR reaction may be required so that each SSLP amplicon is 
generated with the same effi ciency within the reaction. Once a set of two or three 
SSLPs are optimized for PCR multiplexing, these combinations are generally not 
modifi ed. This approach is most effi cient when the same set of SSLPs is used time 
and time again with varying DNA samples. The other multiplexing approach 
involves independent PCR amplifi cation of each SSLP, followed by pooling of the 
amplicons before electrophoresis (gel or capillary). The advantage of this approach 
lies in the freedom to mix and match different marker sets. Marker sets may 
be slightly different depending on the population being genotyped. In some cases, 
the entire genome may be screened for initial linkage results. In other cases, an 

Figure 5.7-3. Schematic of fl uorescent genotyping using an M13-tailed unique PCR primer 
(green with pink 5′ tail), an untagged unique PCR primer (green), and a common M13-dye 
conjugated primer (yellow). In the fi rst PCR cycles (top), the unique primers hybridize to 
the DNA fl anking either side of the (CA)n repeat. The M13 tag is incorporated into the 
PCR product (middle), creating a site for the fl uorescently tagged complementary M13 
primer to anneal to and label the PCR product with a particular fl uorescent tag (FAM; 
dark blue star). This product is then detected by either a gel-based or capillary-based 
DNA sequencer. (This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_ 
tech_med/pharmaceutical_biotech/.)
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Figure 5.7-4. Multiplex genotyping results from an ABI 377 DNA sequencer. PCR product 
from six different SSLPs in the same DNA sample were pooled and electrophoresed on the 
ABI 377 slab gel sequencer. Three SSLPs of independent size ranges were labeled with 
FAM (blue), and three SSLPs of independent size ranges were labeled with NED (yellow) 
according to the method outlined in Figure 5.7-3. The red product is a ROX-labeled internal 
size standard that allows automated determination of allele sizes and conversion to indi-
vidual genotypes. The laser detection can distinguish between the overlapping FAM-labeled 
and the NED-labeled SSLP products. (This fi gure is available in full color at ftp://ftp.wiley.
com/public/sci_ tech_med/pharmaceutical_biotech/.)

individual locus may be the focus of higher density mapping, for instance, to narrow 
a disease gene interval by identifying critical recombinant individuals. This assay 
allows the individual to mix and match markers from a characterized set to do these 
specifi c scans. By this approach, multiple pooled amplicons, regardless of primer 
sequence, have a high success rate.

The use of fl uorescent detection, combined with robotics and automated data 
analysis pipelines, facilitate highly automated, high-throughput genotyping plat-
forms, resulting in thousands of genotypes per day at a relatively low cost.

5.7.2.4 Tools and Resources

To increase the effi ciency of genotyping, major efforts have been made to generate 
a well-characterized and highly effi cient marker set for genetic linkage analysis. One 
such effort was the Cooperative Human Linkage Center (CHLC). This National 
Institutes of Health (NIH)-funded project characterized thousands of di-, tri-, and 
tetranucleotide repeat polymorphisms to determine their informativeness (i.e., the 
number and frequency of SSLP alleles) [6, 10] and to array them according to their 
genetic position in the human genome (i.e., to develop high-quality genetic maps) 
[15]. Dr James Weber, a member of this Center, and his colleagues developed 
several genome-wide marker sets (http://research.marshfi eldclinic.org/genetics/
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Genotyping_Service/mgsver2.htm). Furthermore, the NIH went on to fund a cen-
tralized genotyping center, allowing investigators to submit research proposals for 
genome-wide linkage scans of their study populations (http://www.nhlbi.nih.gov/
resources/medres/genotype.htm). A European group, Genethon, also led a major 
effort to develop human SSLPs and generate high-density genetic maps for use in 
genetic linkage studies [16]. These efforts have also reached the commercial arena, 
where companies such as DeCode will generate genotypes on a genome-wide or 
region-specifi c basis on a fee-for-service basis (http://www.decode.com/).

The discovery and use of microsatellites have revolutionized the ability to 
perform genome-wide genetic linkage studies, resulting in the positional cloning of 
many important genetic diseases ranging from mental retardation, glaucoma, heart 
defects, to neurological disease. They are particularly powerful for the localization 
and identifi cation of single-gene disorders. Furthermore, the high-density genetic 
maps generated using microsatellite markers were instrumental to laying the 
groundwork for the eventual sequencing of not only the human genome, but also 
several other model organisms.

5.7.3 SINGLE NUCLEOTIDE POLYMORPHISMS (SNPs)

5.7.3.1 General Description

DNA is constantly modifying and mutating. During DNA replication, the duplica-
tion of the genetic material during cell divisions and inaccurate copying of the 
existing DNA leads to minor sequence changes in the copied version of the genome. 
Likewise, environmental infl uences such as mutagenic chemicals, ultraviolet (UV), 
or other radiation can also alter the DNA. On the basis of these constantly occur-
ring changes in the DNA sequence of any organism, it becomes obvious that all 
individuals of a species are slightly different based on their DNA sequence. Most 
of these differences are single base changes in the DNA. Essentially one nucleotide 
in the sequence of one individual is replaced by a different nucleotide in another 
individual. These differences, illustrated in Figure 5.7-5, are called single nucleotide 

Figure 5.7-5. Single nucleotide polymorphisms and insertion/deletion polymorphisms. Two 
sections of a DNA strand are shown. The top of the fi gure shows a SNP, a single nucleotide 
difference between the two DNA strands (highlighted by a red nucleotide and the arrow). 
In the bottom diagram, one base is missing in the lower DNA strand (deletion polymor-
phism), leading to a frame shift in the DNA sequence. (This fi gure is available in full color 
at ftp://ftp.wiley.com/public/sci_ tech_med/pharmaceutical_biotech/.)



polymorphisms (SNPs). SNPs are the most common genome sequence variation. 
For the human genome, a comparison of two individuals reveals on average one 
SNP every 800 bases [17]. As a consequence, two humans differ in their DNA 
sequence at over 3 million positions, or approximately 0.1%. Similarly, other mam-
malian species show signifi cant sequence variation as well. In mice, one SNP can 
be found every 250 bases across the genome when 13 inbred (i.e., genetically identi-
cal) and two wild strains are compared [18]. Inbred rat strains show a similar rate 
of SNPs [19]. These sequence differences are responsible for all genetically caused 
differences between individuals, such as eye color, hair or coat color, or disease 
susceptibility. If we could unravel the DNA sequence of every human individual, 
we would be able to decipher all genetic mutations that cause the most common 
diseases such as diabetes, stroke, or Alzheimer’s disease. Unfortunately, though, 
the cost of sequencing every patient far exceeds the available budgets for these 
studies. Therefore, scientists have focused on discovering the most important and 
most common SNPs in the human genome, and now use this subset of SNPs in the 
human genome to investigate the genetic causes of these disorders [20]. Similar 
efforts are under way in other mammalian (and nonmammalian) species that serve 
as model organisms for specifi c diseases or traits in humans. Below we will describe 
and discuss the methods commonly used to discover SNPs, and the methodologies 
used to interrogate these SNPs in large numbers of individuals simultaneously by 
genotyping.

5.7.3.2 Discovery

Often, SNPs are discovered by sequencing the same genomic sequence in a number 
of unrelated samples. For this approach, a region of genomic DNA is amplifi ed by 
PCR from different DNA samples. The resulting amplicons are resequenced using 
common sequencing technology. Approaches using gel-based resequencing and 
hybridization-based oligonucleotide array sequencing have successfully been used 
for large-scale SNP discovery efforts in the human and mouse genome as well as 
in other species. Analysis of the resulting sequences reveals base pair differences, 
or SNPs. Software tools have been developed to automate the SNP discovery from 
sequencing data [21], and these tools are routinely used today in a variety of organ-
isms for SNP discovery. An example of an SNP as it would appear in sequencing 
data is shown in Figure 5.7-6.

Although sequencing is commonly used for SNP discovery today, other indirect 
methods exist to uncover genomic sequences containing SNPs. Given the cost 
of sequencing, it may be desirable to preselect these DNA fragments for sub-
sequent sequencing, and to eliminate DNA sequences that do not contain 
polymorphisms.

One of the fi rst reported methodologies for SNP discovery was the PCR-based 
single-stranded conformational polymorphism method [22]. In this approach, a 
region of DNA is amplifi ed using PCR. The resulting amplicons are denatured, 
and they are allowed to re-anneal under conditions that favor the formation of 
single-stranded secondary structures. As the formation of secondary structures 
is sequence-dependent, any difference in the sequence of the PCR amplicon 
would lead to different folding. These differently folded products can be separated 
through non-denaturing polyacrylamide gel electrophoresis. Samples with different 
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sequences will fold differently and, as a result, migrate differently in the gel, allow-
ing for the detection of SNPs. This method has been used extensively for targeted 
screening of genes for potential disease-causing mutations in a variety of species. 
Recently, it has been adapted for capillary electrophoresis to facilitate large-scale 
screening (for a recent review, see Ref. 23).

Another approach to identify PCR amplicons that contain sequence variants 
uses denaturing high-performance liquid chromatography (DHPLC) [24]. In this 
approach, PCR amplicons are fi rst denatured and then reannealed. In contrast to 
SSCP analysis, products are then allowed to form double-stranded duplexes. If the 
PCR product contains an SNP, this re-annealing process will generate homodu-
plexes (matching sequences reanneal) and heteroduplexes (strands containing the 
different two alleles of an SNP will anneal and form a single base pair mismatch). 
When these duplexes are separated on a liquid chromatography column under 
partially denaturing conditions (separation at temperatures close to the melting 
temperature of the duplex), the elution times of homo- and heteroduplexes will 
differ because the melting temperature of the heteroduplex will be slightly lower 
than the homoduplex due to the base pair mismatch in the sequence. The method 
and instrumentation has been automated, and it is commercially available. DHPLC 
has been used successfully for the identifi cation of mutations in a large number of 

Figure 5.7-6. SNP discovery using the consed and polyphred software tools. The fi gure 
depicts three DNA traces from different individuals. Sequencing was performed using 
BigDye Terminator Chemistry. The white vertical bar highlights a variant nucleotide in the 
sequence. The top two traces have a “G” at this position, and the bottom trace shows a “T”. 
(This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/
pharmaceutical_biotech/.)



disease genes, and it has been adapted for the analysis of cancer samples and chro-
mosomal abnormalities [25–32]. Other modifi cations of the heteroduplex analysis 
exist, and they have been used by laboratories for a variety of studies. These include 
mobility analysis [33] or enzymatic cleavage of heteroduplexes [34].

One additional methodology for SNP discovery should be mentioned because it 
is based on an entirely different experimental approach. In 1995, Faham and Cox 
[35] described a method called mismatch repair detection (MRD) that used the 
bacterial mismatch repair system in E. coli to enrich for DNA fragments containing 
SNPs. The template for mismatch repair in E. coli is hemi-methylated double-
stranded DNA (only one strand of the DNA is methylated), which is formed by 
mixing and annealing different single-stranded DNA samples grown in methylation-
competent and -incompetent E. coli strains. The method has been developed into a 
high-throughput screening platform that can simultaneously analyze pooled PCR 
amplicons from large numbers of individuals [36, 37]. The method has been shown 
to enhance the discovery of rare SNPs that would be missed in pooled sequencing 
(or would require large numbers of individual samples to be sequenced).

In summary, several methods exist to identify SNPs in genomic DNA. Although 
some of them may be useful to enrich for SNP-containing PCR amplicons before 
traditional DNA sequencing, the commonly used approach of discovering SNPs 
from aligned sequence data from different individuals remains the “gold standard” 
and the basis of the majority of SNPs publicly available in databases.

5.7.3.3 Methods for Genotyping

Numerous methods have been developed and are being marketed for SNP genotyp-
ing, i.e., the specifi c determination of the nucleotide present at a polymorphic site 
in a genome. Theoretically, this information could be obtained by resequencing 
each and every sample using the same approach as for SNP discovery. However, 
this process is labor- and cost-intensive and provides signifi cantly more information 
than is needed; i.e., it delineates the complete fl anking sequence of the SNP, which, 
in most cases, will not differ between samples, and therefore is redundant. Instead, 
genotyping methods provide a cost-effi cient alternative that can quickly generate 
genotype information on large numbers of samples. No attention is paid to the 
remainder of the genome sequence and its potential variation; the only information 
obtained is the nucleotide present in the sequence at the specifi c site of a known 
SNP. To develop methodologies for this genotyping procedure, the SNP in question, 
its possible nucleotides (alleles) that can be present at the site, and the sequence 
adjacent to the SNP need to be known. All methods discussed below use this 
information to obtain genotyping information for a large number of DNA samples. 
As outlined below, the different methods allow the analysis (genotyping) of indi-
vidual SNPs in large numbers of samples, or varying numbers of SNPs for one 
sample at a time. All methods have been shown to result in reliable genotyping 
results with low error rates. The choice of the appropriate methodology primarily 
depends on the number of SNPs and the number of samples that need to be 
interrogated.

Essentially all genotyping approaches used to date fall into one of four catego-
ries: allele-specifi c hybridization, primer extension, oligonucleotide ligation, or 
invasive cleavage. Figure 5.7-7 illustrates these different approaches. We will fi rst 
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C

Figure 5.7-7. Schematic overview of different SNP genotyping approaches. (A) Allelic 
hybridization. (B) Primer extension. (C) Oligonucleotide ligation. (D) Invasive 
cleavage. (This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/
pharmaceutical_biotech/.)

briefl y describe the principles of each approach and then outline commercially 
available genotyping platforms based on these approaches for different study 
applications.

Allele-specifi c Hybridization. Allele-specifi c hybridization distinguishes the 
allele present at an SNP using two different oligonucleotide probes. Each probe 



contains the SNP position in the middle and is complementary to one allele of the 
SNP. For hybridization to genomic DNA or PCR amplicons, conditions are chosen 
that allow the hybridization of the matching probe but not the mismatch probe. 
The successful hybrids between the target DNA and the oligonucleotide probes 
can be detected using a variety of approaches. Methods include the use of 
fl uorescence resonance energy transfer (FRET) probes (e.g., in the 5′ exonuclease 
TaqMan assay, described below), molecular beacon probes, or oligonucleotide 
arrays (Affymetrix GeneChip system, see below).

Primer Extension. Primer extension uses the standard principle of PCR. Here, an 
oligonucleotide primer extends up to the SNP site. The assay then determines what 
nucleotide is incorporated into the extended PCR product by the polymerase. 
Often, the assay is performed in two steps. First, the genomic interval is amplifi ed 
by PCR. The amplifi ed product is subsequently mixed with another primer that 
anneals adjacent to the SNP site. Then individual dideoxynucleotides are added to 
the reaction. Upon incorporation of the matching nucleotide at the SNP site, the 
resulting extension product can no longer be extended further because it lacks a 
3′–OH group required for nucleotide incorporation. Thus, the reaction essentially 
stops once the nucleotide has been incorporated.

Dideoxynucleotides are commercially available with different fl uorescent tags; 
therefore, the resulting extension products can be examined using laser scanners 
to see which fl uorophore has been incorporated. This method directly reveals the 
genotype of the template DNA. The method can be multiplexed and is commer-
cially available (SNaPshot, see below). Alternatively to the use of dideoxynucleo-
tides, regular deoxynucleotides can be used sequentially in the extension reaction. 
Here, the primer is essentially extended as in a regular PCR reaction. The only 
difference is the sequential addition of one nucleotide at a time. This method is 
commercially available (see pyrosequencing, described below).

Oligonucleotide Ligation. Similar to DNA polymerase, DNA ligase is a highly 
specifi c enzyme that repairs nicks in the DNA. Nicks are missing phosphodiester 
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bonds in one of the two strands of the DNA molecule. DNA ligase detects and 
repairs these nicks, provided the nucleotides on both sides of the missing bond are 
complementary to the nucleotides in the intact DNA strand. Landergren et al. [38] 
fi rst described a novel approach for SNP genotyping that uses specifi c oligonucleotides 
that will hybridize to single-stranded DNA templates. One oligonucleotide will 
align with the sequence upstream of an SNP, including the actual nucleotide at the 
SNP site. A second oligonucleotide is complementary to the downstream template 
sequence, starting with the fi rst nucleotide adjacent to the SNP. Although the latter 
oligonucleotide can be used to interrogate both alleles of the SNP, the fi rst 
oligonucleotide is specifi c for one allele of the SNP, because it will end with the 
specifi c SNP nucleotide. Only the oligonucleotides perfectly matching the template 
sequence will be ligated by the ligase, whereas a mismatch will prevent the ligation 
of the alternate oligonucleotide. The method has been incorporated in a variety of 
commercial platforms such as the SNPlex platform or the Illumina GoldenGate 
technology, which is described below in more detail.

Invasive Cleavage. The last SNP genotyping method we describe is invasive 
cleavage, which is commercially available as the Invader assay. This method depends 
on the ability of fl ap endonucleases to recognize specifi c three-dimensional 
structures that are formed when two overlapping oligonucleotides hybridize 
perfectly to a target DNA molecule [39]. The overlap occurs at the SNP site, and 
only the oligonucleotide combination that is complementary to the SNP allele will 
be cleaved by the enzyme. The reaction is highly specifi c, and a mismatch to the 
target DNA will prohibit the enzymatic reaction. This methodology has been 
adapted for SNP genotyping assays, as described in more detail below.

Analysis of Individual SNPs. Historically, investigators have used a variety of 
PCR-based methods to genotype individual SNPs. For all of these methods, the 
genomic sequence around the SNP was known and amplifi ed using specifi c PCR 
primers that selectively amplifi ed the genomic interval, including the SNP. SNPs 
that alter a restriction enzyme recognition site could then be genotyped by per-
forming a restriction digest of the PCR product and by separating the resulting 
DNA segments by agarose gel electrophoresis. PCR products that contain the 
restriction enzyme recognition site will be cleaved into two products and will result 
in two bands of different size on the agarose gel. In contrast, PCR products from 
samples that contain an SNP in the recognition site will no longer be cleaved by 
the enzyme, and will result in a single band of larger molecular weight upon gel 
electrophoresis. Finally, PCR products from samples heterozygous for the SNP 
would result in a total of three bands, one band for the uncleaved product and two 
additional bands from the portion of the PCR product that can be cleaved. A 
schematic of the procedure is shown in Figure 5.7-8. The method enjoys widespread 
use to this day because it is robust and uses basic molecular biology technology 
available to most laboratories. With the ever increasing number of commercially 
available restriction enzymes uncovered from various microbes, the repertoire of 
SNPs that can be genotyped by this approach has been steadily increasing.

Unfortunately, many SNPs do not lead to an alteration of a restriction enzyme 
recognition site in the genome sequence. For these SNPs, alternative approaches 
have been developed that use PCR and gel electrophoresis. In one approach, one 
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initial PCR primer is designed so that it includes the polymorphic SNP site at its 
3′ end. Two separate primers are used in two PCR reactions. One reaction includes 
the forward primer ending with one nucleotide present at the SNP, and the other 
reaction includes a primer ending with the alternative nucleotide. As the thermo-
stable DNA polymerase used in PCR requires a perfect match of the primer at the 
3′ end to attach additional nucleotides and amplify the DNA segment, the PCR 
reaction will only yield a PCR product when the forward primer perfectly matches 
the DNA template. Accordingly, the presence or absence of PCR product depend-
ing on the primer used indicates the genotype for the template DNA. Although 
this method works well for established assays, each assay needs to be optimized 
individually to ensure that both alleles of the SNP are successfully amplifi ed when 
present. Furthermore, the design of the PCR primers may be diffi cult for some 
SNP sequences.

As an alternative to the allele-specifi c PCR and the restriction digest of PCR 
products (often called PCR–RFLP), several commercial platforms are available to 
genotype individual SNPs in large numbers of samples. In our discussion here, we 
will focus on three commonly used platforms: the 5′-exonuclease TaqMan assay, 

Figure 5.7-8. Schematic overview of PCR–RFLP. Double-stranded DNA molecules are 
shown for DNA sample A and B. These two samples are PCR amplicons from genomic 
DNA. The two sequences differ for the base pair highlighted in red. Sample A contains a 
restriction enzyme recognition site for EcoRI (underlined), and sample B does not. After 
restriction enzyme digestion, agarose gel electrophoresis results in different DNA frag-
ments for the two samples. (This fi gure is available in full color at ftp://ftp.wiley.com/public/
sci_ tech_med/pharmaceutical_biotech/.)
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based on allele-specifi c hybridization; pyro sequencing, based on the primer exten-
sion principle; and the Invader assay, based on the invasive cleavage reaction of a 
fl ap endonuclease.

TaqMan Assay. The TaqMan assay uses the 5′ exonuclease activity of Taq 
polymerase [40]. Two FRET oligonucleotide probes complementary to the sequence 
around an SNP are hybridized to the target DNA. Each contains a different 
fl uorescent dye that is quenched in the FRET probe. Each probe is specifi c for one 
of the two SNP alleles; i.e., it contains the complementary base to the SNP allele 
in the middle of the probe. The hybridization temperature is chosen such that only 
the matching probe hybridizes effi ciently. After hybridization, a normal PCR 
extension reaction begins starting from an oligonucleotide primer annealed 
upstream of the FRET probe. The Taq polymerase extends the primer and, upon 
reaching the hybridized FRET probe, begins to remove it from the template DNA 
by cleaving one nucleotide at a time. The reaction is mediated by the specifi c 5′
exonuclease activity of the Taq polymerase. Once the entire oligonucleotide FRET 
probe has been cleaved, the fl uorophore and the quencher molecule have been 
separated, and the energy transfer can no longer take place because the two 
molecules are no longer in close physical proximity. As a consequence, the 
fl uorophore will now emit light upon excitation. As the two FRET probes contain 
different fl uorophores depending on the allele, the resulting fl uorescent color 
unambiguously determines the allele of the SNP in the target DNA.

TaqMan assays are commercially available for many SNPs and can be designed 
on demand by Applied Biosystems. The method requires a real-time PCR instru-
ment or a fl uorescent plate reader to measure the fl uorescence of the two dyes at 
the end of the PCR reaction.

Pyrosequencing. Pyrosequencing [41] has been described as a sequencing-by-
synthesis method. In this approach, four different enzymes and specifi c substrates 
are used in a sequential reaction to produce light whenever a nucleotide 
complementary to the template DNA strand is incorporated. If the added nucleotide 
is not complementary to the base in the template DNA, no light is generated. 
The light-generating reaction is depended on the pyrophosphate that is released 
during the DNA polymerase reaction. If the added nucleotide forms a base pair, 
the DNA polymerase incorporates the nucleotide and pyrophosphate will be 
released. The released pyrophosphate will be converted to ATP by another enzyme 
(ATP sulfurylase). Luciferase then uses the ATP to generate a detectable light 
signal. The light intensity is proportional to the number of the ATP molecules, 
which in turn is proportional to the number of the incorporated nucleotides. After 
the completion of the reaction, the excess of each nucleotide is degraded by 
apyrase.

The reaction is repeated in the same order, with a different nucleotide added. If 
the added nucleotide does not form an incorporated base pair with DNA template, 
no light will be produced. The four nucleotides are added to the mixture in a 
defi ned order (e.g., ACGT), and thus, the sequence of the template DNA can be 
deduced by matching the nucleotide with the light signal generation.

Pyrosequencing provides rapid real-time determination of 20–30 nucleotides of 
target DNA sequence. With this technology, not only the SNP alleles but also the 



adjacent nucleotides are determined, providing greater confi dence in the correct 
SNP detection. The reaction is automated and requires a dedicated instrument.

Invader Assay. The Invader assay [39] uses two oligonucleotide probes that are 
hybridized to target DNA containing an SNP site. The two oligonucleotides 
hybridize to the single-stranded target and form an overlapping invader structure 
at the site of the SNP, as illustrated in Figure 5.7-7. One oligonucleo-tide, the 
Invader oligo, is complementary to the target sequence 3′ of the polymorphic site, 
and it ends with a nonmatching base overlapping the SNP nucleotide. The second 
oligonucleotide, the allele-specifi c probe, contains the complementary base of the 
SNP allele, and extends to the sequence 5′ of the polymorphic site. This probe can 
also extend on its 5′ site with additional noncomplementary nucleotides. Once the 
two oligonucleotides anneal to the target DNA, they form a three-dimensional 
invader structure over the SNP site that can be recognized by a specifi c enzyme, 
cleavase, or fl ap endonuclease. The enzyme cleaves the probe 3′ of the base 
complementary to the polymorphic site (i.e., 3′ of the overlapping invader structure). 
If the probe is designed as a fl uorescence resonance energy transfer (FRET) 
molecule containing a fl uorophore at the 5′ end and an internal quencher molecule, 
the cleavage reaction will separate the fl uorophore from the quencher and generate 
a fl uorescent signal. If, in contrast, the probe oligonucleotide does not match the 
SNP allele present in the target DNA (i.e., the probe is complementary to the 
alternate SNP allele), then no overlapping invader structure is formed, and 
the probe is not cleaved. This distinction is highly specifi c, with only minimal 
unspecifi c cleavage of the mismatch probe.

Often, the Invader oligonucleotide is designed to permanently anneal to the 
target DNA at the assay temperature. In contrast, the probe oligonucleotide is 
designed to have a melting temperature close to the assay temperature. As a con-
sequence, the probe constantly anneals and detaches. During the annealing, cleav-
ase can cleave the oligonucleotide, the remnant detaches, and a new uncleaved 
oligonucleotide probe can reanneal to the same site. This design ensures the cleav-
age of a large number of probes, resulting in a strong signal even from small 
amounts of template DNA. Therefore, SNPs can be genotyped directly from 
genomic DNA using Invader assays, eliminating the need for additional PCR 
amplifi cation. In addition to the FRET probes, other methods of detection (polar-
ized light, mass spectrometry) have been used [42–44]. However, the benefi t of the 
fl uorescence detection is the ability to read the assay after isothermic incubation 
in a standard fl uorescence plate reader.

Multiplex Analysis. Although the methods described above work well and reliably, 
they are not suited for genotyping multiple SNPs in large sets of samples. As each 
SNP has to be assayed individually, all SNPs have to be interrogated sequentially 
rather than in parallel. However, numerous other platforms exist that allow the 
genotyping of several SNPs at the same time. Here, we will discuss methods that 
allow up to 10 SNPs to be genotyped in one reaction. In addition, we will discuss 
high-throughput approaches in the next section.

Both methods described here are based on the primer extension reaction. In both 
platforms, oligonucleotide primers are designed that extend up to the nucleotide 
adjacent to the SNP site. The following primer extension reaction will use ddNTPs 
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to incorporate the matching base for the SNP allele present in the target DNA. The 
resulting products are then separated and detected by different methods.

The fi rst detection method, as implemented in the MassEXTEND platform 
from Sequenom, uses mass spectrometry to determine the accurate molecular 
weight of the resulting extension reaction product, using matrix-assisted laser 
desorption/ionization time-of-fl ight (MALDI–TOF) mass spectrometry. For this 
approach, the reaction products are mixed with a matrix and deposited on the 
surface of a metal plate. The matrix and the reaction products are hit with a pulse 
from a laser beam, resulting in the vaporization of a small number of DNA mole-
cules from the reaction product. The vaporized molecules are transferred into a 
vacuum fl ight tube and charged with an electrical fi eld pulse. This accelerates the 
resulting ions toward the detector at the end of the tube. The time between the 
application of the electrical fi eld pulse and the collision of the ions with the detec-
tor is referred to as the time of fl ight. As the time it takes for the ion to pass through 
the fl ight tube to the detector is directly proportional to the mass of the ion (with 
larger molecules fl ying slower), this is a very precise measure of the molecular 
weight of the DNA products. The detectable mass differences are small, and the 
difference between an incorporated ddA and ddT of 9 mass units can be clearly 
distinguished. The assay allows further multiplexing even for reactions resulting in 
very similar mass for the products by adding noncomplementary tail sequences to 
the 5′ end of the primer, thus increasing the mass of the extension product. A 12-
plex has been described by Ross et al. [45] and even a 20-plex by Kim et al. [46].

Alternatively, the single base extension products can be analyzed using the 
SNaPShot technology from Applied Biosystems. In this approach, fl uorescently 
labeled ddNTPs are used in the primer extension reaction, and the resulting exten-
sion products are separated and detected using commercially available capillary 
sequencers. Each ddNTP is labeled with a different fl uorescent dye; thus, the dif-
ferent alleles of a SNP can be distinguished by the different color. Similar to the 
MassEXTEND approach, multiplexing can be improved by adding noncomple-
mentary tail sequences to the primer. According to the manufacturer, 10-plex 
reactions can be performed with high accuracy.

High-Throughput Approaches. Currently, three high-throughput platforms for 
SNP genotyping are commercially available. All platforms allow the genotyping of 
large numbers of SNPs (1000–500,000) in a single experiment for one DNA sample. 
Although this signifi cantly reduces the genotyping cost per SNP, it results in a tre-
mendous cost for a project when 1000–2000 DNA samples need to be genotyped 
for thousands of SNPs. In addition, all approaches require specialized equipment 
and therefore are only of interest to laboratories that intend to perform large 
numbers of genotyping projects.

The fi rst assay platform, developed by Illumina, combines allele-specifi c ligation 
with an extension reaction. The method, called the GoldenGate assay, uses the 
BeadArray technology, a method using fi beroptic substrates with randomly assem-
bled arrays of beads. Detailed information and fl ow charts of the methodology can 
be found at the Illumina website (http://www.illumina.com/products/prod_snp.
ilmn).

In the assay, three oligonucleotides are designed for each SNP locus. Two oligos 
are specifi c to each allele of the SNP site, called the Allele-Specifi c Oligos (ASOs). 



A third oligo that hybridizes downstream from the SNP site is the Locus-Specifi c 
Oligo (LSO). All three oligonucleotide sequences are complementary to the target 
sequence and contain universal PCR primer sites. During the primer hybridization 
process, the assay oligonucleotides hybridize to the genomic DNA sample bound 
to paramagnetic particles. Hybridization occurs before any PCR amplifi cation step; 
therefore, no amplifi cation bias is introduced into the assay. Extension of the appro-
priate ASO and ligation of the extended product to the LSO joins information 
about the genotype present at the SNP site to a unique address sequence on the 
LSO. These joined, full-length products provide a template for PCR using universal 
PCR primers, two of which are fl uorescently labeled. As a last step, the single-
stranded, dye-labeled amplifi cation products are hybridized to the complement 
bead type through their unique address sequences, and the labeled beads can be 
analyzed using arrayed optical fi bers. Up to 1536 SNPs may be interrogated simul-
taneously in this manner using this Golden-Gate technology.

Similar degrees of multiplexing can be achieved using oligonucleotide array 
technology from Affymetrix. These arrays contain 25-mers that are synthesized 
directly on chip surfaces. In recent iterations, Affymetrix has developed arrays that 
allow the interrogation of 10,000, 100,000, or even 500,000 SNPs per reaction. The 
500K array methodology uses an approach called whole-genome sampling analysis 
to selectively amplify regions of the genome containing SNPs, and subsequently 
interrogate the alleles present in the amplifi cation products by hybridization to 
allele-specifi c oligonucleotides.

In the fi rst step of the analysis, a single genomic DNA sample is digested with 
a restriction enzyme. After complete digestion, adaptors are ligated to the digestion 
products that allow the amplifi cation of a subset of the fragments using a universal 
primer pair complementary to the adaptor sequence. Any SNP located in close 
proximity to the restriction site will be amplifi ed by PCR and can be interrogated 
on the chip. The resolution is primarily driven by the restriction enzyme used. The 
more it cuts the genomic DNA, the more small amplifi cation products can be 
obtained and hybridized to the chip. Accordingly, the different chips, (10K, 100K, 
500K) use different enzymes in the initial step of the reaction, but subsequent steps 
are identical.

Although the assay allows the interrogation of a large number of SNPs simulta-
neously, the user has no infl uence on the composition of the chip, i.e., the SNPs 
that will be interrogated. The complete panel of 500,000 SNPs has been preselected 
during the design of the chip, primarily driven by the technical requirements of the 
restriction digest and amplifi cation described above. However, a novel methodol-
ogy developed by Parallele Biosciences (now Affymetrix) uses the chip-based 
hybridization approach for the ultimate analysis, but it uses a different approach 
for the SNP interrogation. A more detailed description and illustrations of the 
method can be found at http://www.affymetrix.com/technology/mip_technology.
affx. The approach, termed molecular inversion probe (MIP) technology, uses a 
long oligonucleotide that will hybridize with its end sequences in inverted fashion 
to the fl anking sequences of an SNP [47, 48]. Using one dNTP in four different 
reactions, the SNP site can be fi lled in to form a circular padlock probe around the 
SNP site. The probe will only circularize when the dNTP added is complementary 
to the SNP allele present. The circular probe is resistant to DNAse digestion. Once 
the nonfi lled probes have been digested using DNAse, the padlock probe is opened, 
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using a cleavage site within the MIP to form a linear template for a PCR reaction 
using universal primers. The amplifi cation product contains a unique tag sequence 
for each MIP that can be detected by hybridization to an Affymetrix TrueTag array. 
Assays can be designed and genotyped in parallel for up to 10,000 SNPs. This 
platform offers a new tool to design custom panels of SNPs for a specifi c study, 
rather than depend on a preselected set of SNPs on other Affymetrix chips.

Overall, all three approaches allow the effi cient genotyping of large numbers of 
SNPs. All require specialized equipment, and although the cost of genotyping per 
SNP is low, the total cost of any genotyping project is high due to the large number 
of SNPs. These technologies are only suitable for large-scale studies, and they are 
best performed in collaboration with or support from institutional core facilities.

5.7.3.4 Linkage Disequilibrium and Haplotypes

Most SNPs in a genome probably arose from individual single mutation events at 
an early time during the history of the species hundreds of generations ago. From 
the time of each mutation event, the new allele (i.e., the new “mutant” nucleotide) 
is located on an individual chromosome that has specifi c alleles of other SNPs that 
arose previously on the same chromosome. This physical arrangement of SNP 
alleles along a chromosome is called a haplotype. Over multiple successive genera-
tions, recombination and novel mutation events will lead to a rearrangement or 
modifi cation of this ancestral haplotype around the new SNP allele. As a con-
sequence, the new allele only remains on the same portion of the ancestral haplo-
type with other SNP alleles that are on a short distance away; i.e., recombination 
events are less likely to separate the two alleles. This nonrandom arrangement of 
SNPs along the chromosome, i.e., the maintenance of a small segment of the ances-
tral haplotype, is called linkage disequilibrium (LD) or allelic association. This 
arrangement is used in disease association analyses that are based on the idea that 
it should be possible to identify the effect of any common disease-causing SNP 
allele by determining the ancient haplotype segment on which it is located. By using 
a suffi cient number of SNP markers in a genetic study, any common variant, even 
if it was not assayed directly, should display signifi cant LD with a neighboring 
marker SNP. This approach has been used successfully in human genetic studies 
to identify genes responsible for Mendelian disorders such as Hirschprung’s Disease 
or cystic fi brosis [49, 50].

The LD structure has been primarily studied in the human genome [51–53], 
although initial analyses have been performed for the mouse, rat, and dog genome 
as well. In the human genome, it has become clear over the past several years that 
the extent of LD and haplotypes in the human genome is not simply a function of 
distance between SNPs. Rather, the size of regions of signifi cant LD is highly vari-
able in different regions of the genome and refl ects the complex history and inter-
play of recombination and mutation on different regions of the genome. If SNPs 
are not in LD, the alleles of the SNPs occur in seemingly random combination on 
individual chromosomes. As a consequence, the alleles of neighboring SNPs, in the 
absence of LD between them, can form a large number of different haplotypes (2n

for n SNPs). In contrast, regions where neighboring SNPs are in signifi cant LD, 
only a small number of resulting haplotypes is observed. These haplotypes 
are representative of the ancient haplotypes that have not been broken up by 



recombination. Therefore, an analysis of haplotype patterns would not only identify 
regions of signifi cant LD between SNPs, but it would also identify those common 
(presumably ancient) haplotype patterns that represent the majority of chromo-
somes in that particular genomic interval. Knowledge of these common haplotypes 
would then permit the identifi cation of “tag SNPs,” individual representative non-
redundant SNPs that would unambiguously differentiate all major haplotypes 
without analyzing all SNPs in that particular region.

To facilitate the selection of these tag SNPs, the International HapMap Consor-
tium, a publicly funded effort by the National Institutes of Health, has analyzed 
the genome-wide LD structure comprehensively in four different human popula-
tions: A cohort of North Americans of Northern European descent, an African 
population, a cohort of Han Chinese, and Japanese individuals [20]. In total, over 
5.8 million SNPs have been genotyped in each of these populations, and the data 
of this effort are publicly available. It is the hope that selecting an informative 
subset of SNPs based on LD information from this study will provide a genome-
wide coverage in whole genome disease association studies [54–57]. Here, SNPs 
would be selected so that all other SNPs from the HapMap study not included in 
the representative set would be in LD with one or more of the selected SNPs. It 
has been estimated that this comprehensive coverage of the human genome will 
require around 500,000 SNPs across all chromosomes. Undoubtedly, commercial 
providers of genotyping platforms will offer high-throughput SNP panels based on 
the HapMap information in the near future.

5.7.4 APPLICATION FOR GENETIC ANALYSES

As mentioned in Section 5.7.1, genotyping of SSLPs and SNPs is essential for the 
analysis of the genetic basis of common disorders. In the following section, we will 
briefl y discuss the use of these polymorphisms in linkage and association 
analysis.

5.7.4.1 Linkage Analysis

A powerful means of identifying the location of genes causing disease is by genetic 
linkage mapping. During meiosis, when germ cells are being generated, homolo-
gous chromosomes can recombine, or cross over. As a result, offspring will have 
different combinations of parental alleles. We can use the percentage of recombi-
nant offspring as a measure of physical distance, making a genetic linkage map. 
Linkage maps are based on probability. For instance, if two genes or loci are on 
different chromosomes, the probability of cosegregation of these loci is 50%. 
However, the closer loci are on the genome, the lower the probability of recombina-
tion between them. The measure of genetic distance is approximately the recom-
bination frequency between loci. Although linkage is defi ned as <50% recombination, 
47% recombination, for example, is not a reassuring or reliable measure of distance. 
Therefore, a genetic map needs many genetic markers to be reliable. Because of 
their relatively high abundance, their high informativeness, and their representa-
tion across all eukaryotes, SSLPs are the backbone of nearly every eukaryotic 
genetic map. To generate a genetic linkage map, large families, such as the 
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three-generation families from The Foundation Jean Dausset-Centre d’Etude du 
Polymorphisme Humain (CEPH), are typically genotyped with hundreds or thou-
sands of SSLPs. Analytical computer programs determine the frequency of recom-
bination between parents and offspring, thus determining the distance between 
markers, and arrange the SSLPs according to their order and distance on each 
chromosome.

High-density genetic maps spanning the entire human genome have been gener-
ated by several groups and are commonly used for mapping disease genes and 
quantitative trait loci (QTL) [15, 16]. Just as recombination determines the genetic 
distance between SSLPs, it also determines the distance between a disease gene 
and an SSLP. If a particular gene determines a specifi c phenotype or disease, then 
one can genotype families with SSLPs spanning the genome and identify cosegre-
gation of an SSLP allele and a clinical phenotype. If recombination is signifi cantly 
lower than expected between an SSLP allele and a clinical outcome, e.g., hemo-
philia, then the gene causing the disease is linked to that marker. Because the 
genome location of that marker is known, the location of that disease gene is also 
known. The fi rst disease linked by the use of microsatellite genotyping was 
facioscapulohumeral muscular dystrophy in 1990 [58]. Since that time, thousands 
of loci have been mapped using this approach. Genetic linkage studies are most 
powerful when studying large, multigenerational families affected by a single gene 
(Mendelian) disease. However, linkage has proven more of a challenge with common 
complex diseases. Because multiple genes with relatively small effects are thought 
to be involved in common diseases such as hypertension or diabetes, combined 
with the fact that these diseases often affect older patients, it is often impossible 
to fi nd large families with multiple generations. To address these issues, association 
studies offer the advantages of being able to study cases and controls or small 
families, which are much more readily ascertained. Furthermore, the large number 
of SNPs and high-throughput SNP genotyping technologies now makes genome-
wide association studies feasible, as discussed below.

5.7.4.2 Association Analysis

When it proves diffi cult to recruit a suffi cient number of families for a genetic study, 
a popular alternative is an association study to elucidate the genetic basis of common 
diseases. In contrast to linkage studies where SSLP markers are used to identify a 
region of the genome that is inherited by affected offspring from affected parents, 
association studies aim to identify alleles that are found more often in individuals 
affected by a disease than in a control group. In the perfect association study, one 
would test the causal mutation for association with disease. However, in almost all 
cases, the causal mutation is unknown. As a consequence, association studies resort 
to indirect approaches relying on linkage disequilibrium (LD) between the causal 
mutation and another SNP that is being genotyped. If the SNP was associated with 
the disease, one would expect to fi nd a higher frequency of the associated allele of 
the SNP in individuals affected by the disease (cases) when compared with a 
healthy control group.

Association studies can be performed in family-based cohorts. Numerous 
statistical approaches have been developed to test for association of SNP alleles 
with disease in small trios, nuclear, or even extended families. However, most 



association studies use unrelated patients in their analysis. In these cohorts, it is 
assumed that individuals are affected because they share a similar genetic suscep-
tibility. However, as it is possible that some individuals may be affected for reasons 
other than genetic susceptibility (most common human disorders are also signifi -
cantly infl uenced by environmental factors, e.g., lifestyle), it is imperative that a 
large number of patients is recruited for the study so that most individuals share 
the same genetic susceptibility genes and mutations. This cohort of affected indi-
viduals is then matched with a cohort of unaffected, healthy controls. Here, it is 
important that these control individuals match the patient cohort in the distribution 
of age, sex, ethnicity, and potential environmental factors that may infl uence the 
development of the disease.

Once the case and control cohorts have been collected, the DNA samples can 
be used for SNP genotyping. Depending on the scope of the study, samples are 
either genotyped for SNPs in candidate genes that were pre selected for the study 
or a genome-wide association analysis using a comprehensive SNP set across the 
entire genome will be performed. Published data to date primarily include candi-
date gene association analyses. A recent review by Newton-Cheh and Hirschhorn 
[59] discusses in detail the important considerations for the design of these associa-
tion studies and the potential problems that can be encountered. The number of 
SNPs to be analyzed would determine the best genotyping platform to be used in 
the study. Clearly, candidate gene SNPs can be genotyped with common approaches 
for individual SNP genotyping or moderate multiplexing platforms. However, 
genome-wide association studies will require high-throughput approaches.

Although the recent efforts to elucidate the LD structure of the human genome 
(HapMap Consortium) promise to facilitate the selection of informative subsets of 
SNPs for these types of association studies, it remains to be seen whether whole 
genome association studies will help uncover the genetic determinants for such 
common diseases as diabetes, asthma, or cardiovascular disorders. Clearly, candi-
date gene studies have yielded several well-replicated associations, but they account 
only for a small portion of the overall genetic susceptibility. Hopefully, comprehen-
sive association studies of these disorders will help uncover additional genes respon-
sible for the disease susceptibility. These discoveries would signifi cantly advance 
our ability to predict, diagnose, and hopefully treat these disorders in affected 
individuals.

INTERNET RESOURCES

SSLP Genotyping Resources

DeCode: fee-for-service Genotyping—http://www.decode.com/
Marshfi eld Medical Research Foundation: Genetic markers and maps—http://research.

marshfi eldclinic.org/genetics/Genotyping_Service/mgsver2.htm
Fondation Jean Dausset—CEPH: DNA from multigenerational families, Human Diversity 

Panel, Genotype database, genetic maps—http://www.cephb.fr/
CIDR (Center for Inherited Disease Research): NIH-funded genotyping (Multi-

instutional)—http://www.cidr.jhmi.edu/
RSnG (Resequencing and Genotyping Service): NIH-funded resequencing and genotyping 

(NHLBI)—http://rsng.nhlbi.nih.gov/scripts/index.cfm
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SNP Genotyping Resources

dbSNP: NCBI-maintained central database and repository for SNPs and genotyping infor-
mation—http://www.ncbi.nlm.nih.gov/SNP/

HapMap homepage: http://www.hapmap.org/
Affymetrix: Information on GeneChip arrays—http://www.affymetrix.com/index.affx
Applied Biosystems: Information on SNaPshot, TaqMan, fl uorescently labeled ddNTPs—

http://myscience.appliedbiosystems.com/navigation/mysciApplications.jsp?tabName
Attribute=applSnp

Illumina: Information on GoldenGate SNP genotyping technology—http://www.illumina.
com/products/prod_snp.ilmn

Parallele: Information on MIP genotyping platform—http://www.affymetrix.com/technol-
ogy/mip_technology.affx

Pyrosequencing: http://www.pyrosequencing.com/
Sequenom: Information on MassEXTEND MALDI-TOF-based SNP genotyping 

approaches, fi beroptic bead arrays—http://www.sequenom.com/
Third Wave Technologies: Information on Invader assay technology—http://www.twt.

com/
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6.1.1 INTRODUCTION

The human body is a veritable pharmacopia of useful protein drugs. After all, it is 
the collection of our own, endogenously produced enzymes, hormones, and anti-
bodies that are responsible for maintaining homeostasis, stabilizing wounds, fi ght-
ing infections, neutralizing toxins, keeping cancerous cells in check, and generally 
keeping us alive. It is only when we lose the function of certain enzymes, hormones, 
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or antibodies—or when our bodies are overwhelmed with some kind of trauma 
(blood loss, stroke, heart attack, massive infection, or heavy tumor burden)—that 
we need some supplementation to our natural protein drugs. The fact that our 
bodies or body fl uids contain some kind of miraculous healing or “vital” substances 
was recognized even in ancient times by the Chinese, Moche Indians, Maasai, 
ancient Scythians, Gypsies, and early Christians when would-be warriors or the 
sick and sinful were encouraged to drink such body fl uids as blood or urine to 
imbue health, healing, or strength. However, the general failure of these primitive 
protein cocktails was probably evident to most patients and many physicians espe-
cially by the Middle ages. Given the abysmal failure of oral protein delivery, Italian 
physicians, in the late 1400s began experimenting with a different approach, namely 
intravenous delivery via blood transfusions. The fi rst recorded instance of a thera-
peutic blood transfusion was for the treatment of Pope Innocent VIII who fell into 
a stroke-induced coma in 1492 [1]. Although this effort ultimately failed, efforts to 
refi ne or improve blood transfusions from animals to humans or humans to humans 
as a way to treat wounds and other illnesses continued for another 300 years. The 
fi rst therapeutically successful blood transfusion, and perhaps the fi rst example of 
the successful use of a protein drug (albeit impure albumin), was performed in 
England by James Blundell in 1825 to treat a woman suffering from postpartum 
hemorrhaging [2]. By 1844 Blundell and his colleague Samual Armstrong Lane 
became the fi rst to use blood (i.e., factor VIII) to treat a genetic disease—
hemophilia [3]. Throughout the 1800s and early 1900s, blood transfusions became 
more refi ned (through blood typing and the use of aseptic conditions) and blood 
became a therapeutic protein product to treat wounds (albumin), infections (anti-
bodies, antiglobulins), and other genetic disorders.

Obviously blood is not the only source of protein drugs. As far back as 1796 other 
sources of protein pharmaceuticals were beginning to be recognized. In particular, 
the work of Edward Jenner in developing an effective small-pox vaccine [4] could 
possibly be described as the fi rst example of using protein drugs for prophylactic 
purposes. Keeping with the ancient theme of using “vital” body fl uids for medical 
applications, Jenner used the fl uid from cow-pox pustules as the source of his 
protein pharmaceutical (cow-pox viral coat proteins). In the 1870s Louis Pasteur 
extended Jenner’s ideas by developing vaccines for cholera, anthrax, and rabies 
using deactivated bacterial cells or dried nerve tissues. Pasteur formulated the dried 
bacterial or viral protein components into injectable solutions. In this regard Pasteur 
was the fi rst to introduce the concept of “synthetic” or ex vivo biological products 
as potential drugs. However the idea of working with a purifi ed, active ingredient, 
especially with biological material, was still many years away. The principle of pro-
phylactic vaccines, developed by Jenner and refi ned by Pasteur, was also extended 
to the development of “therapeutic vaccines” or antivenoms in the late 1800s. Anti-
venoms are generated using a method developed by Albert Calmette in 1895, which 
he devised to treat victims of cobra bites. Antivenoms are created by injecting a 
small amount of the targeted venom into animals such as horses, sheep, or rabbits. 
This leads to the production of different antibodies against the toxin. The mixture 
of antibodies is then harvested from the animal’s blood and serves as the antivenom 
for a specifi ed source venom.

Up until the mid-1800s the true source of the therapeutic powers of blood or the 
prophylactic powers of pustules or bacterial extracts was not known. Then in 1838 



the concept of proteins was introduced by Jons Jakob Berzelius [5]. Berzelius 
argued that proteins (he is credited for creating the name) found in blood and 
bacteria were special organic substances that behaved or functioned as chemical 
compounds. This led to the realization that many different proteins existed in blood 
and other biological tissues and that they could potentially be isolated and treated 
as pure substances, just like all other chemical or small-molecule drug entities. 
However, it was not until 1922 that the technology to isolate therapeutically useful 
proteins was put to good use. Thanks largely to the work of four Canadian scientists 
(Banting, Best, Collip, and MacLeod), insulin became the fi rst “pure” protein 
therapeutic to be used in the successful treatment of a human disease—diabetes. 
Before 1922, type I diabetes was a near-certain death sentence characterized by an 
agonizingly long and painful wasting process. The fact that it frequently affl icted 
adolescent children made it particularly devastating. Although the cause of diabe-
tes was partially known by 1910, early efforts to use unpurifi ed pancreatic extracts 
met with repeated failure and severe allergic reactions. The use of purifi ed insulin, 
on the other hand, had absolutely stunning results. It is hard not to overstate the 
kind of spectacular recoveries observed among diabetic patients nor the effect that 
insulin, as a drug, had on the public as well as on the medical and pharmaceutical 
community. Indeed, the insulin “effect” not only saved the lives of millions of dia-
betics, but it essentially launched the modern concept of “pure” protein pharma-
ceuticals and laid the foundation to today’s modern biotech industry.

Most of today’s protein pharmaceuticals fall into 5 general classes: (1) hormones, 
(2) vaccines, (3) antibiotics, (4) antibodies, and (5) enzymes. Three of these classes, 
hormones, antibodies, and enzymes, are primarily used to treat noninfectious or 
endogenous diseases (i.e., genetic diseases or diseases of aging), whereas the 
remaining two classes, vaccines and antibiotics, are used to treat or prevent infec-
tious or exogenous diseases (i.e., bacterial or viral infections). Interestingly all fi ve 
drug classes were essentially identifi ed or defi ned only in the past 80 years. Insulin, 
a hormone, was the fi rst purifi ed protein drug to be marketed (1922). Shortly after, 
in 1923, purifi ed diptheria toxoid (a 58-kDa protein) was introduced, making it the 
fi rst purifi ed vaccine product [6]. The fi rst purifi ed peptide antibiotic, gramicidin 
S, was introduced in Russia in 1943 as a topical wound-healing agent. The fi rst 
purifi ed antivenoms or antitoxin antibodies were introduced in the 1950s and the 
fi rst monoclonal antibody—OKT3 (muronomab or Orthoclone)—was approved 
for human use in 1986 [7]. The fi rst purifi ed enzyme to be approved for therapeutic 
use, Activase, was marketed in 1987. Interestingly, the fi rst human recombinant 
protein used in disease management was also insulin (Humulin) [8], which was 
introduced in 1982 by Eli Lilly.

Up until 1982 all peptide and protein pharmaceuticals were isolated from 
“natural” sources, meaning they were purifi ed from animal (or human) biofl uids 
and tissues. Working with natural sources is exceedingly diffi cult, expensive, and 
can lead to the transmittance of undetected infectious materials (viruses, bacteria, 
prions) to patients. Because most proteins of pharmaceutical interest are relatively 
scarce, it was often necessary to process tens or hundreds of kilograms of tissue or 
fl uid to produce a few milligrams of the desired product in pure form. For instance, 
up until the 1980s the preparation of suffi cient human growth hormone (somato-
tropin) for a single treatment to combat dwarfi sm would require the extraction and 
homogenization of several adult human (cadaver) brains [6].
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For the more abundant proteins (such as albumin) it is possible to fi nd them in 
concentrations of about 35 g/L in selected tissues or biofl uids [9]. This makes their 
isolation and purifi cation relatively simple. However, many important protein phar-
maceuticals are only found in concentrations of 1 or 2 pg/L. At such low concentra-
tions, it is almost impossible to isolate and purify these compounds from the 
thousands of other proteins that are in the body. Furthermore, even if one wanted 
to produce enough material for commercial purposes, it would probably require 
the processing or homogenization of the entire world supply of cattle, pigs, or 
humans. Today most protein pharmaceuticals are produced through recombinant 
methods, including insulin, growth hormone, and most monoclonal antibodies. 
This allows large quantities of even the rarest protein to be purifi ed and prepared 
under tightly controlled manufacturing conditions without the concerns over con-
tamination with host viruses (HIV, HCV), toxins, or prions (that cause diseases 
such as CJD or BSE). Although mast protein drugs are biosynthetically produced 
(via cell culture), a small number of peptide pharmaceuticals (<20 residues) are 
produced chemically via automated peptide synthesis. These include Leuprolide 
(Eligard), Oxytocin (Oxytocin), Calcitonin (Miacalcin), and Abarelix (Plenaxis), 
for example. Peptides and proteins that continue to be isolated from natural sources 
include Menotropin (Repronex) and Hyaluronidase (Vitrase), for example.

Since the introduction of insulin in 1922, more than 110 distinct protein or 
peptide drugs have been approved for human use by the U.S. Food and Drug 
Administration (FDA) [10], with 50 being hormones, 2 being vaccines, 2 being 
peptide antibiotics, 26 being antibodies or antibody mixtures, and 17 being enzymes 
(see Tables 6.1-1–6.1-3). These peptide/protein pharmaceuticals range in size from 
less than 10 amino acids to over 1000 and may contain a variety of covalent modi-
fi cations such as carbohydrate chains, D-amino acids, or amino acids with unusual 
side chains. More details about the structure and chemical composition of most 
protein pharmaceuticals can be found in subsequent chapters in this book as well 
as in the DrugBank database under its collection of biotech drugs [10]. According 
to the Biotechnology Industry Organization (www.bio.org), there are now more 
than 300 peptide and protein pharmaceuticals currently in clinical trials or under 
review. Just as with the FDA-approved biotech drugs, most of these newer products 
or potential products fall into the three major classes of endogenous or human-
derived proteins: (1) hormones, (2) antibodies, and (3) enzymes. It is these three 
classes of pharmaceutically important proteins that are the focus of this chapter.

Beyond providing a historical perspective to proteins and protein pharmaceuti-
cals, this chapter is intended to provide the reader with an overview of the general 
features and characteristics of pharmaceutically important hormones, antibodies, 
and enzymes. Together these three classes of protein therapies account for nearly 
three quarters of all approved biotech drugs and more than 90% of all biotech drug 
sales. In addition to providing a general outline about what hormones, enzymes, 
and antibodies are, this chapter will also provide the reader with specifi c examples 
and detailed descriptions of a few of the more important or historically interesting 
hormones, enzymes, and antibodies used today. The chapter is divided into fi ve 
sections, an introduction to the history of protein pharmaceuticals, a general dis-
cussion about the advantages and disadvantages of protein pharmaceuticals, a 
detailed discussion on hormones, a detailed description of enzymes, and a detailed 
discussion on antibodies. Each section on hormones, enzymes, and antibodies 



provides a working description or defi nition of class of these protein/peptide prod-
ucts; a general discussion on certain unique aspects of their formulation or delivery; 
several specifi c examples of important FDA-approved hormones, enzymes, or anti-
bodies; and a brief discussion of some of the new enzymes, hormones, and anti-
bodies that are under development or in clinical trials. A complete discussion 
concerning all aspects of hormones, enzymes, and antibodies is far beyond the 
scope of this chapter. Readers who are interested in learning more might want to 
consider reading several excellent books [11–13] or referring to the DrugBank 
database (http://redpoll.pharmacy.ualberta.ca/drugbank/) for more extensive bio-
logical, pharmaceutical, and biochemical data.

6.1.2 PROTEIN PHARMACEUTICALS

For a peptide or protein to be a useful drug, it must generally be water soluble, 
relatively stable, nonimmunogenic (i.e., identical or near identical to a human 
homologue), mostly monomeric, and causal or preventative to some disease process. 
Not all polypeptides match these requirements, and therefore, not all polypeptides 
are potentially suitable as drugs. Typically those that are not (yet) useful drugs are 
highly polymeric structural proteins such as tubulin, actin, or myosin. Equally 
impractical or improbable drugs are membrane-bound receptor proteins (G-
protein-coupled receptors, laminins, etc.). These classes of proteins, which may 
account for as much as 60% of the human proteome, are usually most suitable as 
drug targets—not drugs. Certain other proteins, such as polymerases, histones, and 
ribosomal proteins, perform such vital functions that they are “essential” to life 
and so cannot generally serve as useful protein drugs either, although DNaseI 
(Pulmozyme) is a notable exception. Using these relatively simple criteria about 
what constitutes a viable drug versus a viable drug targets, it is possible to scan the 
human proteome and identify likely classes of potential protein drugs. When this 
is done one is typically left with three major groups of peptides or proteins: (1) 
hormones, (2) enzymes, and (3) immunological molecules (antibodies).

Peptide and protein pharmaceuticals are different from small-molecule drugs. 
For one, polypeptide drugs are generally much larger, ranging in size from 1000 
daltons to more than 200,000 daltons (compared with <600 daltons for most small-
molecule drugs). For another, the noncovalent structure or three-dimensional fold 
(i.e., the tertiary structure) of most polypeptides is absolutely critical to their func-
tion. This is in distinct contrast to small-molecule drugs, wherein their covalent or 
“primary” structure defi nes their function. Smaller polypeptides have relatively 
little tertiary structure or exhibit substantial tertiary structure only when bound to 
a target receptor. Larger (>40 residues) polypeptides generally have a stable, well-
defi ned tertiary structure. As a general rule, polypeptides with less than 40 amino 
acids are called peptides, whereas those with more than 40 residues are called 
proteins. Typically most hormones are peptides (<40 residues), although some 
hormones such as somatotropin (human growth hormone) can be up to 200 resi-
dues in length. Many peptide hormones are actually fragments of larger precursor 
proteins or pro-proteins. Although most hormones are relatively small polypep-
tides, enzymes and antibodies are generally much larger. As a rule, most enzymes 
are between 200 and 800 residues in length, whereas most antibodies are typically 
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1200 residues in length, although smaller antibody fragments (Fabs, single-chain 
antibodies) can also be used as protein drugs.

Perhaps the most impressive and appealing quality about peptide and protein 
pharmaceuticals is their exquisite selectivity and specifi city. Bioactive proteins 
target their receptors or bind their small-molecule ligands with a precision that 
matches a cruise missile. Almost no cross-reactivity to other targets or other recep-
tor molecules is observed with most known hormones, enzymes, or antibodies. 
Additionally most protein drugs also exhibit very appealing pharmacokinetics and 
excellent bioavailability. These favorable pharmaceutical properties are not entirely 
unexpected. Indeed, the process of natural selection over hundreds of millions of 
years has evolved bioactive proteins such as hormones, enzymes, and antibodies to 
perform their functions in a fashion that is optimal to the health and viability of 
each organism. In contrast to so-called large-molecule (i.e., peptide and protein) 
drugs, almost no known small-molecule drug exhibits comparable selectivity or 
sensitivity. Perhaps the only small molecules that do are those drugs that are identi-
cal to the naturally occurring chemicals in the body (i.e., estrogen, testosterone, 
thyroxine, and epinephrine). Indeed, these small molecules likely coevolved with 
their target proteins.

The fact that polypeptides are large molecules means that far more functional 
and operational information can be chemically encoded into them than small mole-
cules. In other words, there is much more room on a protein scaffold to add, remove, 
or substitute chemical moieties to change a given protein’s specifi city, bioavailabil-
ity, kinetics, or function. This chemical fl exibility can allow a protein chemist to 
engineer a potential or promising new protein drug into a more useful product. 
Indeed, many peptide and protein pharmaceuticals on the market today are engi-
neered, via site-directed mutagenesis, or chemically modifi ed to enhance their sta-
bility, selectivity, or effi cacy. For example, the cytokine hormone Infergen is a 
“designed” interferon derived from a consensus alignment of bioactive mammalian 
interferon alpha sequences. This designed molecule was found to give the protein 
greater bioactivity. Another example is pegademase, a PEGylated version of the 
enzyme adenosine deaminase [14]. This protein is decorated with poly(ethylene 
glycol) (PEG) subunits covalently attached to exposed lysine side chains. This cova-
lent chemical modifi cation extends the in vivo half-life of the protein by a factor of 
10 or more. Yet another example of an engineered or rationally designed protein is 
the hormone LisPro Insulin, a derivative of insulin in which Lysine 28 and Proline 
29 have been interchanged [15]. This chemical change was found to enhance the 
activity and extend the lifetime of this form of insulin relative to natural insulin. 
Beyond these specifi c examples of engineered hormones and enzymes is a much 
larger collection of chimeric murine-human antibodies such as Infl iximab, Ritux-
imab, and Abciximab that have been designed to have murine variable domains and 
human constant domains. These chimeric features reduce the antigenicity of mono-
clonal murine antibodies and thereby greatly enhance the tolerance and half-life of 
these molecules.

Selectivity, specifi city, and “programmability” are what make protein pharma-
ceuticals so attractive to today’s pharmaceutical and biotech industry. As a result, 
enormous efforts are now going into the discovery, production, and FDA approval 
of dozens of new protein drugs. In 2005, the market capitalization of the biotech-
nology industry in the United States was estimated to be $311 billion. In 2004, 40 



new protein pharmaceuticals (drug types, indications, or formulations) were 
approved by the (FDA)—more than in any prior year. With the completion of the 
Human Genome Project and the launch of many large-scale proteomic efforts 
[16, 17], the potential to fi nd even more pharmaceutically useful hormones, enzymes, 
and antibodies will likely grow even further. How much further can it grow? The 
“universe” of endogenous protein drugs can be estimated by considering the size 
of the human proteome and the current diversity of functions or roles that have 
been identifi ed to date. In particular, the approximately 25,000 genes identifi ed in 
the human body probably code for around 40,000 different proteins (isozymes or 
splice variants) and up to 1,000,000 different posttranslationally modifi ed variants, 
including chemically modifi ed or cleaved proteins [18]. Current annotations suggest 
that approximately 3000 different human enzymes exist, along with over 150 dif-
ferent hormones. Given the number of enzymes and hormones available (which 
may be used for diseases requiring replacement therapy), this suggests that there 
could be at least 3500 antibody targets (which may be needed for antagonizing the 
unwanted effects of certain enzymes or hormones). If we include the number of 
known receptors (estimated to be 4000) for which antibodies may be targeted, then 
the number of potential, pharmaceutically important antibodies may be closer to 
8000 molecules. Given that there are less than 400 protein drugs that are either 
approved or in the drug development pipeline, this rough calculation suggests we 
still have a long way to go before we exhaust the supply of potential endogenous 
protein drugs.

Although there is much to be optimistic about the future of protein pharmaceu-
ticals, there are still many unique problems with their development, production, 
and delivery. Among the more obvious problems with protein drugs is the fact that 
they are much more delicate than small-molecule drugs. Proteins such as hormones, 
antibodies, and enzymes cannot normally be “compounded” or pressed into dry 
pills or emulsifi ed or concentrated into tinctures. This type of conventional phar-
maceutical manufacturing and formulation would destroy the activity of most 
protein pharmaceuticals. Similarly most peptide hormones, antibodies, and 
enzymes cannot be stored indefi nitely at room temperatures in nonsterile contain-
ers; instead they must be kept in a cool, dark, aqueous, sterile environment for no 
more than a few weeks. These limitations to protein preparation and formulation 
have created a signifi cant challenge to pharmaceutical chemists. Potential solutions 
to these problems are discussed in Chapter 4 of this book.

Yet another challenge in working with or producing peptide and protein drugs 
is their cost. Relative to small-molecule drugs, manufacturing costs for peptide and 
protein pharmaceuticals are enormous, with many protein drugs being priced at 10 
to 1000 times the cost of a small-molecule drug (on a per-milligram basis). This 
price difference exists because most polypeptide drugs cannot be synthesized using 
classicl synthetic organic methods—they are simply too large and too complex for 
today’s technology. Currently the only cost-effective method for producing most 
polypeptide hormones, antibodies, and enzymes is through recombinant gene 
expression in bacterial or mammalian cell culture. This is a time-consuming, low-
yield (100 mg—10 g per liter) process that requires the use of large fermentor 
systems, carefully monitored growth conditions, and multiple purifi cation steps.

Beyond the obvious problems of storage and production of protein pharmaceu-
ticals lies one of the more discouraging facts about protein drugs: The body is not 
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a particularly friendly place for foreign proteins. Indeed, our bodies have developed 
a huge arsenal of tricks to quickly and effi ciently dispose of proteins that are swal-
lowed, ingested, or injected. For instance, proteins that are swallowed are imme-
diately attacked by enzymes (amylases [19]) in the mouth, which are designed to 
remove the protective sugars that cover many proteins. Moving down the throat, 
these “naked” proteins are adsorbed and denatured by surface interactions with 
the mucosal cells. As the surviving proteins enter the stomach and small intestine, 
they are exposed to extremely acidic conditions (which instantly denature most 
proteins) and a host of acid-stable proteases that digest these denatured molecules 
into short, inactive peptides. Similarly, if a peptide or protein pharmaceutical is 
injected into the bloodstream, it may be attacked by antibodies or swallowed by T 
cells and cut into fragments. Alternatively, it may be adsorbed by albumins or 
lipoproteins and permanently removed from the circulation. Even if an injected 
protein survives these insults, a foreign protein may still be attacked by plasma 
proteases and demolished into tiny fragments. Foreign proteins are “ill treated” 
due to the design of our bodies to use proteins as a source of food (if ingested) or 
to identify pathogens (such as bacteria, viruses, and parasites) that have invaded 
our circulatory system. This makes most proteins “enemies” of the body, something 
to be digested or eliminated at every opportunity. Even for its own “friendly” pro-
teins (i.e., the proteins needed for cellular functions), the body has established 
several mechanisms to turn over or eliminate these proteins every few days. This 
regular turnover prevents old proteins from malfunctioning and keeps tight control 
over regulatory proteins that need only be around for minutes or hours at a time. 
These fi nely tuned mechanisms, which have evolved over the past two billion years, 
make it very diffi cult for pharmaceutical companies to use protein drugs as inject-
ables or oral consumables.

6.1.3 PEPTIDE AND PROTEIN HORMONE BIOPHARMACEUTICALS

A hormone is classically defi ned as a chemical messenger, either a small molecule 
or a large macromolecule, which is synthesized in an organ or tissue and then 
secreted into the circulatory system where it subsequently affects separate target 
organs whose cells bear an appropriate receptor. Hormone actions include the 
stimulation or inhibition of growth, the induction or suppression of programmed 
cell death (apoptosis), the modulation of the immune system, the regulation of 
metabolism, and the preparation for a new activity (e.g., fi ghting, fl eeing, and 
mating) or phase of life (e.g., puberty, childbirth, and menopause). In many cases, 
one hormone may regulate the production and release of other hormones. Many 
hormones can be described as messengers serving to regulate the metabolic activity 
of an organ or tissue. Hormones also control the reproductive cycle of virtually all 
multicellular organisms.

Animal hormones essentially fall into four different chemical classes: (1) amine-
derived hormones, (2) peptide/protein hormones, (3) steroid hormones, and (4) 
lipid or phospholipid hormones. Amine-derived hormones such as catecholamines 
and thyroxine are derivatives of the amino acids tyrosine and tryptophan. Peptide 
hormones including insulin, growth hormone, and vasopressin consist of polypep-
tides ranging in length from 5 to 200 residues. Steroid hormones such as estrogen 



and testosterone are derived from cholesterol. The adrenal cortex and the gonads 
are primary sources for these hormones. Lipid and phospholipid hormones are 
derived from lipids such as linoleic acid and phospholipids such as arachidonic acid. 
For this chapter we are primarily concerned with peptide hormones.

The functional diversity of peptide/protein hormones is enormous. There are as 
many potential classes of these hormones as there are classes of hormonally regu-
lated biological functions. If we also include potential antagonists to natural hor-
monal function (i.e., peptides that may bind competitively or noncompetitively to 
hormone receptors), we could double the number of classes. However we can gen-
erally group subcategories so that pharmaceutically important peptide hormones 
might be classifi ed into the following broad conceptual categories:

1. Homeostatic regulators control basic physiological conditions such as blood 
glucose levels (insulin), water retention (vasopressin, desmopressin), or 
uterine muscle contractions (oxytocin).

2. Fertility regulators can be used to either inhibit or promote fertility. Although 
luteinizing hormone (LH) and follicle stimulating hormone (FSH) are regu-
lated indirectly through the steroid hormone (estrogen and progesterone) 
levels to suppress fertility, direct introduction of the peptide hormones them-
selves is used to induce development and release of multiple ova.

3. Growth/division regulators may either include hormones regulating growth 
of the entire body (e.g., human growth hormone) or of a specifi c tissue type 
(e.g., erythropoeitin for hematopoeisis, palifermin for mucositis, or aldesleu-
kin for lymphocytes). Some fertility hormones (e.g., leuprolide) may act indi-
rectly as general or specifi c growth inhibitors.

4. Immunomodulatory hormones modulate the normal immune or infl amma-
tory responses. This class can include hormones that upregulate the immune 
response (e.g., interferon) or that suppress it (e.g., cyclosporine).

If the defi nition of a hormone were expanded to include localized secreted or cell-
surface signaling molecules, many other kinds of regulators would join this list, 
including molecules with roles in developmental fate specifi cation and differentia-
tion (e.g., netrins, semaphorins, and morphogens). Because the effects of such 
signals are highly localized, their use as effective therapeutic agents would require 
greater precision in administration than current systemic delivery methods. Table 
6.1-1 provides a complete list of the peptide/protein hormones that are currently 
approved by the FDA. More details about some of these are provided below.

6.1.3.1 Examples of Hormone Biopharmaceuticals

Homeostatic Hormones. Insulin is produced by beta cells found in the islets of 
Langerhans that are dispersed throughout the pancreas. The islet cells constitute 
only 1% of total pancreatic tissue. Each islet contains about 3000 endocrine cells 
with a core of beta cells surrounded by other endocrine cells such as the glucagon-
secreting alpha cells, the somatostatin-secreting delta cells, and the pancreatic 
polypeptide-secreting PP cells. The beta cells fi rst synthesize a 109-amino-acid 
preproinsulin that is subsequently processed to an 86-amino-acid proinsulin. The 
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Figure 6.1-1. The x-ray crystal structure of a human insulin homodimer (A/B/C/D) at 
1.5-Å resolution (PDB ID: 1ZEH). Each component of the dimer is composed of a smaller 
chain (A/C of 21 residues) linked by disulfi de bridges to a larger chain (B/D of 30 
residues).

A-chain and B-chain regions are connected by the C-peptide residues and by two 
disulfi de bridges. Proinsulin is further cleaved by the Golgi apparatus before 
secretion, releasing the C-peptide (35 residues) from the two insulin chains (51 
residues total) joined by disulfi de bonds. Insulin is secreted into the blood by the 
beta cells and carried to its major target tissues in the liver, adipocytes, and muscles. 
Insulin binds to the insulin receptor tyrosine kinase localized in the plasma 
membrane of target cells leading to receptor autophosphorylation and a signal 
transduction cascade that is known to regulate more than 100 downstream genes.

Banting, Best, Collip, and MacLeod fi rst isolated insulin in 1921 and demon-
strated its therapeutic potential in treating type I diabetes (diabetes mellitus) in 
1922 [20]. Before the development of recombinant forms of the hormone, it was 
isolated from bovine or porcine pancreata. Recombinant human insulin is pro-
duced in either Escherichia coli bacteria or Saccharonlyces cerivisiae yeast strains 
that have been genetically engineered. Active insulin consists of two peptide chains 
(called A and B) joined by disulfi de linkages (Figure 6.1-1). The A chain is 21 
amino acids long, whereas the B chain is 30 amino acids long. E. coli lack the pro-
tease necessary to cleave proinsulin, so A and B chains are either produced in 
separate cells, purifi ed, and oxidized chemically to form the disulfi de linkages, or 
full-length proinsulin is produced and cleaved in a separate in vitro proteolytic 
reaction (reviewed in Ref. 21). Insulin produced in S. cerivisiae is genetically modi-
fi ed so that A and B chains are linked directly or by a short synthetic sequence. 
The fi nal product is converted into human insulin by a trypsin-mediated transpep-
tidation reaction carried out in an aqueous–organic solvent media, in the presence 
of excess threonine ester. Human insulin was the fi rst animal protein to have been 
made in bacteria in such a way that its structure is absolutely identical to that of 
the natural molecule. Modifi cations to the original recombinant insulin have 
included reversing selected amino acid positions (insulin Lispro) and replacing and 



adding selected amino acids (insulin Glargine and Aspart). The purpose of these 
modifi cations is to improve the kinetics or duration of drug action.

Insulin is generally administered parenterally (subcutaneous injection), although 
many researchers and companies are developing alternative administration 
methods, i.e., oral, buccal, (Oral-lyn) or pulmonary (Exubera) [10]. These methods 
require greatly increased dosage in the case of buccal or pulmonary administration 
or additives to improve the bioavailability of orally administered insulin (including 
encapsulation, permeabilization, or chemical stabilization additives). No intesti-
nally absorbed (oral) version of insulin has yet been proven effective and received 
FDA approval.

Another group of important homeostatic regulatory hormones are oxytocin and 
vasopressin. These two hormones are structurally related 9-mer oligopeptides pro-
duced in the hypothalamus and then transported along axons to the posterior 
pituitary where they are stored until they are secreted. Oxytocin and vassopressin 
are identical in sequence and structure except for residues three and eight; yet they 
have very different physiological effects. Oxytocin stimulates mammary milk secre-
tion and contraction of uterine smooth muscle and likely plays a role in labor initia-
tion. Vasopressin (also known as antidiuretic hormone—ADH) is a vasoconstrictor 
and reduces the water content of urine by increasing the reclamation of urinary 
water by the renal collecting duct. However, due to their structural similarity, there 
is a slight overlap of physiological response to these hormones; oxytocin has about 
1% the antidiuretic potency of vasopressin, whereas vasopressin has about 15% the 
mammary secretion potency of oxytocin [11]. Both proteins are cyclic peptides with 
cysteines at positions one and six being joined by disulfi de bonds, forming a six-
residue ring structure with a fl exible three-residue amidated carboxyl-terminal tail. 
Both hormones act through binding to specifi c receptors that are coupled to G-
protein signal transduction pathways. G-protein activation leads to activation of 
inositol triphosphate and diacylglycerol, resulting in internal Ca2+ release and a 
MAP kinase cascade. The end result is phosphorylation of the myosin light chain 
leading to smooth muscle contraction. Oxytocin receptors are found in mammary 
myoepithelial and uterine smooth muscle cells, whereas vasopressin receptors are 
found predominantly in the cortical glomerular mesangial cells and medullary 
vascular smooth muscle cells of the kidney. In addition to stimulating contraction 
of vascular cells, vasopressin also causes translocation of aquaporin water channels 
to the apical surface of cells in the renal collecting duct. Traumatic or metastatic 
damage to the hypothalamus as well as rare hereditary disease can result in a lack 
of vasopressin, leading to the development of diabetes insipidus [11]. Those infl icted 
with this disease produce large amounts of dilute urine and must drink large 
amounts of fl uid to replace what is lost.

Vasopressin is administered parenterally, but its synthetic analog, desmopressin 
acetate, can be administered by rhinal tube or orally, by tablet, for the treatment 
of diabetes insipidus [10]. Oxytocin and Vasopressin are manufactured through 
solid-phase synthesis [22, 23]. Antidiuretics are in fairly widespread use, having 
been prescribed in about 15% of all physician visits in the United Sates in 2002–
2003 up from about 10% only 7 years before [24]. Oxytocin is used to induce labor 
by parenteral administration, either through subcutaneous or intravenous injection, 
or can be administered nasally to increase milk production in nursing mothers. 
Oxytocin induction of labor occurred in approximately 20% of births in the United 
States in 2003 [24].
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Fertility Hormones. LH and FSH are heavily N-glycosylated glycoprotein dimers 
containing a common alpha chain of 92 amino acids and a unique 121 (LH) or 111 
(FSH) residue beta chain. These hormones regulate human sex steroid production 
(LH) and gametogenesis (LH and FSH) in both males and females. They are 
expressed in a cyclic fashion by the pituitary gonadotrope cells. In males, for 
example, there is one LH pulse of consistent amplitude approximately every 90 
minutes, but in females the amplitude and frequency of LH pulses varies throughout 
the ovarian cycle [11]. LH activates a seven-transmembrane G-protein-coupled 
receptor that is found primarily in the Leydig cells of the testes of males and 
in granulosa and theca cells in the female ovarian follicle. The FSH seven-
transmembrane G-protein-coupled receptors are found only in Sertoli cells in the 
male testes or in granulosa cells in the female ovarian follicle. In males, LH induces 
the formation of testosterone in its target cells, whereas FSH induces production 
of androgen. In females, the complex cooperative activation of LH and FSH 
receptors regulates the levels of the primary sex steroids, progesterone, and estradiol. 
LH and FSH can be isolated from the urine of postmenopausal women, or they 
can be made in recombinant form by expression of transgenes in Chinese hamster 
(CHO) cells. LH and FSH are usually administered together to treat female 
infertility by stimulating ovulation and follicular maturation of the ovulated follicle 
into a corpus luteum. LH and FS (Lutropin—LH—or Repronex—combined LH 
and FSH) are administered parenterally. Of the approximately 6.7 million women 
with fertility problems in the United States in 1995, 35% were treated with some 
form of ovulation-inducing drug [25].

Growth Regulatory Hormones. Growth hormone (also known as somatotropin or 
somatropin) was fi rst isolated in 1944 [11]. It is an anabolic hormone responsible 
for inducing cell division and controlling an individual’s height. Growth hormone 
also increases calcium retention, strengthens and increases the mineralization of 
bone, increases muscle mass, induces protein synthesis, and stimulates the immune 
system. Mature growth hormone is a single-chain, nonglycosylated 191 residue 
polypeptide formed in the anterior pituitary. It is derived from a larger prohormone 
that includes a cleaved secretory signal peptide. In addition to the pituitary, growth 
hormone is also expressed at a much lower level in other tissues, including the 
central nervous system, mammary glands, gonads of both sexes, and hematopoietic 
and immune system cells. The growth hormone receptor was the fi rst identifi ed 
cytokine receptor and is an approximately 620-residue single-pass transmembrane 
protein that is highly glycosylated and ubiquitinated. A proteolytic fragment of the 
receptor, growth hormone binding protein, circulates throughout the bloodstream 
and increases the half-life of growth hormone by reducing its rate of degradation 
and clearing. The growth hormone receptor has been observed throughout the 
body in tissues as diverse as the gastrointestinal tract; the musculoskeletal system; 
the cardiorespiratory system; hematopoietic and immune systems; the central 
nervous system; integument, renal, and urinary systems; and the endocrine system. 
It is also found on cells of all major lineages in the developing fetus. However, in 
adults, it achieves its highest level of expression in the liver. A single growth 
hormone ligand binds to two receptors causing dimerization. This trimer, lacking 
its own kinase function, then recruits a member of the Janus tyrosine kinase family 
(JAK2) leading to activation of STAT-mediated gene transcription along with 



activation of the Ras-Raf-MEK, phosphatidylinositol 3-kinase (PI 3-kinase) and 
protein kinase C pathways [26, 27]. As might be expected, this has diverse and 
widespread effects on physiology and morphology. The main effect is to stimulate 
both chondrocyte and osteoblast proliferation leading to longitudinal bone growth. 
In addition, muscle mass increase is favored as an increase in lipolytic activity in 
adipose tissue leads to a reduction in total fat. Growth hormone also affects 
differentiation within the central nervous system with consequent cognitive effects 
such as enhancement of long-term memory, learning, and rapid eye movement 
sleep, although only when administered at supraphysiological levels.

A reduction or loss of growth hormone production, an autosomal recessive dis-
order, leads to obvious signs of dwarfi sm as early as 6 months of age. Laron syn-
drome is a defect in the growth hormone receptor also leading to sharply reduced 
stature but is resistant to exogenous treatment with growth hormone [29]. By con-
trast, chronic overproduction of growth hormone can lead to acromegaly, a some-
times fatal condition due to resulting cardiovascular, cerebrovascular, respiratory, 
and metabolic diseases.

Recombinant human growth hormone for injection is produced in E. coli. The 
mature product is identical to the natural human hormone, although it is initially 
translated with a signal peptide that is cleaved by the cell as the peptide is synthe-
sized and exported into the periplasm. Growth hormone production can also be 
increased through administration of semorelin acetate, the acetate salt of an ami-
dated synthetic 29-amino acid peptide corresponding to the amino-terminal 
residues of human growth hormone releasing hormone [11]. By contrast overpro-
duction of growth hormone leading to acromegaly can be treated by a PEGylated 
version of growth hormone, known as Pegvisomant [30]. This chemically altered 
version of growth hormone competitively binds to the receptors without activating 
them, thus interfering with the action of the elevated endogenous hormone.

Another example of a growth regulatory hormone is erythropoietin. Erythro-
poeitin (EPO) is a 166-residue cytokine, produced primarily by interstitial cells 
near the proximal tubular cells of the kidney. EPO stimulates erythropoiesis, the 
formation of red blood cells. The hormone was initially partially purifi ed by Gold-
wasser and colleagues from the urine of anemic patients in 1977, and the cDNA 
was cloned by Lin et al. and Jacobs et al. in 1985 [31, 32]. The protein is highly N- 
and O-glycosylated, with up to 40% of its weight being carbohydrate. Each glyco-
sylation chain is terminated with a sialic acid, which may also be incorporated into 
the chain, and the total sialylation affects both receptor-binding affi nity and serum 
half-life (the latter is of greater importance in total EPO biological activity). Thus, 
the kidney sets the hematocrit (the percent of whole blood that is composed of red 
blood cells) at a normal value of 45% by regulating red cell mass through EPO 
production and plasma volume through excretion of salt and water [11, 33]. EPO 
released into the blood travels to the bone marrow and binds to its cell-surface 
receptor on erythroid-specifi c precursors to stimulate red blood cell production. 
Like the related cytokine, human growth hormone, the binding of erythropoietin 
to its cognate receptor leads to dimerization and subsequent recruitment of the 
JAK2 tyrosine kinase signal transduction pathways to stimulate erythrocyte pro-
liferation and differentiation. EPO has been approved for the treatment of anemia 
associated with chronic renal failure, with chemotherapy in cancer patients, and 
anemia associated with surgery. EPO is also benefi cial for treatment of anemia 
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associated with Zidovudine (e.g., AZT) therapy for patients infected with HIV. 
Because the functional protein must be correctly glycosylated posttranslationally, 
it is prepared from recombinant CHO cells expressing the erythropoietin precur-
sor, including the 27-amino-acid signal peptide. A variant form (darbepoietin 
alpha) includes 2 amino acid substitutes that add N-glycosylation sites. The drug is 
currently only available for parenteral administration.

Immunomodulatory Hormones. Interferons constitute a family of species-specifi c 
vertebrate proteins (type I: IFN-α, IFN-β, IFN-ε, IFN-κ, and IFN-ω and type II: 
IFN-γ in humans) that confer general resistance to a broad range of viral infections, 
affect cell proliferation, and modulate immune responses [34]. Interferons were 
originally characterized in 1957 by Isaacs and Lindenmann as soluble proteins that 
induce antiviral activity in chicken cells. IFN-β and IFN-ω have only one functional 
copy each, but IFN-α is found in 13 different alleles producing 12 functional protein 
isoforms. The various IFN-α members each exhibit a distinct profi le of antiviral, 
antiproliferative, and immunostimulatory effects, but variants of the IFNA2 
gene (IFN-α2a, IFN-α2b, and IFN-α2c) provide the basis for most interferon 
therapeutics. Although the type I interferons invoke different cellular responses, 
they share a common dimeric receptor, IFNAR, which is found in low levels on 
the plasma membrane of all cell types. Each IFNAR subunit is composed of a 
single-pass transmembrane protein associated with a member of the JAK tyrosine 
kinase family (TYK2 for IFNAR-1 and JAK1 for IFNAR-2c). Upon binding of 
the ligand, the receptor dimerizes and cross-autophosphorylates the cytoplasmic 
receptor tails along with TYK2 and JAK1. This induces the phosphorylation and 
subsequent nuclear translocation of a STAT signaling complex and activation of 
gene-specifi c transcription [36]. It is not yet known how the many different species 
of IFN-α can lead to different cellular responses while acting through the same 
receptor, although data have indicated different ligands may have slightly different 
binding sites and may involve other receptors in the activated complex.

Parenteral administration of natural and recombinant interferons for the treat-
ment of hairy cell leukemia, malignant melanoma, AIDS-related Kaposi’s sarcoma, 
and a variety of viral diseases has been approved by the FDA. The type I IFNs 
exhibit a wide breadth of biological activities, including antiviral and antiprolifera-
tive effects as well as stimulation of MHC I antigen presentation and NK-cell acti-
vation. This makes them ideal for the treatment of many serious illnesses but can 
also result in undesirable side effects, especially at the high dosages normally 
employed. Oral administration of low-dose interferons has been studied in clinical 
trials but has not yet received approval for general use. Interferon-alpha was 
approved by the FDA on February 25, 1991 as a treatment for hepatitis C [37, 38]. 
In January 2001, the FDA approved PEGylated interferon-alpha. The PEGylated 
form is injected once weekly, rather than three times per week for conventional 
interferon-alpha.

6.1.3.2 The Future of Hormone Biopharmaceuticals

Research into new peptide hormone pharmaceuticals continues along several lines. 
Probably the most active area of research is into alternative delivery methods such as 
oral, nasal, buccal, transdermal, or pulmonary. All of these alternatives share issues 
of barrier penetration (whether mucosal or epidermal), protein stability, rate of clear-
ance, and bioavailability.



The epithelial mucosa lining intestinal, buccal, nasal, and pulmonary tracts 
present signifi cant barriers to protein or peptide hormone access to the circulatory 
system. Increasing the mucosal adhesiveness of therapeutic proteins delivered 
through the mucosa leads to an increase in the duration of residence at absorption 
sites. This is typically accomplished through encapsulation of the protein in micro- 
or nanoparticles made of mucoadhesive polymers [39, 40]. Increased duration in 
the mucosa also exposes the protein drug to increased extracellular proteolytic 
activity. Therefore therapeutic proteins and peptides can be chemically altered to 
reduce their susceptibility to proteases (e.g., in the intestine). Oral desmopressin 
acetate, for example, is partly protected against proteolytic degradation through 
amidation of the carboxyl-terminus, replacement of L-Arg with D-Arg and replace-
ment of the amino-terminal residue with mercaptopropionic acid [41].

In addition to the mucosa, the epithelial cells also present a formidable barrier 
to the uptake of therapeutic proteins. A variety of strategies have been used to 
overcome this barrier, most notably through changing the hydro phobicity of 
the protein by the covalent attachment of lipophilic moieties. For example, the 
oral hexyl insulin monoconjugate 2 (HIM2) includes seven to nine units of PEG 
and a hexyl alkyl chain covalently attached to Lys29 and has proven safe and some-
what effective in controlling postprandial hyperglycemia in patients with type 1 
diabetes mellitus during phase I/II clinical trials [42]. More recently, epithelial per-
meation enhancers, such as cationic or polymeric derivatives of the hydrophilic 
polysaccharide, chitosan, have proven effective in enhancing the effectiveness of 
oral [43], nasal [44], or pulmonary [39] administration of insulin or calcitonin in 
experimental settings. The precise mechanism by which these various permeant 
enhancers work is not yet understood, although, at least in the intestine, the modifi -
cation of the tight junctions between cells in the intestinal epithelia is thought to be 
crucial [40].

In addition to novel delivery methods, several new peptide hormones with thera-
peutic potential have been recently identifi ed. Ghrelin is a 28-residue, posttransla-
tionally modifi ed peptide that is secreted primarily from cells in the stomach and 
that has been implicated in the regulation of feeding behavior [11]. There is evi-
dence that its orexigenic (appetite stimulating) activity is mediated, in part, by the 
hypothalamic hormone neuro peptide Y. Ghrelin is also the endogenous ligand for 
the growth hormone secretagogue receptor; it stimulates release of growth hormone 
from the pituitary independently of hypothalamic growth hormone releasing 
hormone. Repeated administration of Ghrelin has recently been shown to improve 
muscle mass and functional capacity in cachectic patients with heart failure or 
chronic obstructive pulmonary disease [45] and to alleviate chemotherapy-induced 
dyspepsia in rodents [46]. Leptin is an adipocyte-derived cytokine with an appe-
tite-suppressing effect, likely mediated, in part, through neuropepetide Y. Along 
with adiponectin, another adipocyte-derived hormone, leptin may increase fat 
oxidation and promote insulin sensitivity via the AMP-activated protein kinase, 
thus reducing circulating fatty acids and triacylglycerol [47].

6.1.4 ANTIBODY BIOPHARMACEUTICALS

Antibodies or immunoglobulins are a class of disease-fi ghting proteins produced by 
B cells found in the lymphatic system or bone marrow. Antibodies are produced to 
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bind a specifi c antigen that has stimulated the immune system. Their selectivity 
and tunability to recognize and bind an almost infi nite range of large- and small-
molecule substrates is what makes antibodies so important to the immune system. 
Once bound, the antigen can be ingested and destroyed by other cells of the immune 
system, primarily macrophages. Each antibody consists of four polypeptides—two 
heavy chains and two light chains joined by disulfi de linkages in a hinge region to 
form a “Y”-shaped molecule (Figure 6.1-2a). The arms of the Y are known as the 
antigen-binding fragments (Fab). The region of the heavy chain associated with 
the light chains in the Fab contains one variable domain and one constant domain. 
The light chains each contain one constant domain and one variable domain. The 
variable domains of both the light and the heavy chain are known collectively as the 
variable fragment (Fv), and each contains hypervariable regions (known as 
complementarity-determining regions–CDRs) that are primarily responsible for 
determining antigen recognition. The lower portion of the “Y,” consisting primarily 
of the heavy chains, is called the constant region. The constant region determines 
the mechanism used to destroy antigen. There are fi ve classes of immunoglobulins 
(antibodies) in humans: IgM, IgG, IgE, IgA, and IgD. Most biopharmaceuticals are 
based on IgG.

Antibodies not only recognize and bind to antigens, but they also direct the 
process by which the antigens are eliminated or killed. These are called the effector 
function. The base of the heavy chain (called the constant fragment, Fc) is species-

A

D

B C

Figure 6.1-2. IgG antibodies and antibody fragments. (A) Murine IgG antibody showing 
variable (Fv), antigen-binding (Fab), and constant (Fc) fragments. Heavy and light chains 
are indicated by suffi x H and L, respectively. (B) Chimeric IgG with murine Fv regions 
fused to human constant regions (CL, CH1, and Fc). (C) Humanized IgG with fused murine 
CDRs in Fv regions. (D) Antibody fragments. scFv—single-chain Fv; dsFc—disulfi de-
stabilized Fv; bispecifi c—two linked scFvs with different antigen recognition.



specifi c and mediates effector functions, including antibody-dependent cellular 
cytotoxicity (ADCC) and complement-dependent cytotoxicity (CDC). In ADCC, 
antibodies bind to Fc receptors on the surface of natural killer (NK) cells or mac-
rophages, and trigger phagocytosis or lysis of the targeted cells. In CDC, antibodies 
kill the targeted cells by triggering the complement cascade at the cell surface. IgG 
is most effi cient in inducing both ADCC and CDC and, therefore, is most suitable 
for use as a therapeutic molecule. 

The fi rst monoclonal antibody (mAb) tested in 1986 as a therapeutic in humans 
was a murine antibody, Muromonab (OKT3) [6]. Despite the high expectations of 
mAb therapy, OKT3 failed as a good treatment for trans plantation rejection, pri-
marily as a result of severe human anti-murine antibody response in patients. The 
second mAb marketed for therapeutic use in humans, Abciximab (ReoPro), 
required nearly 9 years of development to produce a chimeric Ab with mouse Fab 
and human Fc regions [48]. Since that time, more than 27 recombinant antibody 
therapeutics have been approved by the FDA, accounting for 24% of all approved 
protein/peptide therapeutics (Table 6.1-2) The current scheme for classifying mAbs 
is based on variation in their structure (Figure 6.1-2b–d).

1)  Standard mAbs are produced by fusing murine cultured melanoma cells with 
isolated immune-reactive spleen cells to produce hybridoma fusions. These 
hybridomas are assayed in vitro for reactivity to the selected antigen and 
clones of single reactive cells are grown by intraperitoneal injection into naïve 
mice. Thus, all reactive cells from a single mouse result from a single reactive 
clone, and hence, the resulting antibodies are called monoclonal.

2)  Fc-humanized mAbs are the result of genetic engineering to replace the 
murine Fc with human Fc in the melanoma cell lines [49].

3)  An alternative approach to producing humanized Abs is to graft murine 
CDRs and a few structural residues from the heavy chain into a human IgG 
heavy chain [50]. In combination with the normal mouse light chain pro-
duced by the hybridoma, this CDR-grafting leads to the development of 
Daclizumab (Zenapax) in 1997. Instead of generating CDRs in whole animals 
by antigen immunization, they can also be selected by panning combinatorial 
phage libraries with recombinant Fabs [51]. Adalimumab (Humira) was the 
fi rst therapeutic antibody developed with this technique in 2002. Yet another 
strategy for producing humanized Abs immunizes transgenic mice engi-
neered to express human IgG against the selected antigen [52, 53]. Several 
therapeutic mAbs derived from such transgenic “humanized” mice are in 
late-phase clinical trial, including Panitumumab, an anti-EGFR Ab for the 
treatment of advanced metastatic colorectal cancer.

4) Recombinant bacterial techniques, coupled with the recognition that the 
entire antibody is not always required, have led to the formation of many 
therapeutic antibody fragments (Figure 6.1-3d). Whole IgG mole cules are 
about 150 kDa, and subsequently, they diffuse into tissue slowly and are 
cleared from the body slowly as well. These characteristics make them poor 
candidates in diagnostic imaging or radiotherapy applications. The Fv region 
is the smallest portion of the Ab that maintains its antigen specifi city, and it 
is small enough to be easily expressed in E. coli. Single-chain Fvs (scFvs) are 
fusion proteins containing both heavy and light variable regions connected 
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through a short peptide linker. Disulfi de-stabilized Fvs (dsFvs) connect the 
two variable regions through engineered cysteine disulfi de linkages. Diabod-
ies are homodimers of scFvs that are covalently linked by a short peptide 
linker so that the V domains are forced to make intermolecular complexes. 
Bispecifi c Fvs are fusions of two complete Fv regions with a different antigen 
specifi city. Variations on these themes incorporating part of the constant 
region are also possible.

6.1.4.1 Examples of Antibody Biopharmaceuticals

Muromonab (Orthoclone OKT3) is a purifi ed murine monoclonal antibody specifi c 
to the CD3 receptor on the surface of human T cells (T lymphocytes). Used in 
organ transplant prophylaxis, Muromonab is administered parenterally. It has been 
effective in reversing corticosteroid-resistant acute rejection in renal, liver, and 
cardiac transplant recipients. Muromonab binds to the epsilon subunit of the 
surface glycoprotein CD3 that is associated with the T-cell receptor. It seems to 
kill CD3 positive cells by inducing Fc mediated apoptosis, antibody mediated cyto-
toxicity, and complement-dependent cytotoxicity. Immediately after administration 
CD3-positive T lymphocytes are abruptly removed from circulation, most likely by 
NK-mediated cytoxicity directed toward the T cells themselves [54] or by inducing 
T-cell apoptosis [55]. The OKT3-dependent reduction in alloreactive T lympho-
cytes severely downmodulates transplant rejection. However, because OKT3 con-
tains the mouse Fc regions, its application led to several unfortunate side effects, 
including acute cytokine overstimulation, fl u-like symptoms, and, in rare cases, 
pulmonary edema, central nervous system disorders, or an anaphylactic reaction 
to the murine Fc (reviewed in Ref. 56.)

Abciximab (ReoPro) was the fi rst partially humanized antibody approved for 
therapeutic use. It was produced from transgenic murine melanoma cells contain-
ing human heavy-chain genes so that the resulting Fab fragment is a chimera of 
human and mouse Ab fragments. Abciximab binds to the glycoprotein lIb/IlIa 

Figure 6.1-3. The x-ray crystal structure of DNase I in the presence of the palindromic 
d(GCGATCGC) DNA fragment at 2.0-Å resolution (PDB ID: 2DNJ).

ANTIBODY BIOPHARMACEUTICALS 721
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receptor (a member of the integrin family of adhesion receptors and the major 
platelet surface receptor involved in platelet aggregation) and competitively inhibits 
fi brinogen-mediated platelet aggregation and clot formation [57]. Thus it is used in 
the treatment of myocardial infarction, unstable angina, and as an adjunct to per-
cutaneous coronary intervention. Because the constant regions of the Fab fragment 
are derived from a human gene, side effects such as those observed with Muro-
monab are dramatically reduced. Nevertheless, in rare cases, acute profound 
thrombocytopenia can occur after Abciximab administration leading to a recom-
mendation to monitor platelet count in patients within 11 to 21 hours after treat-
ment [58].

Daclizumab is a humanized IgG mAb that binds to the human IL-2 receptor (anti-
CD25). Daclizumab is a composite of human (90%) and murine (10%) antibody 
sequences. The human sequences were derived from the constant domains of 
human IgG1 and the variable framework regions of the Eu myeloma antibody [59]. 
The antibody is produced by expression in a mammalian cell line. The murine 
sequences were derived from the complementarity-determining regions of a murine 
anti-CD25 antibody [50]. Daclizumab competitively inhibits the cytokine IL-2 
from binding to its CD25 receptor and phosphorylating the IL-2R beta and gamma-
chains. This leads to an inhibition of downstream STAT activator genes and a 
subsequent immunosuppressive effect [60]. Early evaluations of clinical effective-
ness of Daclizumab have been promising with reduced side effects relative to 
OKT3.

Adalimumab (Humira) is an anti-TNF antibody used in the treatment of rheu-
matoid arthritis. Elevated levels of TNF are found in the synovial fl uid of rheuma-
toid arthritis patients and play an important role in both the pathologic infl ammation 
and the joint destruction that are hallmarks of the disease. Adalimumab binds 
specifi cally to TNF-alpha and blocks its general cytokine effects through its inter-
action with the p55 and p75, thereby reducing TNF-induced infl ammation and 
halting joint destruction. Adalimumab also lyses surface TNF expressing cells in 
vitro in the presence of complement. It was the fi rst FDA-approved antibody thera-
peutic created using phage display technology [48] resulting in an antibody with 
human-derived heavy- and light-chain variable regions and human IgG constant 
regions. Adalimumab is produced by recombinant DNA technology in a mamma-
lian cell expression system from which it is purifi ed and administered by subcutane-
ous injection. Like other drugs that block TNF, use of Adalimumab has been 
associated with reactivation of previous serious infections such as tuberculosis, 
sepsis, and fungal infections. Patients with active infections should not be treated 
with Adalimumab.

6.1.4.3 The Future of Antibody Biopharmaceuticals

The development of future therapeutic antibodies revolves around several central 
issues: (1) further humanization to reduce unwanted Fc-based immune responses, 
(2) generation of novel CDRs against selected targets, and (3) selection of novel 
therapeutic Ab targets. Humanization of mAbs has been extensively reviewed 
elsewhere [61, 62]. A leading focus of recent activity is the use of transgenic mice 
that have been engineered by a combination of modifi ed traditional transgenic 



techniques, yeast artifi cial chromosome (YAC) technology, and microcell-
mediated chromosome transfer. The use of these techniques is required due to the 
large size of the immunoglobulin gene clusters; the human heavy-, λ-light-, and κ-
light-chain loci (located on chromosomes 14, 22, and 2, respectively) span over a 
megabase each. In addition, murine native light- and heavy-chain regions are 
deleted in these heavily engineered mice to reduce the production of murine anti-
bodies. Several mAbs produced from these mice are currently under development, 
including Zanolimumab (anti-CD4 for treatment of cutaneous and peripheral T-
cell lymphoma [63]), Panitumumab (anti-epidermal growth factor receptor (EGFR) 
for treatment of advanced metastatic colorectal and other cancers [64]), and 
Denosumab (anti-receptor activator of nuclear factor kappa B ligand (RANKL)—
a key mediator of the resorptive phase of bone remodeling—for treatment of 
osteoporosis, rheumatoid arthritis, and cancer with skeletal metastasis [65]).

We have discussed techniques using combinatorial phage libraries to pan for 
CDRs responding to therapeutic targets. In addition, libraries of novel CDRs can 
be displayed on the surface of E. coli or S. cerevisiae or produced in vitro, using 
ribosome display or semi- or fully synthetic antibody libraries (reviewed in Ref. 
48). Libraries can be based on CDRs of inoculated or näive individuals and extract 
variable domains from IgG or IgM regions by polymerase chain reaction (PCR) 
and subsequent cloning into expression vectors for display (e.g., in phage or E. coli). 
Although naïve libraries (those that have been derived from nonimmunized indi-
viduals) have greater complexity than libraries from inoculated individuals, they 
also tend to have reduced expression and increased toxicity in E. coli. In vitro 
methods circumvent these issues and permit harsher selection conditions that may 
lead to the production of higher affi nity antibodies. Phage display is the only tech-
nology that has been developed suffi ciently that it can be used commercially, and 
several therap eutic antibodies produced using this approach are in various stages 
of development, including Mapatumumab (an agonistic mAB that activates the 
TNF receptor apoptosis induced ligand (TRAIL-R1) to induce apoptosis in mul-
tiple types of cancer cells), Metelimumab (anti-TGF-β1 for treatment of sclerodoma), 
and AbThrax (anti-Bacillus anthracis Protective Antigen prevents anthrax from 
inducing toxin-mediated cell death).

Although novel therapeutic targets continue to be sought routinely, antibody 
development has mainly been focused on traditional cell-surface and extracellular 
antigens. Development of novel potential therapeutic targets is dependent on dis-
coveries from fi elds as diverse as cell biology, cancer biology, microbiology, and 
developmental genetics. Recently, attention has been focused on the development 
of antibody derivatives, called intrabodies, that are directed toward intracellular 
targets [66]. The reducing environment found within the cells makes it diffi cult for 
most antibodies to form the disulfi de bonds necessary for molecular stability. Intra-
bodies are formed from a subset of naturally occurring immunoglobulin frame-
works that are capable of supporting a variety of antigen-binding structures inside 
this reducing environment. Alternative methods for discovering intrabodies involve 
screening scFvs, yeast surface display, phage display, intracellular antibody capture, 
and directed modifi cations to the Fc region to improve molecular stability in the 
cell. Experimental intrabodies that bind H-RAS and block oncogenic transforma-
tion of NIH 3T3 cells have recently been developed from scFvs [67] as have anti-
angiogenic adenoviral-delivered scFvs [68].

ANTIBODY BIOPHARMACEUTICALS 723
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6.1.5 ENZYME BIOPHARMACEUTICALS

Enzymes are produced by living organisms and function as biological catalysts in 
specifi c biochemical reactions of substrates. Enzymes accelerate reactions usually 
through stabilization of a reactive intermediate at their active site, the place where 
the reaction occurs. The enzymes, themselves, may be chemically altered during the 
reaction but are restored to their initial state by its completion. Enzymes are critical 
to the functioning of most cellular systems as most essential metabolic or catabolic 
reactions would occur too slowly, or would lead to different products without enzymes. 
Because of their importance, the mutation, overproduction, underpro duction, or 
deletion of a single critical enzyme can lead to severe disease. For example, muco-
polysaccharidosis type VI (or Maroteaux–Lamy syndrome), is a lethal syndrome that 
develops when patients are defi cient in an enzyme called N-acetylgalactosamine 
4-sulfatase (galsulfase) and, thus, cannot degrade glycosaminoglycans suffi ciently. 
These compounds accumulate in various tissues leading to permanent, progressive 
cellular damage affecting an individual’s appearance, physical abilities, organ and 
system functioning, and, in most cases, mental development [69].

More than 3000 human enzymes have been identifi ed and named. Typically the 
suffi x-ase is added to the name of the substrate (e.g., lactase is the enzyme that 
catalyzes the breakdown of lactose) or the type of reaction (e.g., DNA polymerase 
catalyzes the assembly of DNA). However, this is not always the case, especially 
when enzymes modify multiple substrates. For this reason, enzymes are formally 
named and classifi ed based on the recommendations of the Nomenclature Com-
mittee of the International Union of Biochemistry, which assigns an Enzyme Com-
mission (EC) number and a formal name. There are six main classes of enzymes: 
oxidoreductases (EC 1), transferases (EC 2), hydrolases (EC 3), lyases (EC 4), 
isomerases (EC 5), and ligases (EC 6). Most enzyme pharmaceuticals in current 
use belong to the hydrolase class such as galsulfase and agalsidase. These enzymes 
are involved in the hydrolysis (i.e., cleaving) of various bonds. However, there are 
also examples of pharmaceutical enzymes that belong to oxidoreductases, for 
example, rasburicase. Some enzymes are highly specifi c to certain substrates, such 
as adenosine deamidase, making them ideal drug candidates. On the other hand, 
some enzymes have wide specifi cities, such as vitamin A esterase, making these 
less desirable for drug development. 

The potential utility of enzymes as pharmaceuticals was noted many decades 
ago, and since then, nearly two dozen enzymes have been developed to treat a 
variety of diseases. Almost all enzyme therapies developed to date are used to deal 
with a loss of function defect (a mutation that diminishes activity, a low level of 
production, a deletion). Hence, most enzyme drugs are used as enzyme replace-
ment therapies (ERT) for relatively rare, inborn errors of metabolism (IEMs). As 
a result, many enzyme therapeutics fall under the FDA’s Orphan Drug Designa-
tion. However, a few enzyme therapies can also be used to treat much more 
common conditions such as cancer, heart attacks, and stroke. In the United States, 
the fi rst enzyme to receive FDA approval was a tissue plasminogen activator called 
alteplase. This protein, which is now commonly used to treat strokes, was intro-
duced in 1987 as Activase. Since then at least 16 other enzyme drugs have been 
introduced into the marketplace. Some of these are described in more detail below 
and in Table 6.1-3.



T
A

B
L

E
 6

.1
-3

. 
F

D
A

-A
pp

ro
ve

d 
E

nz
ym

e 
P

ha
rm

ac
eu

ti
ca

ls

G
en

er
ic

 N
am

e 
B

ra
nd

 
In

di
ca

ti
on

 
D

es
cr

ip
ti

on
 

N
am

e(
s)

A
ga

ls
id

as
e 

Fa
br

az
ym

e 
Fa

br
y’

s 
di

se
as

e 
R

ec
om

bi
na

nt
 h

um
an

 α
-g

al
ac

to
si

da
se

 A
. T

he
 m

at
ur

e 
pr

ot
ei

n
 

be
ta

 
 

 
 

is
 c

om
po

se
d 

of
 2

 s
ub

un
it

s 
of

 3
98

 a
a.

 P
ro

te
in

 i
s 

gl
yc

os
yl

at
ed

 
 

 
 

 
an

d 
pr

od
uc

ed
 b

y 
C

H
O

 c
el

ls
.

A
lg

lu
ce

ra
se

 
C

er
ed

as
e 

G
au

ch
er

’s
 d

is
ea

se
 

H
um

an
 β

-g
lu

co
ce

re
br

os
id

as
e 

or
 β

-D
-g

lu
co

sy
l-

N
-

Im
ig

lu
ce

ra
se

 
C

er
ez

ym
e 

 
 

ac
yl

sp
hi

ng
os

in
e 

gl
uc

oh
yd

ro
la

se
. 4

97
 a

a 
pr

ot
ei

n 
(5

9.
3 

k
D

a)
 

 
 

 
 

w
it

h 
N

-l
in

ke
d 

ca
rb

oh
yd

ra
te

s.
 A

lg
lu

ce
ra

se
 i

s 
pr

ep
ar

ed
 b

y 
 

 
 

 
m

od
ifi

 c
at

io
n 

of
 t

he
 o

lig
os

ac
ch

ar
id

e 
ch

ai
ns

 o
f 

hu
m

an
 

 
 

 
 

β-
gl

uc
oc

er
eb

ro
si

da
se

. T
he

 m
od

ifi
 c

at
io

n 
al

te
rs

 t
he

 s
ug

ar
 

 
 

 
 

re
si

du
es

 a
t 

th
e 

no
nr

ed
uc

in
g 

en
ds

 o
f 

th
e 

ol
ig

os
ac

ch
ar

id
e 

 
 

 
 

ch
ai

ns
 o

f 
th

e 
gl

yc
op

ro
te

in
 s

o 
th

at
 t

he
y 

ar
e 

pr
ed

om
in

an
tl

y
 

 
 

 
te

rm
in

at
ed

 w
it

h 
m

an
no

se
 r

es
id

ue
s.

A
lt

ep
la

se
 

A
ct

iv
as

e 
A

cu
te

 m
yo

ca
rd

ia
l i

nf
ar

ct
io

n,
  

H
um

an
 t

is
su

e 
pl

as
m

in
og

en
 a

ct
iv

at
or

, p
ur

ifi
 e

d,
 g

ly
co

sy
la

te
d,

 
 

 
 

ac
ut

e 
is

ch
em

ic
 s

tr
ok

e,
 a

nd
 

 
52

7 
aa

 p
ur

ifi
 e

d 
fr

om
 C

H
O

 c
el

ls
.

 
 

 
ac

ut
e 

pu
lm

on
ar

y 
em

bo
li

A
ni

st
re

pl
as

e 
E

m
in

as
e 

A
cu

te
 p

ul
m

on
ar

y 
em

bo
li

,  
H

um
an

 t
is

su
e 

pl
as

m
in

og
en

 a
ct

iv
at

or
, p

ur
ifi

 e
d,

 g
ly

co
sy

la
te

d,
 

 
 

 
in

tr
ac

or
on

ar
y 

em
bo

li
,  

 
52

7 
re

si
du

es
 p

ur
ifi

 e
d 

fr
om

 C
H

O
 c

el
ls

. E
m

in
as

e 
is

 a
 

 
 

an
d 

m
yo

ca
rd

ia
l i

nf
ar

ct
io

n 
 

ly
op

hi
li

ze
d 

fo
rm

ul
at

io
n 

of
 a

ni
st

re
pl

as
e,

 t
he

 p
-a

ni
so

yl
 

 
 

 
de

ri
va

ti
ve

 o
f 

th
e 

pr
im

ar
y 

L
ys

-p
la

sm
in

og
en

-s
tr

ep
to

ki
na

se
 

 
 

 
 

ac
ti

va
to

r 
co

m
pl

ex
 (

a 
co

m
pl

ex
 o

f 
L

ys
-p

la
sm

in
og

en
 a

nd
 

 
 

 
 

st
re

pt
ok

in
as

e)
. A

 p
-a

ni
so

yl
 g

ro
up

 i
s 

ch
em

ic
al

ly
 c

on
ju

ga
te

d 
 

 
 

 
to

 a
 c

om
pl

ex
 o

f 
ba

ct
er

ia
l-

de
ri

ve
d 

st
re

pt
ok

in
as

e 
an

d 
hu

m
an

 
 

 
 

 
pl

as
m

a-
de

ri
ve

d 
L

ys
-p

la
sm

in
og

en
 p

ro
te

in
s.

A
sp

ar
ag

in
as

e 
E

ls
pa

r 
A

cu
te

 ly
m

ph
oc

yt
ic

 le
uk

em
ia

  
L

-a
sp

ar
ag

in
e 

am
id

oh
yd

ro
la

se
 f

ro
m

 E
sc

h
er

ic
hi

a 
co

li
.

 
 

 
&

 n
on

-H
od

gk
in

’s
 ly

m
ph

om
a

C
ol

la
ge

na
se

 
Sa

nt
yl

 
C

hr
on

ic
 d

er
m

al
 u

lc
er

s 
&

  
T

he
 e

n
zy

m
e 

co
ll

ag
en

as
e 

is
 d

er
iv

ed
 f

ro
m

 f
er

m
en

ta
ti

on
 o

f
 

 
 

se
ve

re
 s

ki
n 

bu
rn

s 
 

C
lo

st
ri

di
u

m
 h

is
to

ly
ti

cu
m

.

725



726

D
or

na
se

 a
lf

a 
D

ilo
r 

C
ys

ti
c 

fi b
ro

si
s 

R
ec

om
bi

na
nt

 h
um

an
 d

eo
xy

ri
bo

nu
cl

ea
se

 I
. D

el
iv

er
ed

 b
y

D
N

as
e 

L
uf

yl
li

n 
 

 
ae

ro
so

l m
is

t.
 T

he
 p

ro
te

in
 i

s 
pr

od
uc

ed
 b

y 
ge

ne
ti

ca
lly

 
N

eo
th

yl
li

ne
 

 
 

en
gi

ne
er

ed
 C

H
O

 c
el

ls
 c

on
ta

in
in

g 
D

N
A

 e
nc

od
in

g 
fo

r 
th

e
 

P
ul

m
oz

ym
e 

 
 

na
ti

ve
 h

um
an

 p
ro

te
in

, D
N

as
e 

I.
 2

60
 a

a.
H

ya
lu

ro
ni

da
se

 
V

it
ra

se
 

F
or

 i
nc

re
as

e 
of

 a
bs

or
pt

io
n 

an
d 

H
ig

hl
y 

pu
ri

fi e
d 

sh
ee

p 
hy

al
ur

on
id

as
e 

fo
r 

in
je

ct
io

n 
in

to
 t

he
 

 
 

di
st

ri
bu

ti
on

 o
f 

ot
he

r 
in

je
ct

ed
 

 
vi

tr
eo

us
 c

av
it

y 
of

 t
he

 e
ye

.
 

 
 

dr
ug

s,
 f

or
 r

eh
yd

ra
ti

on
 a

nd
 

 
 

 
di

ab
et

ic
 r

et
in

op
at

hy
L

ar
on

id
as

e 
A

ld
ur

az
ym

e 
M

uc
op

ol
ys

ac
ch

ar
id

os
is

 
H

um
an

 r
ec

om
bi

na
nt

 α
-L

-i
du

ro
ni

da
se

, 6
28

 a
a 

(m
at

ur
e 

fo
rm

),
 

 
 

 
 

pr
od

uc
ed

 b
y 

re
co

m
bi

na
nt

 D
N

A
 t

ec
hn

ol
og

y 
in

 C
H

O
 c

el
ls

. 
 

 
 

 
L

ar
on

id
as

e 
is

 a
n 

83
 k

D
a 

gl
yc

op
ro

te
in

. T
he

 n
uc

le
ot

id
e 

 
 

 
 

se
qu

en
ce

 i
s 

id
en

ti
ca

l t
o 

a 
po

ly
m

or
ph

ic
 f

or
m

 o
f 

hu
m

an
 

 
 

 
 

α
-L

-i
du

ro
ni

da
se

. I
t 

co
nt

ai
ns

 6
 N

-l
in

ke
d 

ol
ig

os
ac

ch
ar

id
e 

 
 

 
 

m
od

ifi
 c

at
io

n 
si

te
s.

P
an

cr
el

ip
as

e 
C

ot
az

ym
 

C
ys

ti
c 

fi b
ro

si
s,

 c
hr

on
ic

  
P

ro
te

in
 m

ix
tu

re
 i

so
la

te
d 

fr
om

 p
or

ci
ne

 o
r 

bo
vi

ne
 p

an
cr

ea
s,

 
 

P
an

cr
ea

se
 

 
pa

nc
re

at
it

is
, a

nd
 p

an
cr

ea
ti

c 
 

 
so

m
et

im
es

 c
al

le
d 

pa
nc

re
at

in
. C

on
ta

in
s 

3 
en

zy
m

es
: 

 
U

lt
ra

se
 

 
du

ct
 b

lo
ck

ag
e 

 
am

yl
as

e,
 l

ip
as

e,
 a

nd
 p

ro
te

as
e 

(c
hy

m
ot

ry
ps

in
).

 
Z

ym
as

e
P

eg
ad

em
as

e 
A

da
ge

n 
Se

ve
re

 c
om

bi
ne

d 
 

B
ov

in
e 

ad
en

os
in

e 
de

am
in

as
e 

de
ri

ve
d 

fr
om

 b
ov

in
e 

in
te

st
in

e
 

 
 

im
m

un
od

efi
 c

ie
nc

y 
di

se
as

e 
 

th
at

 h
as

 b
ee

n 
ex

te
ns

iv
el

y 
P

E
G

yl
at

ed
 f

or
 e

xt
en

de
d 

se
ru

m
 

 
 

 
 

ha
lf

-l
if

e.
P

eg
as

pa
rg

as
e 

O
nc

as
pa

r 
A

cu
te

 ly
m

ph
ob

la
st

ic
 le

uk
em

ia
 

P
E

G
yl

at
ed

 L
-a

sp
ar

ag
in

e 
am

id
oh

yd
ro

la
se

 f
ro

m
 E

sc
h

er
ic

hi
a 

 
 

 
 

co
li

. P
E

G
yl

at
io

n 
su

bs
ta

nt
ia

lly
 (

fa
ct

or
 o

f 
4)

 e
xt

en
ds

 t
he

 
 

 
 

 
pr

ot
ei

n 
ha

lf
-l

if
e.

R
as

bu
ri

ca
se

 
E

lit
ek

 
H

yp
er

ur
ic

em
ia

 
R

as
bu

ri
ca

se
 (

34
.1

 k
D

a)
 r

ed
uc

es
 e

le
va

te
d 

pl
as

m
a 

ur
ic

 a
ci

d 
 

 
 

 
le

ve
ls

 d
ue

 t
o 

tu
m

or
 ly

si
s 

(f
ro

m
 c

he
m

ot
he

ra
py

).
 I

t 
ca

ta
ly

ze
s 

 
 

 
 

th
e 

ox
id

at
io

n 
of

 u
ri

c 
ac

id
 i

nt
o 

an
 i

na
ct

iv
e 

an
d 

so
lu

bl
e 

 
 

 
 

m
et

ab
ol

it
e 

(a
ll

an
to

in
).

T
A

B
L

E
 6

.1
-3

. 
C

on
ti

n
u

ed

G
en

er
ic

 N
am

e 
B

ra
nd

 
In

di
ca

ti
on

 
D

es
cr

ip
ti

on
 

N
am

e(
s)



727

R
et

ep
la

se
 

R
et

av
as

e 
A

cu
te

 p
ul

m
on

ar
y 

em
bo

li
,  

H
um

an
 t

is
su

e 
pl

as
m

in
og

en
 a

ct
iv

at
or

, p
ur

ifi
 e

d 
fr

om
 C

H
O

 
 

 
in

tr
ac

or
on

ar
y 

em
bo

li
, a

nd
  

 
ce

ll
s,

 g
ly

co
sy

la
te

d,
 3

55
 a

a.
 R

et
av

as
e 

is
 c

on
si

de
re

d 
a

 
 

 
m

yo
ca

rd
ia

l i
nf

ar
ct

io
n 

 
“t

hi
rd

-g
en

er
at

io
n”

 t
hr

om
bo

ly
ti

c 
ag

en
t,

 g
en

et
ic

al
ly

 
 

 
 

en
gi

ne
er

ed
 t

o 
re

ta
in

 a
nd

 d
el

et
e 

ce
rt

ai
n 

po
rt

io
ns

 o
f 

hu
m

an
 

 
 

 
 

tP
A

. R
et

av
as

e 
is

 a
 m

ut
an

t 
of

 h
um

an
 t

PA
 f

or
m

ed
 b

y 
de

le
ti

ng
 

 
 

 
va

ri
ou

s 
aa

’s
 p

re
se

nt
 i

n 
en

do
ge

no
us

 h
um

an
 t

PA
. R

et
av

as
e

 
 

 
 

co
nt

ai
ns

 3
55

 o
f 

th
e 

52
7 

aa
 o

f 
na

ti
ve

 h
um

an
 t

PA
 (

aa
 1

–3
 a

nd
 

 
 

 
17

6–
52

7)
, a

nd
 r

et
ai

ns
 t

he
 a

ct
iv

it
y-

re
la

te
d 

kr
in

gl
e-

2 
an

d
 

 
 

 
se

ri
ne

 p
ro

te
as

e 
do

m
ai

ns
 o

f 
hu

m
an

 t
PA

. T
hr

ee
 d

om
ai

ns
 a

re
 

 
 

 
de

le
te

d 
fr

om
 r

et
av

as
e—

kr
in

gl
e-

1,
 fi

 n
ge

r,
 a

nd
 E

G
F.

St
re

pt
ok

in
as

e 
St

re
pt

as
e 

A
cu

te
 e

vo
lv

in
g 

tr
an

sm
ur

al
  

A
 p

ur
ifi

 e
d 

pr
ep

ar
at

io
n 

of
 a

 b
ac

te
ri

al
 p

ro
te

in
 f

ro
m

 g
ro

up
 C

 
 

 
m

yo
ca

rd
ia

l i
nf

ar
ct

io
n,

  
(β

)-
he

m
ol

yt
ic

 S
tr

ep
to

co
cc

u
s.

 
 

 
pu

lm
on

ar
y 

em
bo

li
sm

, d
ee

p 
 

 
 

ve
in

 t
hr

om
bo

si
s,

 a
rt

er
ia

l 
 

 
 

th
ro

m
bo

si
s 

or
 e

m
bo

li
sm

, a
nd

 
 

 
 

oc
cl

us
io

n 
of

 a
rt

er
io

ve
no

us
 

 
 

ca
nn

ul
ae

T
en

ec
te

pl
as

e 
T

N
K

as
e 

M
yo

ca
rd

ia
l i

nf
ar

ct
io

n 
an

d 
 

T
en

ec
te

pl
as

e 
is

 a
 5

27
 a

a 
gl

yc
op

ro
te

in
 d

ev
el

op
ed

 b
y 

in
tr

od
uc

in
g

 
 

 
in

tr
ac

or
on

ar
y 

em
bo

li 
 

th
e 

fo
llo

w
in

g 
m

od
ifi

 c
at

io
ns

 t
o 

th
e 

cD
N

A
 f

or
 n

at
ur

al
 h

um
an

 
  

 
 

tP
A

: T
hr

10
3 
to

 A
sp

10
3, 

A
sp

11
7 

to
 G

ln
11

7 
(b

ot
h 

w
it

hi
n 

th
e

 
 

  
 

kr
in

gl
e 

1 
do

m
ai

n)
, a

nd
 t

he
 t

et
ra

-A
la

 s
ub

st
it

ut
io

n 
at

 a
a

 
 

 
 

29
6–

29
9 

in
 t

he
 p

ro
te

as
e 

do
m

ai
n.

 
U

ro
ki

na
se

 
A

bb
ok

in
as

e 
P

ul
m

on
ar

y 
em

bo
li

sm
, c

or
on

ar
y 

L
ow

-m
ol

ec
ul

ar
-w

ei
gh

t 
fo

rm
 o

f 
hu

m
an

 u
ro

ki
na

se
 t

ha
t 

co
ns

is
ts

 
 

 
ar

te
ry

 t
hr

om
bo

si
s,

 a
nd

 I
V

 
 

of
 a

n 
A

 c
ha

in
 o

f 
2 

kD
a 

li
nk

ed
 b

y 
a 

SH
 b

on
d 

to
 a

 B
 c

ha
in

 o
f

 
 

 
ca

th
et

er
 c

le
ar

an
ce

 
 

30
.4

 K
D

a.
 R

ec
om

bi
na

nt
 u

ro
ki

na
se

 p
la

sm
in

og
en

 a
ct

iv
at

or
.



728 PROTEINS

6.1.5.1 Examples of Enzyme Biopharmaceuticals

Dornase alfa (DNase I; EC 3.1.21.1) was introduced over a decade ago as an 
optional drug to treat cystic fi brosis (CF). Cystic fi brosis is an autosomal, recessive, 
hereditary disease that affects the lungs, sweat glands, and the digestive system, 
causing chronic respiratory and digestive problems. It is caused by mutations in the 
cystic fi brosis transmembrane conductance regulator (CFTR) protein and is the 
most common fatal autosomal recessive disease in Caucasians. Approximately 1 in 
25 individuals of European descent is a carrier of a CF mutation. Dornase breaks 
down the built-up sputum in the lungs of affected individuals through the digestion 
of the accumulated extracellular DNA from the breakdown of neutrophils that 
collect due to the local infl ammation of the lungs [70]. As the drug has a short 
duration of action, it is administered continuously through daily inhalation by a 
nebulizer or a compressor system. This treatment benefi ts about 40% of patients. 
The drug is usually well tolerated, although some side effects such as chest pain 
and skin rashes, have been reported [71]. The three-dimensional structure of 
DNase I in the presence of a short DNA segment is illustrated in Figure 6.1-3.

Galsulfase (Aryplase) or N-acetylgalactosamine 4-sulfatase (ARSB; EC 
3.1.6.12) is a hydrolase drug used in the treatment of mucopolysaccharidosis (MPS) 
type IV (or Maroteaux–Lamy syndrome), a lysosomal storage disease. Patients 
suffering from this lethal syndrome are defi cient in Galsulfase expression leading 
to a block of the degradation of glycosaminoglycans, which causes an accumulation 
of these compounds in various tissues [69]. Galsulfase treatment is well tolerated, 
although some patients develop antibodies against the enzyme. However, these 
enzyme-specifi c antibodies generally decrease signifi cantly in these patients after 
about a year and a half of treatment [72]. Another drug has been available for the 
treatment of MPS type I since 2003. This disease is caused by a defi ciency in α-L-
iduronidase (laronidase; Aldurazyme; EC 3.2.1.76) [73]. Treatment with laronidase 
for the milder forms of MPS type I has been shown to be safe, well tolerated, and 
effective. No signifi cant side effects are associated with the administration of this 
enzyme-drug, although most patients develop antibodies against the enzyme; 
however, with time the antibody titers subside [74]. Injection of laronidase must be 
done on a weekly basis [73].

Agalsidase (Fabrazyme) is used in the treatment of Fabry disease, a lethal 
inborn error of metabolism disorder in which patients lack lysosomal hydrolase α-
galactosidase A (αGalA; EC 3.2.1.22). This enzyme is involved in the breakdown 
of glycosphingolipids leading to the accumulation of α-galactose in tissues and 
plasma [75]. This accumulation can lead to skin lesions, febrile episodes, and 
burning sensations in the extremities. Death in early adulthood is usually due to 
renal failure because of proteinuria induced hypertension. The bimonthly injection 
of agalsidase-α (Replagal) or agalsidase-β (Fabrazyme) alleviates the severe pain 
associated with this condition. The cost of these drugs can exceed $170,000 per 
year.

Pegademase (adenosine deaminase; EC 3.5.4.4) is a PEGylated enzyme used for 
treating patients with adenosine deaminase (ADA) defi ciency [76] and suffering 
from a form of severe combined immunodefi ciency syndrome (SCID), a disease 
that occurs in about 1/50,000 births. SCID patients have a severely crippled immune 
system and cannot clear or recover from the mildest microbial or viral infections. 



SCID patients, if untreated, usually die within 1 year due to severe, recurrent infec-
tions such as chronic diarrhea, ear infections, recurrent pneumonia, and profuse 
oral candidiasis. The ADA defi ciency leads to an accumulation of purine metabo-
lites, in particular dGTP, which are cytotoxic to lymphoid stem cells. Restoration 
of normal ADA levels removes the dGTP and allows the lymphoid stem cells to 
propagate. Pegademase is administered intravenously, stored at 4°C, and should 
never be frozen [77].

Imiglucerase (alglucerase) is used in the treatment of type 1 Gaucher disease 
(GD), a lysosomal storage disorder due to a defi ciency of glucocerebrosidase (EC 
3.2.1.45). This enzyme defi ciency leads to the accumulation of glucosylceramide in 
cells [78]. Imiglucerase has been used to treat Gaucher disease for the past decade 
and is given intravenously. Its application leads to a marked improvement in the 
clinical manifestation of the disease [79]. However, this drug cannot reverse all 
effects of Gaucher disease, such as fi brotic and necrotic tissue damage [80]. The 
drug is well tolerated and has few side effects. The most common side effect is 
antibody generation to imiglucerase [81]. However, the excellent safety profi le of 
imiglucerase enables patient self-administration and prevents the morbidity associ-
ated with the disease.

Although most enzyme therapies are used to treat relatively rare metabolic or 
genetic disorders, some enzymes are used to treat much more common affl ictions 
such as heart attacks and stroke. Tissue plasminogen activators (tPA; EC 3.4.21.68) 
are intravenously administered fi brinolytic agents that are used in reperfusion for 
the treatment of acute ischemic stroke [82]. It has been shown that the use of tPAs 
such as reteplase (Retavase), tenecteplase (TNKase), alteplase (Activase), and 
anistreplase (Eminase) within 3 hours post-stroke-onset affords at least an order 
of magnitude more benefi t to patients than aspirin, the only other benefi cial drug 
for this condition. About one third of patients treated with intravenous fi brinolytic 
therapy exhibit an improvement poststroke [83]. Furthermore, tPAs are also used 
in the treatment of acute myocardial infarction [84]. Tenecteplase is known to have 
a long half-life; therefore, a single bolus injection is suffi cient for treatment [85]. 
The half-life of reteplase is even longer allowing its administration as a double-
bolus injection. However, this increased half-life seems to be only useful in reduc-
ing the number of injections, as it provides no additional health benefi ts to the 
patient [86]. Streptokinase (Streptase; EC 3.4.99.0) is another thrombolytic agent 
that, in some instances, has been shown to be more effective than tPAs [87]. Lastly, 
urokinase (Abbokinase; EC 3.4.21.73) is another type of thrombolytic agent that 
activates plasminogen through another mechanism and is used in the treatment of 
pulmonary embolisms.

Several enzyme therapies are also used in the treatment of cancer. For instance, 
rasburicase (uricase; Elitek; EC 1.7.3.3) is used in the treatment of hyperuricemia 
due to tumor lysis syndrome (TLS). This is a potentially life-threatening condition 
that is associated with rapidly developing tumors, such as those found in lymphoma 
and leukemia, in patients undergoing chemotherapy. The incidence of hyperurice-
mia in these patients is close to 20% [88]. Uricase is an interesting enzyme, because 
it is found in most mammals, with the exception of humans, where the gene contains 
a nonsense mutation [89]. Rasburicase is well tolerated, has a very fast onset of 
action, and is administered intravenously once a day. However, the enzyme cannot 
be used on patients with glucose-6-phosphate dehydrogenase defi ciency [90]. The 
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PEGylated formulation of uricase is less immunogenic and has a longer half-life 
than its “naked” form [89].

Asparaginase (EC 3.5.1.1) is an example of another enzyme-based anticancer 
therapy. Asparaginase, derived from E. coli, is frequently used in the treatment of 
acute lymphoblastic leukemia [91]. Asparaginase works by depriving leukemic cells 
of L-asparagine. Asparaginase hydrolyzes the amino acid L-asparagine to L-aspar-
tic acid and ammonia. Most human tissues do not require L-asparagine because it 
can be synthesized from L-glutamine by the action of asparagine synthase (AS). 
However, acute lymphoblastic leu kemia cells generally have very low levels of AS 
and cannot upregulate the AS gene during conditions of L-asparagine depletion. 
Asparaginase is an effective way of depleting L-asparagine from the body, and this 
depletion results in selective cell death of those cells that cannot make L-aspara-
gine. Asparaginase has a relatively short half-life (10–20 hours). However, 
PEGylated asparaginase has a half-life that is 10–15 times longer. PEGylated-
asparaginase (Pegaspargase) was developed in the 1970s and 1980s. The drug has 
undergone extensive testing and seems to retain its antileukemic effectiveness 
while allowing less-frequent administration than the native compound. Although 
the actual cost to patients for Pegaspargase is greater than that of multiple injec-
tions of other Asparaginases, the reduced need for physician visits and treatment 
of complications of therapy may make overall treatment costs considerably less 
than that of the conventional Asparaginases.

Also some drug formulations contain more than one enzyme. For example, 
pancrelipase or Zymase contains amylase (for processing starch), lipase (for break-
ing down fats), and chymotrypsin (a protease) in various combinations. This protein 
mixture is isolated from porcine or bovine pancreatic tissues and is sometimes 
called pancreatin. This enzyme cocktail is sold to help digestion in people who do 
not produce enough of their own digestive enzymes. Such a condition can arise due 
to pancreatic disfunction caused by pancreatitis, cystic fi brosis, or pancreatic 
cancer.

6.1.5.2 The Future of Enzyme Biopharmaceuticals

The fi eld of enzyme therapy is not static. New enzymes are being developed and 
tested to treat a variety of diseases or conditions all the time. Some of the most 
active work has been in the area of lysosomal storage diseases. Indeed there are 
now several enzyme pharmaceuticals that are entering phase II and phase III trials 
to treat several fatal or debilitating syndromes associated with sugar metabolism 
or sugar catabolism. One example is acid maltase, which is associated with a rare, 
fatal condition called Pompe’s disease. Pompe’s disease, also known as infantile 
glycogen storage disease type 2 (GSD-II), or acid maltase defi ciency, results from 
a genetic defi ciency of the acid maltase enzyme, a protein that normally breaks 
down glycogen (sugar stored in cells). In the absence of acid maltase, glycogen 
accumulates to toxic levels in cardiac and skeletal muscles, causing the muscles to 
waste away. Early experiments with acid maltase on several newborns with Pompe’s 
disease indicated good success, particularly with those with residual acid maltase 
activity [92]. Several other lysosomal storage diseases are also being investigated 
with enzyme replacement therapy, including Hurler’s disease and Maroteaux–Lamy 
syndrome. Hurler’s disease is characterized by a defi ciency of α-iduronidase activ-



ity that causes accumulation of dermatan sulfate and heparin sulfate in patients. 
This leads to stiff joints, reduced range of motion, restrictive pulmonary disease, 
sleep apnea, and other problems with the eyes, liver, joints, and skeleton. Recent 
clinical trials with α-iduronidase ERT have shown signifi cant improvement in some 
patients, especially with their range of motion, fl exibility, and reduced sleep apnea 
(reviewed in Ref. 93). Maroteaux–Lamy syndrome is caused by the accumulation 
of excessive quantities of dermatan sulfate because of a defi ciency of the enzyme 
N-acetylgalactosamine-4-sulphatase (arylsulfatase B). An ERT trial has recently 
been conducted with recombinant arylsulfatase B given once every week. In this 
trial, urinary glycosaminoglycans were reduced, walking ability improved, the 
range of shoulder motion increased, and joint pain lessened [72]. However, several 
adverse reactions were also noted and all patients developed antibodies to 
arylsulfatase.

Not all enzyme therapies are likely to be successful, at least not until better 
methods for formulating and delivering enzymes are developed. One central chal-
lenge to almost all ERTs is the delivery of the proteins to the right tissues. For 
example, among the lysosomal storage diseases, new and improved formulation and 
delivery technologies need to be developed to deliver therap eutic enzymes effec-
tively to cardiac muscle and kidney in Fabry’s disease, skeletal muscle in patients 
with Pompe’s disease, and to joint tissues and structures in patients with Hurler’s 
disease and Maroteaux–Lamy syndrome. Improved tissue targeting would no doubt 
help many other enzyme therap eutics used to treat cancer, heart attacks, and 
strokes.

Another challenge with ERT is the enormous cost and the sometimes question-
able benefi ts or small improvements to patient quality of life. For some IEMs, the 
rarity of the disease means that production costs will always remain high. For 
Gaucher’s disease, in which ERT has been the most effective, the annual cost of 
ERT ranges from $40,000 to 320,000 per patient. The cost of ERT for Fabry’s 
disease is about $160,000 per year. Even for more common disorders such as cancer, 
heart attacks, and stroke, the costs of enzyme-based drugs are sometimes observed 
as too high. In fact, similar cost–benefi t debates have swirled around the issue of 
tPA versus aspirin and heparin treatments for stroke for more than 15 years [94]. 
In some cases, the enzyme drug is determined to be very cost-effective. In other 
cases it is not. Certainly as the market size grows for some enzyme therapies, the 
costs will inevitably drop. Likewise as formulations are improved and delivery 
mechanisms are enhanced, it is likely that the cost–benefi t balance will change 
markedly.

6.1.6 CONCLUSIONS

Pharmaceuticals based on natural and recombinant proteins have proven their 
therapeutic value. Whether for hormone or enzyme replacement therapies or to 
block or inhibit other protein signals, pharmaceutical proteins exhibit exquisite 
selectivity and specifi city in their targets. Over 100 proteins have been approved 
by the U.S. Food and Drug Administration since their inception and many more 
are currently in various phases of development. Despite their potency, many issues 
hinder the widespread use of protein pharmaceuticals. Proteins require special 
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(expensive) preparation techniques, usually involving recombinant engineering 
and expression in cell culture followed by lengthy and costly purifi cations. They 
must be stored and shipped under special conditions as they are susceptible to 
denaturation and degradation by proteolysis. The barriers to easy oral administra-
tion and bioavailability are formidable, as the body has many natural defenses to 
exogenous proteins. Nevertheless, although there are many hurdles to be overcome, 
protein biopharmaceuticals are certain to see continued rapid development and 
growth because their potential for providing a more specifi c and potent therapeutic 
approach is unparalleled.
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6.2.1 INTRODUCTION

The protein pharmaceuticals such as human growth hormone and insulin have been 
known for years. However, in the past decade, an increased number of protein 
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products have come on the market and into the development pipeline as a result 
of the following reasons.

6.2.1.1 Recombinant DNA Technology

Advances in recombinant technology alleviated the problem of protein production 
and its purity. Through the process of recombinant DNA technology and use of 
nonhuman cell lines, human proteins can be manufactured free of viral contamina-
tion. This process enables production of large quantities of proteins previously diffi -
cult to obtain from human sources. Further isolation of protein from human sources 
is associated with a high risk of viral contamination. One such example, plasma 
derived clotting factor VIII isolated from human blood, resulted in transmission of 
viral diseases such as hepatitis and AIDS [1, 2].

6.2.1.2 Specifi city and Potency

Protein products are specifi c as they are identifi ed based on their mechanism of 
action. Further, protein products are attractive because of their potency, as only μg
quantities or a few thousand IU are required to exert the pharmacological effect.

6.2.1.3 Molecular Medicine

The term molecular medicine is defi ned as understanding disease at the molecular 
level. For example, the defi ciency of factor VIII causes a bleeding disorder, Hemo-
philia A [3]. Given the accomplishments made in the area of human genome and 
the emergence of proteomics, functional proteins that have important therapeutic 
value have been developed, and more will be identifi ed in the future.

6.2.1.4 Therapeutic, Subunit Vaccines

Protein and peptide antigen-based vaccines are safe. The search for safe, single-
shot vaccines against infectious and other diseases is a major focus of current 
research. Several peptide-and protein-based antigens are at different stages of 
development.

However, the protein therapeutics have unique handling and development 
requirements relative to the small organic molecule-based drugs and pose exclusive 
challenges for the formulation scientist. The formulation and delivery issues of 
therapeutic proteins can contribute to diffi culties in pharmaceutical development 
such as

• Stability (in vivo and in vitro)
• Immune toxicity
• Pharmacokinetics / pharmacodynamics-related problems

Formulation strategies, such as addition of specifi c functional excipients, freeze-
drying, protein engineering, and delivery strategies, have been used to improve the 
stability and circulation half-life and reduce immunogenicity, which in turn improve 



therapeutic effi cacy of protein drugs. This chapter will focus on formulation and 
delivery strategies of therapeutic proteins.

6.2.2 STABILITY OF THERAPEUTIC PROTEINS

As a result of the complex structure of the proteins, formulation of protein thera-
peutics pose unique diffi culties as it is susceptible to physical and chemical insta-
bilities. The complexity develops from the hierarchical nature of its structure: 
primary, secondary, tertiary, and quaternary structures. Primary structure is the 
amino acid sequence of the polypeptide chains; secondary structure refers to local-
ordered conformation; tertiary structure deals with the spatial arrangement of 
secondary structural elements (often referred as global fold); and the quaternary 
structure is the spatial arrangement of subunits. In general, chemical instability is 
related to primary structure of the protein, whereas physical instability is associ-
ated with the global fold or 3D structure of the molecule. The common problems 
encountered for protein products are listed in Table 6.2-1.

6.2.2.1 Chemical Instability

Chemical instability refers to covalent modifi cations of the molecule that result in 
a new chemical entity. Some amino acids in the protein are chemically labile and 
undergo degradation to form a new chemical entity. The chemical reactions that 
affect the proteins are as follows:

Deamidation. The side chain of amide linkage in a Gln or Asn residue is hydrolysed 
to form a free carboxylic acid that gives mixtures of peptides in which the 
polypeptide backbone is attached via an alpha-carboxyl linkage (Asp/Glu) or is 
attached via beta carboxyl linkage (iso-Asp/Glu) [4]. The key step in the reaction 
is the formation of a fi ve- or six-membered cyclic imide structure [5], and this 
degradative reaction most often occurs at a higher rate at the sequence Asn-Gly.

Oxidation. Oxidation is an important chemical degradation pathway for several 
proteins and can occur during all steps of its pharmaceutical development. The 
amino acids that are labile to oxidation are Met, His, Cys, Trp, Phe, Tyr, and Pro. 
Met has been identifi ed as one of the most easily oxidized amino acids in proteins 

TABLE 6.2-1.

Chemical Instability Physical Instability

Hydrolysis Denaturation
Deamidation (Gln and Asn) Adsorption to surfaces
Oxidation (His, Met, Cys, Trp, and Tyr) Aggregation
Proteolysis Precipitation
Incorrect disulfi de formation (Cysteine)
Racemization
Beta elimination

STABILITY OF THERAPEUTIC PROTEINS 739
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[6, 7]. Free radicals generated by metal ion catalysis and photo or thermal 
degradation of buffer or other excipients can accelerate the oxidative degradation 
reactions.

Beta Elimination. The beta elimination can occur in amino acids that have beta 
side chains. The amino acids that are labile for beta elimination are Cys, Ser, Thr, 
Phe, and Lys [6]. The rate of this degradative reaction is infl uenced by pH, 
temperature, and presence of metal ions. The beta elimination of Cys leads to 
incorrect disulfi de formation, as this reaction produces thiols [6].

Incorrect Disulfi de Formation. This reaction occurs in neutral and alkaline pH 
conditions. Under such conditions, deamidation also occurs. The thiols (formed by 
beta elimination) can promote the disufi de bond formation [8]. In an acidic 
environment, sulfenium ion promotes the incorrect disulfi de bonds [9]. Proteins 
with scrambled disulfi de bridges have been shown to yield native structure by 
incubating the protein with small amounts of mercaptoethanol or Cys.

Racemization. All amino acids except Gly are chiral and are subjected to base 
catalyzed racemization. This reaction leads to the formation of nonmetabolizable 
D-enantiomers and is often associated with loss of activity.

The chemical instability studies are often performed in simulated pharmaceuti-
cal stress conditions such as pH shifts or thermal stress conditions in the presence 
and in the absence of metal ions or buffer salts. The degradative products are ana-
lyzed by sequencing techniques such as mass spectrometry, HPLC techniques, and 
by employing specifi c enzymatic assays.

6.2.2.2 Physical Instability

Physical stability refers to changes in the higher-order structure (secondary and 
above) and is manifested as aggregation, precipitation, and surface adsorption [10]. 
Proteins, because of their complex structure and global fold, undergo physical 
instability [11]. In the global fold, the exposure of the hydrophobic groups is mini-
mized, and this conformation is required for optimal biological activity of the 
protein. Denaturation is a molecular process that disrupts the global fold of the 
molecule.

Denaturation. Denaturation refers to an alteration in the global fold of the 
molecule (i.e, a disruption in tertiary and frequently secondary). The global fold 
of the molecule can be altered by environmental conditions that are encountered 
in pharmaceutical development of proteins, including changes in temperature, pH, 
pressure, and concentration of denaturing agents such as surfactants. This molecular 
process is generally associated with inactivation of the protein. Denaturation of the 
protein may also be followed by additional phenomena of physical degradation such 
as surface adsorption, aggregation, or precipitation.

Aggregation. The existence of I (folding intermediate) states in several proteins 
leads to the inactivation of the protein by aggregation. Moderate amounts of stress 
can generate I states, which retains secondary structure but tertiary structural 



features such as intramolecular contacts are lost [12]. These intermediates associate 
to form large aggregates.

Precipitation. Precipitation is the macroscopic manifestation of aggregation. It 
has been observed that the formation of fi nely divided precipitate of insulin occurs 
on the walls of the container [13]. The precipitation of proteins is also observed 
during the manufacturing stages. Upon expression in recombinant systems, many 
proteins form aggregates called inclusion bodies [14].

Surface Adsorption. Adhesion of proteins to surfaces is a well-known phenomenon. 
The denatured or I states of the protein expose hydrophobic domains. This exposure 
promotes the binding of the protein to the walls of the container and other surfaces 
it comes in contact with. It has been well documented that insulin binds to surfaces 
of delivery pumps, to glass and plastic containers, and to the inside of the intravenous 
bags [15].

6.2.2.3 Formulation and Delivery Approaches to Overcome Instability

The risk of chemical instability can be assessed from the primary sequence of the 
protein. The sequence containing labile amino acids such as Asn-Gly and Met 
would be indicative of potential instability issues. The rate of chemical reactions 
that alter the primary sequence of the protein is higher in solution conditions and 
can limit the shelf-life of protein therapeutics. As the mobility of reactants is mini-
mized in the solid state, freeze-drying is often attempted to improve the stability 
[16]. In such instances, physical instability is a major issue to be dealt with. Freeze-
drying, also termed as lyophilization, is a dessication process in which the solvent 
(usually water) is fi rst frozen and then is removed by sublimation in a vacuum [17]. 
In other words, the protein in solution is frozen, producing discrete ice and solute 
crystals. The solid ice is sublimed. Controlled heating desorbs any of the tightly 
bound water.

Three steps constitute the freeze-drying process [17].

• Freezing
• Primary drying (sublimation) to remove bulk, free water
• Secondary drying (desorption) to remove structured, more tightly bound 

water

To prevent denaturation/unfolding of the protein during the harsh freeze-drying 
process, excipients are added, including bulking agents, suitable buffers for pH and 
osmotic adjustment, cryoprotectants, protein structure stabilizers, and phase-state 
modifi ers (glass transition temperature modifi ers) [17, 18]. As a result of the potency 
of therapeutic proteins, a low concentration of the protein is commonly used, which 
may lead to loss of therapeutic ingredients during freeze-drying [17]. To prevent 
protein loss, bulking agents such as mannitol, glycine, lactose, and sucrose are 
added to increase the bulk mass. These bulking agents can also be used as cryo-
protectants and to increase the collapse temperature, thereby improving product 
stability [18]. Cryoprotectants stabilize the proteins during the freezing and drying/
storage process and improve the collapse temperature. The collapse temperature 
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is closely linked to product temperature, which in turn, determines the storage 
temperature [16]. It is generally desired to store the product at room temperature, 
or 4–8°C, and, thus, excipients combined with a bulking agent that increases the 
glass (product) temperature are desired. Many informative review articles on 
freeze-drying are available [16–18].

The screening of protein structure stabilizers for long-term stability is generally 
achieved by performing folding/unfolding studies in solution conditions. As a fi rst 
step to perform solution studies, a reasonable quantity of the protein is required. 
As protein folding is a complex but interesting area of research, this section of 
formulation development involves basic research. It is essential that suitable ana-
lytical, spectroscopic, and thermal methods are developed to investigate the protein 
folding [19, 20]. In addition, solubility, buffer and pH conditions, and biochemical 
properties such as size, charge, and PI are determined. Acceptable buffers can be 
obtained from FDA guidelines and generally regarded as safe (GRAS) list. Com-
monly used buffers include phosphates, acetates and carbonates, lactates, ascor-
bates, and citrates. Addition of sodium chloride and other salts should also be 
investigated as these buffers and salts can increase the stability of a protein.

It is a common practice to employ thermal stress and pH changes to unfold the 
protein [21, 22], as these are often encountered during the pharmaceutical develop-
ment of protein drugs. A pH range of 5 to 7 is desired for formulation development 
[23]. Temperature-dependent studies yield thermodynamic information such as Tm 
and ΔG and the stability of the protein. To determine the Tm and ΔG, a simple 
two-state model for unfolding is assumed [24, 25].

N ⇔ D

The equilibrium constant for the unfolding is given by

K = [D]/[N]

The Gibbs free energy changes can be deduced from the equilibrium constant using 
the formula ΔG = (GD − GN) = −RTlnK, where R is the gas constant and T is the 
absolute temperature. The Tm and ΔG are determined by spectroscopic methods 
[circular dichroism (CD), fl uorescence, second derivative ultraviolet absorption 
spectroscopy] or by thermal methods (Differential Scanning Calorimetry, DSC) 
[20]. The aggregation of the protein is monitored using gel fi ltration, by light-
scattering measurements, analytical ultracentrifugation, and fi eld fl ow frac -
tionation techniques.

The spectroscopic methods allow the estimation of [D] and [N] at any tempera-
ture. At the melting temperature Tm, the ΔG is zero and ΔS is equal to ΔH/Tm 
where [D] and [N] are equal. The measured free energy is typically 5–20 Kcal/mol. 
Thus, the unfolding of the protein decreases the stability. A strategy to screen for 
excipients involves compounds that increase the Tm and prevent aggregation and 
surface adsorption. The above rational strategy has been used to identity excipients 
for acidic fi broblast growth factor [21].

The existence of intermediate states complicates this simple approach. The 
reversible denaturation or unfolding step can be followed by the formation of irre-
versible inactivated forms of the protein (I). The inactivated forms are chemical 



reaction (intermolecular disulfi de bridges, intermolecular beta strands), aggrega-
tion, dissociation of oligomers to monomers, adsorption to surfaces, and incorrect 
refolding.

N ⇔ D → I

K is the equilibrium constant that defi nes N ⇔ D transition and thermodynamic sta-
bility. k is the rate constant for the irreversible transition from D → I and provides 
information regarding the long-term stability. Although the equation shows the inac-
tivation after denaturation, the inactivation can proceed from the native state through 
the formation of intermediate states [26].

It has been observed for several proteins that the intermediate structures are 
formed as the protein unfolds from N state to D state [26]. As the protein unfolds, 
protein loses tertiary structure and, frequently, secondary structure. In some 
instances, the secondary structure remains intact while the tertiary structure is lost 
[12], which is clear from spectral studies that measure loss of secondary and tertiary 
structural changes. One spectroscopic technique that is sensitive to tertiary struc-
ture (e.g., fl uorescence) would detect changes, whereas other techniques that are 
sensitive to secondary structures (e.g., far UV CD) do not show any spectral 
changes. This molecular property is defi ned as molten globule or structured inter-
mediate [12]. These intermediates expose hydrophobic domains, and thus promote 
aggregation or surface adsorption.

The mechanisms of protein aggregation and stability are further complicated by 
the existence of aggregation-prone states in the unfolding of the protein that mimics 
the native state. Proteins subjected to thermal stress can aggregate from the fully 
unfolded state, but partially unfolded states have more frequently been implicated 
in aggregation processes; an example of the latter is the transition to molten globule 
states, in which proteins retain the majority of their secondary structural features 
while losing most of their tertiary structure. Such partially unfolded states have 
more exposed apolar regions and are more prone to aggregation than native or 
unfolded conformations. For proteins such as interferon gamma (IFN-γ) [27] and 
granulocyte colony stimulating factor (GCSF) [28], it has been clearly demon-
strated that extensive unfolding or formation of molten globule states is not a pre-
requisite for aggregation and can occur even under solution conditions that are 
considered to be physiological. Rather, aggregation seems to occur from an 
expanded state that more resembles the native protein than substantially disrupted 
structures. In many such cases, the rate-limiting step is not the generation of exten-
sively unfolded states. In the case of rhIFN-γ, aggregation has been shown to occur 
through the formation of a transiently expanded conformational species, whose 
surface area is greater than the native state by only 9% [27]. Similarly, native 
rhGCSF has been shown to aggregate through the formation of a monomeric transi-
tion state in which the surface area increase was only 15% [28]. The role of such 
small conformational fl uctuations and their effect on long-term stability has received 
considerable attention recently.

The large therapeutic proteins, such as factor VIII, are often organized into 
distinct domains that play a critical role in their structure and function [29, 30]. 
The folding/unfolding behavior of these individual domains, and the interac-
tions between them, may coordinate various functions in multidomain proteins. 

STABILITY OF THERAPEUTIC PROTEINS 743



744 FORMULATION AND DELIVERY ISSUES OF THERAPEUTIC PROTEINS

Furthermore, the modular assembly of multidomain proteins often results in 
complex unfolding characteristics and the existence of intermediate species, which 
may lead to physical instability including a tendency to aggregate. In the case of 
rFVIII, neither complete unfolding of the protein nor the generation of partially 
unfolded states of the protein appears to be a prerequisite for the protein to aggre-
gate. Rather, aggregation appears to involve subtle conformational changes in the 
C2 domain encompassing the lipid-binding region [31]. The excipients that bind to 
this domain have been developed as a formulation excipient that promotes the sta-
bility [31, 32].

Another complication that can impact the protein folding and stability is the 
irreversibility and “kinetic” aspects of protein folding. If kinetic components exist, 
they can interfere with the excipient screening process. It has been observed that 
the unfolding of rFVIII after thermal perturbation of the protein leads to irrevers-
ible aggregation [32, 33]. Based on thermal denaturation studies of multidomain 
proteins like phosphoglycerate kinase (PGK) and thermolysin, Sanchez-Ruiz et al. 
demonstrated that irreversible denaturation defi es analysis by standard equilibrium 
methods and suggested that the unfolding may be a kinetically controlled process 
[34, 35]. It is a general practice to acquire the unfolding profi le at different heating 
rates to determine the Tm. If Tm is found to be a function of the heating rate, it is 
important to develop excipients to minimize this kinetic contribution to protein 
instability. Such heating rate dependency on unfolding transitions has also been 
observed for other proteins including IFN-γ, Immunoglobulin G (IgG), and strep-
tokinase [30, 36, 37].

In general, the heating rate dependence of protein thermal structural perturba-
tions can be understood in terms of the Lumry–Eyring model [38], as shown below. 
According to this framework, a reversible unfolding step is followed by an irrevers-
ible event:

N U A
1k

k

k

⎯ →⎯
⎯ →⎯

← ⎯⎯
3

2

 (scheme 6.2-1)

where A is the fi nal (aggregated) state of the native protein N, irreversibly arrived 
at from the reversible altered form U. In this scheme, the fi rst-order kinetic con-
stants for each reaction j are represented by kj, which varies with temperature 
according to the Arrhenius equation. If k3 >> k2, then all of U will be converted 
into A, and the process can be represented by the simpler kinetic scheme as dis-
cussed in detail by Sanchez-Ruiz et al. [34]:

N A
k⎯ →⎯  (scheme 6.2-2)

This scheme represents the limiting case of the Lumry–Eyring model consisting of 
only two populated states, the native (N) and the fi nal aggregated state (A). This 
scheme predicts that k is a fi rst-order kinetic constant that varies with temperature, 
as given by the Arrhenius equation. Based on this simple kinetic model, Tm should 
vary with heating rate (ν) according to the equation:

ln(ν/Tm
2 ) = ln(AR/Ea) − Ea/RTm

where A is the frequency factor, Ea is the activation energy of the unfolding step, 
and R is the gas constant. Therefore, a linear plot of ln (ν/Tm

2 ) versus 1/Tm should 



indicate a fi rst-order reaction with slope of −Ea/R. The activation energy (Ea) for 
factor VIII was found to be ∼535 KJ/Mole (∼128 Kcal/Mole) and compares well 
with the Ea associated with the two transitions observed for the multidomain 
protein IgG [Ea for the two transitions were reported to be 456 KJ/mole (∼109 Kcal/
mole) and 692 KJ/mole (∼165 Kcal/mole)] [30]. Thus, analysis of the data in terms 
of kinetic scheme 6.2-2 suggests that, under the experimental conditions used in 
this study, the rate-controlling step in the aggregation of rFVIII may be a uni-
molecular reaction involving protein conformational changes. Based on our anti-
body binding assays, we believe that the conformational changes involve at least 
the lipid-binding region, 2303–2332 of the C2 domain [31]. O-phospho-L-serine 
(OPLS) is known to bind to the lipid-binding region in the C2 domain [31]. The 
addition of ligand capable of binding to this region inhibited conformational 
changes and interfered with the aggregation process.

It is important to study the protein folding at different concentrations of the 
protein once the selection of excipients is narrowed [39], which is critical for scale 
up and for proteins such as monoclonal antibody products where higher doses are 
desired. The kinetic aspects of protein folding and concentration-dependent aggre-
gation could potentially lead to instability. Overall, equilibrium unfolding is often 
used to screen excipients for the development of protein formulations. However, 
minor conformational changes that resemble the native state can lead to aggrega-
tion interfering with the equilibrium unfolding measurements. In addition, use 
of higher protein concentrations can accelerate the kinetically controlled aggrega-
tion process [39]. Thus, formulation development requires the characterization of 
minor conformational changes or aggregation prone states and their kinetics. 
Previous fi ndings on the molecular details of the aggregation prone state of rFVIII 
and their kinetics [32] have contributed toward the rational design of a rFVIII-
phosphoserine (PS) complex with improved physical characteristics [31].

6.2.3 IMMUNOLOGICAL PROPERTIES OF 
PROTEIN THERAPEUTICS

6.2.3.1 Immunogenicity of Proteins

Proteins and peptides are more immunogenic than conventional xenobiotics, and 
they are more prone to evoke immunotoxicity reactions (Table 6.2-2). The immu-
notoxicity is usually manifested in the form of a humoral immune response involv-
ing the formation of antibodies [40–42]. The antibodies can abrogate the effi cacy 
of the administered protein by neutralizing its activity [41–43] or by altering its 
pharmacokinetics, thus complicating the dose-response relationships. The risk of 
generating an immune response is dictated by a host of product-specifi c factors 
such as product origin, molecular structure, impurities/degradation products, and 
formulation [44]. Proteins of animal or microbial origin can invariably be expected 
to elicit an immune response as they will be recognized as foreign proteins (neo-
antigen) triggering a classic immune response involving the B and T cells [45]. 
Human proteins, expressed in microbes such as Escherichia Coli can be immuno-
toxic because of lack of glycosylation [46], which can expose immunogenic neo-
epitopes with the possibility of epitope spreading leading to immune responses 
against conserved regions in the long term. Even proteins of human origin, when 
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administered to humans, genetically defi cient of the respective protein, will trigger 
a classic immune response as the patients are not immunotolerant to the protein. 
The above is illustrated by the observations in patients having severe forms (negli-
gible endogenous protein production) of Fabry’s disease [47], an X-linked defi -
ciency of α-galactosidase A enzyme or Hemophilia A, where almost 30% of the 
patients develop antibodies upon therapy with the respective protein [48, 49]. Pro-
teins used as therapeutic agents to supplement endogenous proteins (e.g., erythro-
poeitin, IL-2) have the potential of immunotoxicity because of the breaking of 
immune tolerance to self proteins. The breaking of immunotolerance to self pro-
teins results more because of product-related factors (impurities, degradation prod-
ucts, and formulation excipients) [50] and dosing regimens employed for therapy 
[51].

A major challenge faced by a protein formulation scientist is the inability to 
predict or asses the risk of immunotoxicity of the fi nal product. The prediction of 
immune response requires a comprehensive consideration of protein structure, 
putative genetic background of the patient population, the formulation excipients, 
as well as frequency and route of administration [44]. The ability to asses the 
potential of immunotoxicity of a protein therapeutic is mainly hampered by the 
lack of predictive in vitro or in vivo models. Animal models, widely used in pre-
clinical drug testing, cannot predict immune responses in humans because of issues 
of immunotolerance and basic differences in the structure and function of the 
immune system that may not be readily translated across species. Mouse models 
have been the foundation for the majority of the work done toward understanding 
immune responses. However, when it comes to prediction of immunotoxicity of 
therapeutic proteins, signifi cant discrepancies in adaptive and innate immunity 
preclude any extrapolation to humans. Nevertheless, animal models can still be 
used to conduct preclinical immunotoxicity studies, provided one appreciates all 
the caveats associated with use of such animal models. Evidence suggests that 
nonhuman primates and transgenic/knockout mice models may be useful for pre-
dicting the relative immunogenicity of protein therapeutics and assessing the risk 
of immunotoxicity [52, 53].

As mentioned above, several product-related factors can infl uence the immuno-
genicity of protein therapeutics. The impact of trace impurities and excipients used 

TABLE 6.2-2.

Therapeutic Protein Detected Incidence of Anti-product 
 Antibody

OKT3 ∼80%
Remicade 10–57%
Roferon 20–50%
Proleukin (interleukin-2) 47–74%
Betaferon 44%
Advate 15–30%
Bone morphogenic protein-7 13–38%
Enbrel (TNF receptor / anti-TNF IgG) 16%
Thrombopoietin ≤10%
PEGylated-MGDF 0.5–1.6%



in the formulation on the immunogenicity of the protein relative to the pure native 
protein should be evaluated in relevant animal models (nonhuman primates or 
transgenic/knockout mice) very early during the development cycle. Close atten-
tion should be paid to the impact of excipients and impurities on the structure of 
the protein. Structural changes can promote formation of neo-epitopes, which can 
initiate immune response in tolerant individuals followed by epitope spreading and 
thus resulting in immunotoxicity. The methods used to detect immune responses 
should be extremely sensitive to detect even small amounts of antibodies in the 
animal models, as even small amounts of inhibitory antibodies observed in animal 
models may indicate the potential for signifi cant immunotoxicity in humans. 
Further, cellular basis for generation of the immune response should be thoroughly 
investigated in the animal models with the emphasis on mechanism. The above 
information can greatly enhance our ability to anticipate and devise strategies to 
prevent or minimize immunotoxicity issues in humans early on during the product 
development cycle. Aggregates are one of the major degradation products formed 
in protein therapeutics. Both chemical and physical degradation can give rise to 
the formation of aggregates. It is generally believed that the aggregates can enhance 
the immunogenicity of therapeutic protein preparations [44]. Although the pres-
ence of aggregates in protein preparations can infl uence its immunotoxicity, the 
generalization of the above statement may not be appropriate. Several studies with 
aggregates of various proteins have shown that aggregates do not always enhance 
the development of antibodies [54]. Aggregation can be associated with structural 
changes of the protein. The mechanism (physical or chemical) causing the aggrega-
tion of the protein dictates the structural features of the aggregated protein. These 
structural changes can signifi cantly alter the epitope repertoire of the aggregated 
protein relative to the monomeric protein, thereby altering its properties as an 
immunogen [55]. Additionally, the altered structure can also change the processing 
of the immunogen by the endosomal proteases in the antigen-presenting cells, 
which is essential for presentation by the major histocompatibility complex [55]. 
Hence, to understand the risk of immunotoxicity associated with the administra-
tion of aggregates, one needs to have the explicit understanding of the correlation 
between structure and immunogenicity. Aggregates that retain the structure of the 
native protein are more likely to cause immunotoxicity. However, aggregates that 
do not retain the structure of the protein should not be considered safe as the exact 
immunotoxicological consequences are not known and should be investigated.

Individuals having a genetic predisposition for generating an immune response 
against a therapeutic agent are unlikely to benefi t from the prior knowledge gener-
ated during the preclinical immunotoxicity testing. However, methods and tech-
niques identifying their genetic predisposition will greatly benefi t this subset of 
patients as alternatives can be explored early or before initiating therapy. In vitro
systems using dendritic cells and B-cells isolated from patients need to be devel-
oped and hold promise as an individualized immunotoxicity screening method 
before initiating therapy.

6.2.3.2 Formulation and Delivery Considerations to Reduce Immunogenicity

Although the mechanism is not clear, immunodominant epitopes in the protein 
sequence and aggregates or impurities in the protein product can facilitate the 
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immunogenicity of the protein. Immunodominant epitopes (linear or conforma-
tional) are subunits of the protein that are most easily recognized by the immune 
system and can evoke a specifi c immune response [56, 57]. Proteins having these 
immunodominant epitopes when administered in humans do run the risk of break-
ing tolerance. Additionally, in humans who are intolerant to a given protein, the 
immunodominant epitopes are most likely to evoke the immune response. A strat-
egy used to reduce immunogenicity of a protein is to identify the immunodominant 
regions in the protein and replace them with innocuous sequences while retaining 
the original structure and function of the protein. An example of the above approach 
is the development of hybrid porcine/human FVIII molecule in which the immu-
nodominant regions in the human molecule were replaced with less immunogenic 
regions of the porcine FVIII [58]. The above strategy has the potential for develop-
ment of protein molecules that are less immunogenic by virtue of their design.

Another strategy used frequently to reduce immunogenicity of protein mole-
cules by tampering with its basic chemistry is the use of “pegnology.” The term 
signifi es the science of attaching polyethylene glycol polymer chains to specifi c 
residues in the protein molecule, thereby infl uencing its properties of immunoge-
nicity and circulation half-lives of the parent protein molecule. The mechanism by 
which the pegylation of the protein molecule can reduce immunogenicity is the 
shielding of specifi c immunodominant epitopes. The shielding phenomenon pre-
vents the recognition of specifi c epitopes by B-cells, thereby preventing initiation 
of an immune response. Adagen (pegylated form of adenosine deaminase) and 
Oncaspar (Pegylated asparaginase) are examples of pegylated proteins currently 
in clinical use where immunogenicity has been reduced relative to the parent 
protein by pegylation. Another desirable property of pegylation is that it usually 
reduces the clearance of the protein molecule, which serves a dual purpose as it 
increases the circulation half-life of the protein molecule, thereby reducing the 
frequency of administration. Hence, the overall affect of pegylation is an improved 
therapeutic protein.

6.2.4 PHARMACOKINETICS AND PHARMACODYNAMICS

It is generally accepted that the successful development of new therapeutic entities 
is strictly dependent on their pharmacokinetic/pharmacodynamic properties. The 
classic PK concepts can be successfully applied to large molecules, leading to opti-
mization of the dosing regimen to achieve the desired pharmacological effect. 
However, the pharmacokinetic scientists usually encounter challenging diffi culties 
in interpreting the concentration-time profi les for the protein drugs, partly because 
of the limitations of the detection systems in terms of lower accuracy and precision 
of the bioassays. Moreover, the presence of endogenous proteins in some instances 
and the low bioavailability and the rapid elimination from the systemic circulation 
in others will further decrease the ability to determine the true levels of therapeutic 
proteins. The recent advances in immunoassays and mass spectrometry analysis 
improved our ability for quantifi cation. However, caution should be taken when 
analyzing data from immuno-/radio-labeled assays or LC/MS, because of the 
inability of those methods to discern between active and inactive protein molecules 
(native state vs. proteolytic fragments/denaturated states). Extensive review arti-



cles on the subject of validation of bioanalytical methods are available in the litera-
ture [59].

6.2.4.1 Formulation and Delivery Approaches to Overcome PK Issues

The lack of protein stability within the gastrointestinal tract leads [60] to the 
administration of therapeutic biomolecules through the parenteral routes. Among 
those, the i.v. route grants complete bioavailability, a rapid distribution within the 
blood with achievement of high drug concentrations [61]. On the other hand, the 
s.c. and i.m. administration of therapeutics protein is very appealing based on 
the possibility of an increase in residence time because of slow absorption from the 
injection site [44]. Hence, efforts are being made to develop new strategies for 
alternative parenteral routes. The extent of absorption from the interstitial space 
varies from case to case and is dependent on the extent of proteolytic degradation 
at the injection site. In many instances, the proteolytic degradation is a saturable 
process and an increase in the therapeutic dose usually translates to increased 
bioavailability [62]. However, a higher dose might break the tolerance level and 
lead to undesired immunological properties, as discussed in the previous section. 
Hence, to exploit the advantages offered by parenteral routes other than i.v., a need 
exists to design improved, novel methodology or delivery vehicles that would limit 
the proteolytic degradation and prevent the rapid elimination from the systemic 
circulation.

PEGylation. Poly (ethylene glycol) (PEG) is a nontoxic, highly soluble polymer 
[63] that can be linked to a protein via several chemical modifi cations. This approach 
includes attaching PEG to ε-amino (lysine), thiol (cysteine), and hydroxyl (tyrosine, 
serine) groups or carbohydrate moieties (glycoproteins) as well as at the N- or the 
C-terminal of peptides and proteins [64]. The foundation of this technology resides 
in the steric hindrance factor induced by the bulky covalently attached polymer. For 
instance, the covalent linkage of PEG to protein surfaces leads to shielding of 
putative immunodominant epitopes that will directly affect the antibody recognition 
process [65]. Apart from the improved immunological properties, the shielding 
factor exerted by the PEG alters the accessibility of proteolytic enzymes [66]. It is 
also responsible for a decrease in receptor-mediated endocyotsis with a subsequent 
decrease in clearance. In addition, the net increase in hydrodynamic radius (two or 
three water molecules—tightly bound per ethylene glycol monomer) will lead to a 
decrease in renal clearance, further improving the pharmacokinetic properties of 
the therapeutic proteins and peptides [67].

The prolonged circulation time, in turn, reduces the frequency of administration 
that can further reduce the adverse immune response and can maximize the phar-
macological effects [44].

PEGylation of asparaginase (Oncaspar) resulted in greater than 96% reduction 
in the incidence of detectable immunogenicity [68]. In a phase III study involving 
2000 patients, a native interferon induced antibodies in 14.5% of recipients in con-
trast to only 1.5% of patients receiving PEGlyated deriv ative. In addition, the renal 
fi ltering was reduced by ∼100-fold for PEG-interferon relative to the unpegylated 
one. Thus, PEGylation seems to be a promising strategy for reducing immuno-
genecity and for reducing the frequency of dosing.
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Historically, the fi rst generation of PEG derivatives targeted the labile, solvent-
accessible amino groups present either at the N-terminal or on the side chain of 
positively charged amino acid residues [68]. Lysine is one of the amino acids com-
monly found on protein surfaces. Hence, it was relatively easy to covalently couple 
PEG or other molecules at this position. However, the high occurrence of lysine in 
proteins was also responsible for a high degree of heterogeneity in the fi rst genera-
tion of PEGylated proteins. Therefore, both Oncaspar [68] and Adagen [69] (PEG 
adenosine deamidase) suffered from this design fl aw. However, the use of different 
PEGylated isomers received FDA approval as long as data was provided to support 
batch-to-batch reproducibility.

The second generation of PEG derivatives were merely designed to overcome 
the heterogeneity concerns present in the fi rst generation of PEGylated proteins. 
To accomplish PEGylation at specifi c positions, the novel PEG reagents took 
advantage of the subtle differences in the pKa of α and ε amino groups present on 
the side chains of amino acid residues [70]. Another successful approach was to 
target the thiol group of cysteine residues that are rarely occurring on proteins 
surfaces and, hence, should lead to a more homogeneous population of PEG 
derivatives [71].

However, despite those advances in PEG technology, several issues still plague 
the formation of PEGylated derivatives. The PEGylation approaches are limited 
by substantial loss of specifi c activity of the protein, leading to inconsistent thera-
peutic effects. It is worthwhile to mention that new strategies are being developed 
to address the loss of biological activity and function. In this line, Peleg-Shulman 
et al. [72] adopted a reversible PEGylation approach in the case of interferon α2, 
in which the PEG derivative undergoes limited hydrolysis under physiological 
conditions. The advantage of the reversible PEG-interferon lies in the fact that the 
released interferon can penetrate the tissue effortlessly and therefore exert its bio-
logical function. On the other hand, the PEG derivative retains its PEGylation 
advantages in terms of PK parameters such as the long circulation half-life.

To maintain the protein bioactivity, other valuable technologies incorporate a 
blocking step of the active site before PEGylation through the use of ligands/
enzyme inhibitors. Those inhibitors can be free in solution or bound to a solid 
phase, facilitating the subsequent removal procedure of free PEG.

Altogether, the PEGylation approaches presented herein have been successful 
to small proteins that, overall, have a limited number of active sites on the surface. 
Such approaches might not be applicable to all proteins, particularly for the larger 
ones. It is too early to speculate whether those limitations might be responsible for 
the low anti-PEG antibody response evoked following administration in humans 
of PEG-uricase [73].

Lipid Structures as Drug Delivery Vehicles. Liposomes and lipid-based 
nanoparticles can act as a sustained release system for protein drugs. The 
formulation of Interferon Gamma in negatively charged liposomes [74] increases 
the residence time of the protein by approximately 19 times upon s.c. administration. 
Further, liposomal formulation of factor VIII improves physical stability, reduces 
immunogenicity, and prolongs the circulation time of factor VIII (unpublished 
results). Liposomes can be PEGylated to further extend their blood circulation 
time. Compared with classic liposomes, PEGylated vesicles show increased half-
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life, decreased plasma clearance [75], and a shift in distribution in favor of diseased 
tissues. PEG is incorporated into the lipid bilayer of the liposome, forming a 
hydrated shell that protects it from destruction by proteins. Pegylated liposomes 
are also less extensively taken up by the reticuloendothelial system [76] and are 
less likely to leak drug while in circulation. This approach of PEGylation avoids 
the covalent modifi cation of the protein and the complication developing from 
these modifi cations.

In addition, liposomes can act as protein stabilizers that reduce the protease 
degradation and improve the physical stability (unpublished data, [62]). The aggre-
gation promoted by the existence of intermediate states is a common problem. As 
these intermediate structures expose hydrophobic domains, the addition of lipo-
somes at critical stages of the protein unfolding stabilize the protein against aggre-
gation and help to refold the protein to native conformation. This property is 
referred to as chaperones, and the use of chaperones as a formulation excipient 
has not received considerable attention. Another mechanism, lipidic particles, can 
stabilize the protein by competing with the aggregation kinetics. For example, 
protein inactivation after the unfolding step is controlled by a kinetic process. 
Lipidic particles can interfere with this aggregation step. We have shown in our 
laboratory that the aggregation of factor VIII is kinetically controlled and under-
goes irreversible denaturation [32]. However, in the presence of lipidic particles, 
the recovery of factor VIII upon refolding is much higher compared to free factor 
VIII.

PLGA Microspheres. Polymers such as PLGA microspheres have been used as 
delivery vehicles for peptides. In this delivery system, the peptide is embedded in 
a polymer matrix [77]. Two biodegradable polymeric systems are currently approved 
by FDA for use, Lupron [78] and Zoladex [79]. Several peptide drugs have been 
formulated in the biodegradable polymers. These PLGA polymers have been 
shown to release the peptide over the period of 1 to 3 months, which alleviates the 
pain caused by daily injections and improves the patient’s compliance [78]. The 
monomers lactic and glycolic connected by ester bonds undergo ester hydrolysis 
that releases the peptide [77]. The peptide encapsulation is performed in methylene 
chloride. Such harsh conditions denature protein molecules but are acceptable for 
peptides. The microsphere encapsulation provides sustained release of IL-12 at the 
tumor site and avoids systemic toxicity associated with the administration of IL-12 
[80]. However, there is substantial loss of activity.
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6.3.1 INTRODUCTION

Recombinant DNA technology produced many protein drugs in large scale and 
many important protein drugs like erythropoietin (EPO) for anemia-associated 
diseases, granulocyte-colony stimulating factor (G-CSF) for leucopoenia, and 
insulin for diabetes are now clinically available [1–3]. In addition, peptide hor-
mones like leuprolide [an agonist of luteinizing hormone-releasing hormone 
(LHRH)] are also clinically used. However, these peptide/protein drugs are unsta-
ble because of hydrolytic degradation in the body [4]. Peptide/protein drugs also 
have a barrier for their administration because of low absorption effi ciency. There-
fore, their is parenteral preparation, main dosage form in which case intravenous 
(i.v.) or subcutaneous (s.c.) injection is used. After i.v. injection of these drugs, the 
administered drug molecules are completely available to the systemic circulation 
(i.e., bioavailability (BA) is 100%). On the other hand, BA becomes lower when 
these drugs are injected s.c. or i.m. In some protein drugs like interferon gamma, 
BAs after s.c. and i.m. injection are greater than 100% (i.e., 200% and 300%, 
respectively [5–7]. Furthermore, it is recognized that protein drugs whose mole-



cular weight is larger than about 20 kDa are absorbed into the systemic circulation 
via lymphatic route. As a result, a large Tmax value is obtained, when peak serum 
or plasma drug level appears after administration; for example, Tmax is approxi-
mately 8 h for s.c.-injected EPO. After the serum drug level reached its maximum 
level, Cmax, serum drug concentration decreases. In the case of organic compound 
drugs, the elimination process is composed of hepatic metabolism and renal excre-
tion pathways. However, for peptide/protein drugs, we must consider the hydrolytic 
degradation process because of poor tolerability of these drugs to endogenous 
hydrolytic enzymes. Therefore, the elimination half-life of peptide/protein drugs is 
generally shorter than that of organic compound drugs. To increase the stability of 
peptide/protein drugs, several approaches have been performed and second-
generation peptide/protein drugs have been developed and launched on the market 
[4], including PEGylated protein drugs (i.e., pegylation) and attachment of poly-
ethylene glycol (PEG) to protein molecules. In the case of PEG-EPO, the admin-
istration frequency has decreased to once per week as compared with three times 
per week for the conventional EPO preparations; although almost the same serum 
EPO levels are obtained in the two types of EPO preparations. Most of the current 
peptide/protein drugs are injectable, and there is great commercial potential for 
delivery systems that use alternative administration routes like the pulmonary 
route and the nasal route, as suggested from insulin new dosage forms. In these 
cases, the pharmacokinetic profi le of the peptide/protein drugs shows a completely 
different pattern as compared with that obtained after i.v. injection.

In this section, the pharmacokinetics of clinically important peptide/protein 
drugs, such as insulin, EPO, G-CSF, interferon, growth hormone, leuprolide, des-
mopressin, and antibodies, are described in relation to their administration routes 
and formulations (i.e., dosage forms).

6.3.2 INSULIN

6.3.2.1 Background

The fi nding of insulin in 1922 by Ranting and Best is one of the greatest discoveries 
in the history of medicine [8], and now it has been already proven that adequate 
control of blood glucose delays or prevents the progression of diabetic complica-
tions. To achieve the suggested targets for glycemic control necessary to reduce the 
incidence of diabetic complications, it has been established that a more intensive 
insulin regimen requiring multiple insulin injections is required for patients with 
type 1 diabetes mellitus. From a patient’s point of view, however, noninvasive 
insulin delivery systems have been required for a long time. Indeed, a major limita-
tion for advancing to intensive insulin therapy is that the only viable way to admin-
ister insulin is through injection. Several other methods of insulin delivery are now 
available or in development, including: continuous subcutaneous insulin infusion 
by a wearable infusion pump; total or segmented transplantation of a pancreas; 
transplantation of isolated islet cells; implantation of a programmable insulin 
pump; oral, nasal, rectal, and transdermal mechanisms of insulin delivery; insulin 
analogs; implantation of polymeric capsules that give continuous or time-pulsed 
release of insulin; and implantation of a biohybrid artifi cial pancreas, which uses 
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encapsulated islets [9]. Many of these methods of insulin delivery are aimed at 
achieving a more physiological means of delivery of the insulin, at improving 
glycemic control, and, hopefully, at minimizing the secondary complications of 
diabetes.

On the other hand, during the nearly 80 years of insulin therapy, insulin prepara-
tions have undergone dramatic changes in their purifi cation, production, and formu-
lation. Despite these changes, and despite the development of different injection 
regimens and delivery systems, normalizing glycemic control still has not been ade-
quately achieved. Recently, specifi c amino acid substitutions of the β-chain of the 
insulin molecule by recombinant DNA techniques have resulted in insulin analogs 
that have different pharmacokinetic properties than currently available insulins [10]. 
Some of these insulin analogs appear to have less variation in absorption than con-
ventional insulins [11], and analogs have been developed with both very rapid [12] 
and delayed absorption [11]. Those analogs with a very rapid absorption may be 
useful in better mimicking the physiological insulin profi les seen postprandially than 
currently available native insulins [11]. All of these advances have been accomplished 
through protein engineering to produce insulin analogs with a decreased tendency 
for self-association (monomeric insulin), which in turn increases the subcutaneous 
absorption of these insulins [13]. These monomeric insulin analogs have been found 
to have a faster onset of action and are better able to reduce postprandial glucose 
excursions than conventional human insulin preparations, which sub cutaneously 
become hexamers and slow absorption [14]. These insulin analogs, especially the 
monomeric types, appear to be less immunogenic and antigenic [13] where the phar-
macokinetic aspects of human insulin and an analog insulin of aspart and lispro are 
described. In addition, other delivery options for insulin besides subcutaneous 
administration, such as transdermal and nasal approaches, are described.

6.3.2.2 Pharmacokinetics of Human Insulin after Intravenous Administration

In the 1970s, pork insulin had been widely used for the treatment of diabetics. In 
the 1980s, biosynthetic and recombinant DNA technology came to be introduced. 
In 1981, Halban et al. [15] compared the biologic potency of pancreatic human 
insulin with that of biosynthetic human insulin, which was manufactured by recom-
binant DNA techniques in bacteria, after intravenous injection in rats. The meta-
bolic clearance rates of A14-mono-125I-insulin (pork) were found to be similar to 
those observed for semi-synthetic [3H]insulin (pork), being 20.8 ± 0.8 mL/min/kg 
and 23.6 ± 1.0 mL/min/kg, respectively. On the other hand, the metabolic clearance 
rates for A14-mono-125I-biosynthetic human insulin was 24.6 ± 2.2 mL/min/kg, which 
was signifi cantly higher than the value for A14-mono-125I-pork insulin. In addition, 
the specifi c activity of the pancreatic human insulin was 32 U/mg, whereas that for 
biosynthetic human insulin was 27 U/mg. These values were not signifi cantly 
different but were higher than the value for pancreatic pork insulin (25 U/mg). 
Biosynthetic human insulin is thus no less active than pork insulin in rats, and 
possibly somewhat more active. Moreover, in 1987, Brogden and Heel [16] reviewed 
that human insulin, whether produced by recombinant DNA techniques (bio-
s ynthetic, insulin crb) or enzymatic modifi cation of porcine insulin (semi-synthetic, 
insulin emp) is equivalent in biological activity to porcine insulin after intravenous 
administration. There were no differences in the pharmacokinetic profi les among 



them. However, slight differences between human and porcine insulin in hypogly-
cemic activity after subcutaneous injection appear to be related to differences in 
absorption and are unlikely to be of major clinical importance.

Turnheim and Waldhausl [17] characterized pharmacokinetic aspects of recom-
binant human insurin in human. After intravenous injection, the plasma concentra-
tion of insulin declines with at least two exponentials. Inslin distributes rapidly 
from the intravascular space to tissue compartments with a distribution half-life of 
2.4 min, whereas insulin disappears slowly with an elimination half-life of 50–
130 min, which is refl ecting the elimination from the interstitial fl uid and the tissues 
that use insulin. Total body clearance of insulin, which is the result of metabolic 
degradation, ranges between 700 and 800 mL/min. The sites of degradation are 
primarily the liver (hepatic insulin clearance: 320–400 mL/min) and the kidneys 
(renal insulin clearance: 190–270 mL/min); hence, insulin disposal depends on the 
function of these organs. The apparent volume of distribution for insulin is approxi-
mately equal to the extracellular space. Insulin kinetics appears not to be altered 
in diabetes mellitus, except in cases with insulin antibodies or in insulin-resistant 
patients, in which insulin removal may be retarded.

6.3.2.3 Pharmacokinetics of Human Insulin after 
Subcutaneous Administration

There is a continuing search for improved insulin formulations to imitate the physi-
ological pattern of insulin secretion as closely as possible, and thereby to minimize 
the complications of diabetes mellitus. The major advances achieved to date are in 
the area of human insulin analog synthesis resulting from the introduction of recom-
binant DNA techniques and in improved delivery systems that use noninvasive or 
minimally invasive modes of administration. Usually, insulin is administered sub-
cutaneously to control blood sugar levels in type 1 and type 2 diabetics. There are 
plenty of insulin pharmaceutics, and insulin’s physico-chemical differences provide 
different profi les in the insulin pharmacokinetics after subcutaneous injection. 
Kang et al. [18], investigated absorption mechanisms of insulins with different 
physico-chemical properties after subcutaneous administration in humans. Based 
on a single-blind randomized comparison study of seven healthy male volunteers 
22–43 years of age, equimolar dosages of 125I-labeled forms of soluble hexameric 2 
Zn2+ human insulin and human insulin analogs with differing association states at 
pharmaceutical concentrations (AspB10, dimeric; AspB28, mixture of monomers 
and dimers; AspB9, GluB27, monomeric) were administred. The initial fractional 
disappearance rates for the four insulin preparations were 20.7 ± 1.9 (hexameric 
soluble human insulin), 44.4 ± 2.5 (dimeric analog AspB10), 50.6 ± 3.9 (analog 
AspB28), and 67.4 ± 7.4%/h (monomeric analog AspB9, GluB27). The absorption 
of the dimeric analog was signifi cantly faster than that of hexameric human insulin, 
and the absorption of monomeric insulin analog AspB9, GluB27 was signifi cantly 
faster than that of dimeric analog AspB10. There was a negative linear correlation 
between association state and the initial fractional disappearance rates (r = −0.98, 
p < 0.02). A log-linear scale analysis for the elimination of insulin showed that only 
the monomeric analog had a monoexponential elimination. On the other hand, two 
phases in the rates of absorption were identifi ed for the dimer and three for hexa-
meric human insulin. The fractional disappearance rates calculated by log-linear 
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regression analysis were monomer 73.3 ± 6.8%/h; dimer 44.4 ± 2.5%/h from 0 to 2 h 
and 68.9 ± 3.5%/h from 2.5 h onward; and hexameric insulin 20.7 ± 1.9%/h from 0 
to 2 h, 45.6 ± 5.0%/h from 2.5 to 5 h, and 70.6 ± 6.3%/h from 5 h onward. The author 
concluded that the lag phase and the subsequent increasing rate of subcutaneous 
soluble insulin absorption can be explained by the associated state of native insulin 
in pharmaceutical formulation and its progressive dissociation into smaller units 
during the absorption process.

6.3.2.4 Pharmacokinetics of Rapid-acting Insulin Analog after 
Subcutaneous Administration

By the end of the 1980s, to accommodate postprandial hyperglycemia, monomeric 
insulin formulations, insulin lispro (the Lys-Pro analog) and insulin aspart (the 
Asp-Pro analog) had been developed for clinical use [19, 20] (Figure 6.3-1).

Formulations including insulin lispro have a rapid rate of absorption after sub-
cutaneous injection and, therefore, have to be administered at meal time. Their 
residence time is also about two fold shorter than regular human insulin, minimiz-
ing the risk of the excessive hypoglycemic effect that characterizes regular human 
insulin formulations. Becker et al. compared the pharmacokinetics and pharmaco-
dynamics of insulin lispro with regular human insulin after subcutaneous injection 
in obese subjects in a single-dose, randomized, double-blind, cross-over euglycemic 
clamp study [21]. Insulin lispro had more rapid-acting profi les than regular human 
insulin. Fractional glucose infusion rate (GIR)-area under the curve (AUC) of the 
GIR curve and maximum GIR were greater for insulin lispro compared with 
regular human insulin. Time to 20% (early glucose disposal) and 80% (bulk of 
activity) of total GIR-AUC were shorter for insulin lispro than regular human 
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insulin, which was corroborated by more rapid and shorter residing pharmacoki-
netic profi les of insulin lispro than regular human insulin, evidenced by shorter 
times to 20% of total AUC of insulin, Cmax of insulin, and mean residence time. 
On the other hand, Osterberg et al. compared the pharmacokinetics and pharma-
codynamics of insulin aspart with regular human insulin in healthy subjects in a 
cross-over trial. There were statistically signifi cant differences between most of the 
human insulin and insulin aspart pharmacokinetic parameters, including the sig-
moidicity of the time-course of absorption (1.5 for human insulin vs. 2.1 for insulin 
aspart), elimination rate constant (0.010 min−1 vs. 0.016 min−1, respectively). In addi-
tion, the pharmacodynamic model parameters were mostly not different, except for 
the rate of insulin action (0.012 min−1 vs. 0.017 min−1, respectively) [20]. Moreover, 
Homko et al. compared insulin levels and actions in patients with type 1 diabetes 
after subcutaneous injection of insulin analogs, aspart and lispro [22]. Both insulin 
analogs produced similar serum insulin levels (250–300 pmol/l) at approximately 
30 min and disappeared from serum after approximately 4 h. Insulin aspart and 
lispro had similar effects on glucose and fat metabolism. Effects on carbohydrate 
metabolism (glucose uptake, glucose oxidation, and endogenous glucose produc-
tion) peaked after approximately 2–3 h and disappeared after approximately 5–6 h. 
Effects on lipid metabolism (plasma free fatty acid, ketone body levels, and free 
fatty acid oxidation) appeared to peak earlier (at approximately 2 h) and dis-
appeared earlier (after approximately 4 h) than the effects on carbohydrate metab-
olism. The author concluded that both insulin aspart and lispro are indistinguishable 
from each other with respect to blood levels and that they are equally effective in 
correcting abnormalities in carbohydrate and fat metabolism in patients with type 
1 diabetes.

6.3.2.5 Other Formulations of Human Insulin

Inhaled Insulin. Subcutaneous insulin has been used to treat diabetes since the 
1920s; however, despite a number of different formulations, intensive insulin 
therapy with multiple daily injections has not gained widespread clinical acceptance. 
Great efforts have been made in searching for noninvasive administration modes 
of insulin that will avoid the need for parenteral administration of subcutaneous 
injection. Attempts to fi nd effective, well-tolerated, nonenteral routes for delivering 
insulin began in the 1920s, and, over the years, have included ocular [23], buccal 
[24], rectal [25], vaginal [26], oral [27], nasal [28] and uterine [29] delivery systems, 
where various enhancers or formulations have been tested to increase the bio-
availability of insulin from each route. Until recently, it was believed that insulin 
delivered noninvasively was associated with a bioavailability that was too low to 
offer a realistic clinical approach. However, progress in the pharmaceutical approach 
of insulin suggests that inhaled insulin is an effective, well-tolerated, noninvasive 
alternative to subcutaneous regular insulin.

Oral inhalation of insulin potentially offers noninvasive treatment and better 
glycemic control in diabetes by virtue of its apparently faster absorption into the 
systemic circulation compared with subcutaneous injection. However, the phar-
macokinetics of inhaled insulin in the human lung has yet to be fully clarifi ed 
because of the complexity of insulin-glucose physiology and the diffi culty in 
approximating the inhaled dose. In 2004, Sakagami conducted a meta-analysis of 
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insulin pharmacokinetics in the lung after oral inhalation of insulin in humans [30], 
where, based on the data from well-controlled clinical studies of inhaled insulin 
published in the literature, a physiologically realistic insulin-glucose kinetic model 
was derived. The model defi ned the fi rst-order absorption (ka,L) and parallel non-
absorptive loss (kmm,L), the latter primarily occurring via metabolism and mucocili-
ary clearance in the lung with two systemic compartments. The signifi cant estimate 
for ka,L was found to be from 0.020 to 0.032 h−1, effectively unchanged across doses 
(from 0.3 to 1.8 IU/kg), formulations (powder vs. liquid), and subjects (healthy vs. 
diabetic), suggesting passive diffusive absorption of insulin from the lung. In con-
trast, the values for kmm,L were much larger (from 0.5 to 1.6 h−1) and decreased with 
increasing inhaled dose. From this perspective, the author considered that a dose-
dependent saturable lung metabolism regulates the value of kmm,L, alongside muco-
ciliary clearance. As a result, the absolute bioavailability of insulin through the 
oral inhalation ranged from 1.5% to 4.8%.

Henry et al. [31] evaluated the AERx insulin Diabetes Management System 
(AERx iDMS) to the deep lung for systemic absorption, which was an aerosol of 
liquid human insulin produced by Aradigm (Hayward, CA). This study examined 
the effects on pulmonary function, pharmacokinetics, and pharmacodynamics of 
inhaled insulin in asthmatic and nonasthmatic subjects without diabetes, where a 
total of 28 healthy and 17 asthmatic subjects were enrolled in a two-part, open-label 
trial. The area under the time versus concentration curve (AUC) of insulin after 
inhalation showed signifi cantly greater value for healthy subjects than for asthmatic 
subjects, whereas no difference was observed for maximum concentration in the 
two groups. In addition, a greater reduction of serum glucose level was observed 
in healthy subjects. Moreover, asthmatic subjects had greater intra-individual varia-
tions in insulin AUC, maximum concentration values, and glucose levels than 
healthy subjects. In this report, the author concluded that, after inhaling insulin 
using the AERx iDMS, asthmatic subjects absorbed less insulin than healthy sub-
jects, resulting in less reduction of serum glucose.

The rationale behind developing a pulmonary drug delivery system is to ensure 
that insulin powder is delivered deep into the lungs, where it is easily absorbed into 
the bloodstream, in a handheld inhalation device. More recently, Nektar Thera-
peutics (formerly Inhale Therapeutic Systems) has developed a pulmonary drug 
delivery system for insulin [32]. This device converts the insulin powder particles 
into an aerosol cloud for the patient to inhale. The inhaler requires no power 
source, and the clear chamber ensures that the patient knows immediately when 
all the insulin has been inhaled. In addition, Nektar Therapeutics is using its 
Advanced PEGylation technology to develop a dry powder-inhaled polyethylene 
glycol (PEG) formulation for delivering peptides effi ciently across the lungs and to 
promote prolonged serum concentration of the peptide. PEGylation is designed to 
increase the size of the active molecule and ultimately improve drug performance 
by optimizing pharmacokinetics, increasing bioavailability, and decreasing immu-
nogenicity and dosing frequency. The investigation has begun with inhaled, long-
acting (PEGylated) insulin, and is funded by Pfi zer.

Intranasal Insulin. Insulin administered nasally has considerable potential for the 
treatment of both type 1 and type 2 diabetes. Using enhancers or novel delivery 
systems such as adequate bioadhesive microspheres, it is believed that the low 
bioavailability of simple formulations of insulin can be greatly improved [33]. 



Therefore, several efforts on developing the nasal delivery system of insulin with 
nontoxic and nonirritant properties have been done.

In 1992, Drejer et al. [31] investigated the pharmacokinetics of intranasal insulin 
containing a medium-chain phospholipid (didecanoyl-L-alpha-phosphatidylcho-
line) as absorption enhancer in 11 normal volunteers. Intranasal insulin was 
absorbed in a dose-dependent manner with a mean plasma insulin peak 23 ± 7 min 
after administration. Mean plasma glucose nadir was seen after 44 ± 6 min, 20 min 
after intravenous injection. Moreover, intranasal administration of insulin resulted 
in a faster time-course of absorption than subcutaneous injection, and the bioavail-
ability for the nasal formulation was 8.3% relative to an intravenous bolus injection 
when plasma insulin was corrected for endogenous insulin production estimated 
by C-peptide.

On the other hand, there are negative opinions on the nasal delivery of insulin. 
In 1995, Hilsted et al. evaluated metabolic control and safety parameters (hypogly-
cemia frequency and nasal mucosa physiology) in 31 insulin-dependent diabetic 
patients treated with intranasal insulin in an open, cross-over randomized trial 
[35]. Serum insulin concentrations increased more rapidly and decreased more 
quickly during intranasal as compared with subcutaneous insulin administration. 
Metabolic control deteriorated, as assessed by hemoglobin A1c concentrations, 
slightly but signifi cantly after intranasal as compared with subcutaneous insulin 
therapy. The bioavailability of intranasally applied insulin was low; therefore, intra-
nasal insulin doses were approximately 20 times higher than subcutaneous doses. 
The frequency of hypoglycemia was similar during intranasal and subcutaneous 
insulin therapy, and nasal mucosa physiology was unaffected after intranasal 
insulin. The author concluded that because of low bioavailability and a high rate 
of therapeutic failure, intranasal insulin treatment was not a realistic alternative to 
subcutaneous insulin injections.

In the early twenty-fi rst century, nanoparticles based on nanotechnology have 
altered the direction of investigation in the drug delivery system. Nanoparticles, an 
evolvement of nanotechnology, are increasingly considered as a potential candidate 
to carry therapeutic agents safely into a targeted compartment in an organ, particu-
larly a tissue or a cell [36]. In 2002, Dyer et al. investigated effects of chitosan-
formulated nanoparticles on the insulin pharmacokinetics and pharmacodynamics 
as a nasal drug delivery system [37]. The nasal absorption of insulin after admin-
istration in chitosan nanoparticle formulations and in chitosan solution and powder 
formulations was evaluated in rats and in conscious sheep. Insulin-chitosan 
nanoparticle formulations produced a pharmacological response in the two animal 
models, although in both cases the response in terms of lowering the blood glucose 
levels was less than that of the nasal insulin-chitosan solution formulation. The 
insulin-chitosan solution formulation was found to be signifi cantly more effective 
than the complex and nanoparticle formulations. The authors concluded that 
chitosan nanoparticles did not improve the nasal absorption.

6.3.3 ERYTHROPOIETIN

6.3.3.1 Background

Erythropoietin (EPO), a glycoprotein hormone with a molecular mass of 
30 KDa, is mainly synthesized by the kidney in response to hypoxia. Serum EPO 
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concentrations in humans normally range from 6 to 32 U/L [38]. The plasma half-
life of EPO is reported to range from 2 to 13 hours, with a volume of distribution 
close to plasma volume. As expected for a large sialoglycoprotein, less than 10% 
of EPO is excreted in the urine [39]. EPO is known to stimulate the proliferation 
and differentiation of erythrocytic progenitors in the bone marrow, leading to 
reticulocytosis and increased erythrocyte numbers in the blood [38].

Recombinant human EPO (rHuEPO) has proven benefi cial for treating renal 
anemia as well as anemia of other chronic disorders, including auto immune dis-
eases, malignancies, and AIDS. Evidence from clinical trials indicates that anemia 
associated with cancer chemotherapy generally responds well to a standard rHuEPO 
regimen of 150 IU/kg subcutaneous (s.c.) three times per week [40, 41]. Several 
dosage recommendations have been made for surgery patients depending on the 
type of surgery and practicality of an autologous blood donation program. In 
patients scheduled for major orthopedic surgery, three weekly 600 IU/kg s.c. doses 
of rHuEPO, with the last one on the day of the surgery, have been suggested [42]. 
Goldberg et al. present here pharmacokinetic/pharmacodynamic (PK/PD) model-
ing from four comparable, placebo-controlled, parallel-group studies in healthy 
subjects who were administered single rHuEPO doses of 300 to 2400 IU/kg as well 
as multiple doses of 600 IU/kg/wk and 150 IU/kg/tiw for 4 weeks.

Clinical trials of recombinant product began in Seatle and London in 1986, and 
its effi cacy was established at an early stage [43–46]. The early studies confi rmed 
that intravenously administered EPO was highly effective in correcting the anemia 
of end-stage renal failure in hemodialysis. The intravenous route was, however, 
clearly impractical for patients maintained on continuous ambulatory peritoneal 
dialysis (CAPD) who had no ready vascular access, which necessitated an examina-
tion of the intraperitoneal and subcutaneous routes of administration, and several 
pharmacokinetic studies have compared these in CAPD patients [47, 48]. These 
three routes of erythropoietin administration are the only ones to have been inves-
tigated either from a pharmacokinetic or a therapeutic point of view. Although 
Storring et al. [49] and Charles et al. [50] compared the two forms of rHuEPO (i.e., 
EPO-alpha and EPO-beta), they reported that the volume of distribution after 
intravenous EPO-beta compared with EPO-alpha and that delayed subcutaneous 
absorption of EPO-beta compared with EPO-alpha. They believed the pharmaco-
kinetic differences were caused by their glycosylation.

6.3.3.2 Pharmacokinetics of Erythropoietin in Healthy Subjects

Intravenous administration in the dialysis center has been practical and effective 
for patients undergoing hemodialysis [51, 52], but impractical for patients without 
vascular access who are receiving peritoneal dialysis. Studies of subcutaneous 
administration showed lower but more sustained peak plasma EPO concentrations 
(Cmax) than occurred using the intravenous route. The effi cacy of subcutaneous 
administration supports the concept of a sustained minimal effective EPO concen-
tration. High Cmax values after intravenous administration appear unnecessary; the 
dose response relationship seen with intravenous administration most likely corre-
lates with serum EPO concentrations maintained above a minimal effective level.

Flaharty et al. presented data on the pharmacokinetics of EPO in healthy normal 
subjects [53]. To assess phamacokinetics to human recombinant erythropoietin 



(EPO-beta), single intravenous doses (10, 50, 150, and 500 IU/kg) were adminis-
tered at monthly intervals to 16 healthy subjects in a two-panel, placebo-controlled, 
double-blind ascending-dose trial. A 1000-IU/kg dose was subsequently ad-
ministered in an open manner. EPO concentrations were detemined in serum by 
radioimmunoassay. Mean EPO apparent half-lives ranged fi om 4.42 to 11.02 hours. 
The apparent volume of distribution was between 40 and 90 mL/kg, consistent with 
plasma water, and the apparent clearance values ranged from 4 to 15 mL/kg/hr, 
with both parameters having the highest values at the 10-IU/kg dose level. Clear-
ance tended to decrease as a function of dose. The use of EPO in healthy indivi-
duals will have clinical relevance if EPO is found to be effective for use in autologous 
transfusion programs. Although EPO was well tolerated in this study, clinical trials 
in patients with end-stage renal disease have shown adverse effects, including 
hypertension, seizures, and thrombocytosis, related to the increase in erythropoi-
esis. These effects are not expected in normal subjects, but careful monitoring 
should be performed if EPO is used in repeated doses in healthy subjects.

Salmonson et al. [54] also described the pharmacokinetics of rHuEPO after 
intravenous and subcutaneous administration of 50 U/kg to six healthy male volun-
teers. The calculated mean values for volume of distribution at steady state and 
clearance after an i.v. dose were 76 ± 33 mL/kg and 12.0 ± 3.0 mL/h/kg, respectively. 
Serum concentrations of rHuEPO peaked at 13.0 ± 6.0 h after the s.c. dose and the 
bioavailability over 72 h was 36 ± 23%. The mean residence time and half-life of 
rHuEPO were 6.2 ± 1.0 and 4.5 ± 0.9 h after i.v. and 46 ± 18 and 25 ± 12 h after s.c. 
administration. They found that the serum concentration time profi les after i.v. 
adminisitaration followed a mono- or bi-exponential decline, and the elimination 
after s.c. dose was described by a mono-exponential decline.

McMahon et al. [55] reported a double-blind, placebo-controlled study of the 
pharmacokinetics and safety of multiple doses of rHuEPO 150 or 300 U/kg, either 
by i.v. bolus or s.c. in normal male subjects, which demonstrated that rHuEPO had 
a dose-related effect on the hematocrit independent of the route of administration, 
and that multiple doses of rHuEPO had no direct pressor effects. When rHuEPO 
was injected by i.v. route, a mono-exponential decrease in serum EPO level was 
observed for 18 to 24 hours postdose. Absorption of s.c.-injected rHuEPO occurred 
more slowly with relatively low serum EPO levels being maintained for 48 hours. 
As a result of the prolonged elevation in serum EPO concentrations with s.c. injec-
tion, with injections every 48 hours, s.c. resulted in higher preinjection serum EPO 
concentrations than with i.v. injection of the same dose.

Moreover, Ramakrishnan et al. [56] described the pharmacokinetic and phar-
macodynamic modeling of rHuEPO after single and multiple doses in healthy 
volunteers. A one-compartment model with limited distribution and nonlinear 
elimination characterizes the data from the i.v. dosing. Most of the rHuEPO after 
s.c. dosing was rapidly absorbed within 2 to 3 days by zero-order rate constant. A 
dual-absorption model (fast zero-order and slow fi rst-order inputs) with nonlinear 
disposition characterized the pharmacokinetics of s.c. rHuEPO. A similar phar-
macokinetic model describes the time-course of plasma concentrations of rHuEPO 
on monkeys [57]. On the other hand, Cheung et al. [58] demonstrated the pharma-
cokinetics of rHuEPO after single s.c. doses of 300, 450, 600, 900, 1200, 1350, 
1800, and 2400 IU/kg and in multiple s.c. dose regimens: 150 IU/kg three times a 
week for four weeks and 600 IU/kg once per week for four weeks in open-label, 
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randomized placebo-controlled studies in healthy volunteers. The absorption rate 
of rHuEPO after s.c. administration was independent of dose, whereas clearance 
was dose-dependent, in which it decreased with increasing dose. In an advanced 
investigation, Cheung et al. [59] further described the comparison of the pharma-
cokinetics administered s.c. once weekly (qw), 150 IU/kg, and three times weekly 
(tiw), 40,000 IU. The Cmax values for serum rHuEPO qw were six times and 
AUC values three times that of the tiw regimen. Sub sequent study reported by 
Krzyzanski et al. [60] showed that a phamacokinetic and pharmacodynamic 
(PK/PD) model for rHuEPO in healthy subjects was developed to describe the time 
profi les of changes in serum rHuEPO and the pharmacological responses of percent 
reticulocytes, total red blood cell counts, and hemoglobin after single and multiple 
subcutaneous administration of rHuEPO. Data used is the same data as Wing 
Cheung et al. [59]. A dual-absorption model (fast zero-order and slow fi rst-order 
inputs) with linear disposition kinetics was used to characterize the pharmacoki-
netics of erythropoietin after subcutaneous administration. Flip-fl op kinetics was 
apparent in the pharmacokinetics as the absorption rate was slower (ka = 0.7 day−1)
than the elimination rate (CL/Vd = 1.2 − 9.2 day−1).

6.3.3.3 Pharmacokinetics of Erythropoietin in Patients

rHuEPO is established as an effective therapeutic agent for anemia in patients 
undergoing long-term hemodialysis. After an intravenous dose of EPO 24 to 
240 U/kg, serum clearance was 0.66 ± 0.42 L/h; terminal elimination half-life was 6 
to 9 h and did not change after repeated doses given for more than two months [61]. 
In hemodialysis patients, the pharmacokinetics of rHuEPO was studied by 
Brockmöller et al. [62]. They investigated in 12 patients under chronic hemodialysis 
on a thrice weekly intravenous rHuEPO treatment. The pharmacokinetics of 
rHuEPO was also assessed after a subcutaneous injection during the initial period 
and during maintenance treatment. After the fi rst i.v. dose, plasma EPO concentra-
tions were best described by a mono-exponential disposition function with a mean 
(±s.d.) elimination half-life of 5.4 ± 1.7 h. The volume of distribution was 70 ±
5.2 mL/kg, and the clearance was administered intravenously as 10.1 ± 3.5 mL/h/kg. 
After three months of continuous therapy, the plasma half-life of rHuEPO decreased 
by 15% (mean half-life during steady state: 4.6 ± 2.8 h), while mean clearance and 
volume of distribution remained constant. On the other hand, the absorption of 
rHuEPO after s.c. injection was prolonged and fl ip-fl op kinetics applied. The extent 
of systemic availability of the s.c. dose ranged from 28% to 100% (mean 44%).

Gladziwa et al. [63] described the pharmacokinetics of rHuEPO after long-term 
therapy in patients undergoing hemodialysis and hemofi ltration. In 17 patients with 
end-stage renal disease (ESRD), studies were performed in three groups to assess 
pharmacokinetics during the intertreatment interval and during hemofi ltration and 
dialysis treatment. After an intravenous bolus injection of EPO 150 U/kg, the half-
life was 7.7 h, steady-state volume of distribution was 0.066 L/kg, and total plasma 
clearance was 5.4 mL/min. The mean steady-state serum concentration during 
multiple-dose administration was 656 U/L. The drug was not eliminated by hemo-
fi ltration or dialysis. Therefore, long-term treatment of ESRD patients with EPO 
does not signifi cantly alter the pharmacokinetic profi le of the drug. EPO dosage 
adjustment or substitution after hemofi ltration and dialysis is not necessary. On the 



other hand, peritoneal dialysis (PD) has gained recognition worldwide as an alter-
native to hemodialysis in the management of patients with end-stage renal disease. 
The most common is continuous ambulatory peritoneal dialysis (CAPD) in which 
most patients perform four to fi ve exchanges daily. As the peritoneal catheter pro-
vides direct access to the peritoneum, intraperitoneal drug administration has 
become widely used for the administration of certain drugs. The instillation and 
drainage of PD fl uids contribute to the total body clearance of drugs, in which 
peritoneal clearance is low. Taylor III et al. [67] reported the pharmacokinetic 
studies after rHuEPO administration to patients receiving PD. Intraperitoneal 
(i.p.) drug administration, via a PD catheter, produces a concentration gradient 
between the peritoneal and vascular compartments, favoring drug absorption. 
Absorption is enhanced if the plasma concentration of drug is low relative to the 
concentration of drug in the peritoneal fl uid. Lymphatics draining the diaphragm 
contribute to the absorption of albumin and dextrans from the peritoneum and 
may be important in the absorption of protein drugs or other large-molecular-
weight compounds like rHuEPO. The pharmacokinetic parameters observed in 
patients undergoing CAPD following i.v. and s.c. administration are similar to 
those determined for hemodialysis patients [65, 66]. s.c. adminisitration was found 
effi cacious in several studies of PD patients [67–71], and allows reduction of the 
dose of EPO to 50–60% of the i.v. dose. i.p. administration is convenient and cir-
cumvents any pain associated with s.c. administration. In several studies, EPO was 
administered i.p. 1 L to 2 L of dialysate and allowed to dwell for varying time 
periods [72–75]. Low absorption of EPO from the peritoneal cavity is seen if dialy-
sate is present. Hematological response similar to those observed with either s.c. 
or i.v. administration were seen following i.p. administration using this technique, 
but substantially higher doses were required [76–78]. Other investigators have 
reported poor effi cacy, although this may result partly from the low doses admin-
istered [79, 80]. Based on these observations, the i.p. administration of EPO in 
large volumes of dialysate appears prohibitively costly to achieve the desired results. 
An improved bioavailability was observed in humans after administration of undi-
luted EPO 400 U/kg followed by an 8-hour dry dwell [81]. A greater than nine fold 
increase in bioavailability was observed with dry administration, compared with 
diluting the dose in 2-L dialysate followed by an 8-hour dwell. The dry-dose admin-
istration area under the concentration-time curve (AUC) approached that seen 
with s.c. dosing. Ateshkadi et al. [82] administered EPO 100 U/kg IP to eight 
patients undergoing CAPD using a 4-hour dry dwell followed by an infusion of 2-L 
dialysate that was allowed to dwell for 6 hours. The i.p. EPO serum-concentration 
time profi les were similar to those observed with s.c. administration, with a mean 
bioavailability of 11.4% compared with 22.8% for s.c. administration. Ongoing 
studies are examining the pharmacokinetics and effi cacy of administration using 
an 8-hour dry dwell. Single-dose pharmacokinetics of EPO were studied in pedi-
atric dialysis patients [83, 84]. EPO appears to be better absorbed and more rapidly 
cleared in children than it is in adults. Differences in the volume of distribution of 
EPO have also been noted between children and adults. These differences may be 
result of methodological differences between studies or true physiological differ-
ences relating to the plasma volume or tissue distribution of the drug. A recent 
study of i.p. administration in fi ve children on continuous cycling peritoneal dialysis 
(CCPD) suggests that this route is safe and effi cacious [85].
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6.3.3.4 Erythropoietin Formulation

Humoral factors and cytokines are glycosylated with variable numbers of carbohy-
drate chains, each of which has variable carbohydrate structures. Although the 
biological function is typically determined by the protein component, carbohydrate 
can play a role in molecular stability, solubility, in vivo activity, serum half-life, and 
immunogenicity. The sialic component of carbohydrate, in particular, can extend 
the serum half-life of protein therapeutics. One aspect of glycoengineering is to 
introduce N-linked glycosylation consensus sequences into desirable positions in 
the peptide backbone to generate proteins with increased sialic acid-containing 
carbohydrate, thereby increasing in vivo activity because of a longer serum half-life 
[86].

DarbEPO alfa (DA) is a hyperglycosylated analog of recombinant human eryth-
ropoietin (rHuEPO) generated by glycoengineering. This rHuEPO is used to treat 
the anemia associated with chronic kidney disease and cancer. The discovery that 
the sialic acid-containing carbohydrate content of rHuEPO was directly propor-
tional to the serum half-life and in vivo bioactivity [87] led to the hypothesis that 
additional carbohydrate on rHuEPO might further enhance in vivo activity. DA 
contains two additional N-linked glycosylation sites and has increased in vivo
activity and prolonged duration of action because serum half-life is increased 
three fold above rHuEPO [88, 89], which allows for less frequent dosing with sub-
sequent increased convenience for the patient and caregiver and improved patient 
compliance.

Allon et al. [90] investigated the pharmacokinetics of darbEPO alfa and rHuEPO 
after repeated intravenous dosing in patients with chronic kidney disease receiving 
hemodialysis. Overall, 47 patients were randomized to receive darbEPO alfa admin-
istered once weekly or three times weekly or EPO administered three times weekly 
for up to 52 weeks. Pharmacokinetic profi les were measured during weeks 1 and 12. 
The terminal half-life of darbepoietin alfa was 17.8 hours, which was approximately 
two to three times longer than that of EPO (6.3 hours). The clearance of darbe-
poietin alfa (2.00 mL/h/kg) was approximately four times slower than those of 
EPO (8.58 mL/h/kg). They conclude that darbepoietin alfa can be administered- 
less frequently than EPO in patients with chronic kidney disease receiving 
hemodaialysis.

Lerner et al. [91] also studied the pharmacokinetics of darbepoietin alfa 
in pedisatric patients with chronic kidney disease (CKD). Twelve patients 3–16 
years of age with CKD were randomized and received a single 0.5 μg/kg dose 
of darbepoietin alfa administered i.v. or s.c. After a 14- to 16- day washout 
period, patients received an identical dose of darbepoietin alfa by the alternate 
route. After i.v. administration, the mean clearance of darbepoietin alfa was 
2.3 mL/h/kg with a mean terminal half-life of 22.1 h. After s.c. administration, 
absorption was rate limiting, with a mean terminal half-life of 42.8 h and a mean 
bioavailability of 54%. Comparison of these results with those from a previous 
study of darbepoietin alfa in adult patients [89] indicated that the disposition of 
darbepoietin alfa administered i.v. or s.c. is similar in adult and pediatric patients, 
although absorption may be slightly more rapid in pediatric patients after s.c. 
dosing.



6.3.4 GRANULOCYTE-COLONY STIMULATING FACTOR (G-CSF)

6.3.4.1 Background

Colony stimulating factors (CSFs) as well as hematopoietic growth factors are a 
group of glycoproteins regulating the survival, proliferation, and differentiation of 
hematopoietic progenitor cells as well as the function and activation of the mature 
cells. The CSFs are produced by a variety of cells and range in molecular mass 
from 14 to 90 kDa. Recently, these factors have been purifi ed, cloned, and produced 
through recombinant DNA techniques. The recombinant factors have been shown 
to have biologic properties and actions that are similar to the naturally occurring 
factors. The availability of quantities of the recombinant factors has resulted in 
their introduction into clinical trials and into the market.

The pharmacokinetics of CSFs has been evaluated widely in animals and in man. 
Early studies, however, used impure or poorly characterized fractions and the 
interpretation of these results is diffi cult. With the availability of recombinant 
proteins, these limitations were overcome and defi nitive studies have been com-
pleted. In general, the biologic effects of these factors can be quantitated by mea-
suring the effects on the target hematopoietic cell population, which has provided 
a basis for relating the pharmacokinetic profi le of the factor to the pharmacody-
namic response. As clinical trials and the therapeutic applications of these factors 
are expanded, the knowledge and understanding of the pharmacokinetics of the 
drug will be critical to guide the clinician in the choice of dosing routes and 
schedule.

The generation of granulocytes from immature hematopoietic progenitor cells 
depends on the presence of several hormone-like glycoproteins. CSFs are acidic 
glycoproteins required for the survival, proliferation, and differentiation of hema-
topoietic progenitor cells [92–95]. Granulocyte-colony stimulating factor (G-CSF) 
was identifi ed because it induced differentiation in a murine myelomonocytic leu-
kemic cell line and stimulated granulocyte colony formation by normal progenitor 
cells [96]. The hematopoietic actions of this regulator are restricted exclusively to 
cells of neutrophilic granulocyte lineage [97–99]. Murine and human G-CSFs have 
been purifi ed from various sources [96–98] and the genes encoding human and 
murine G-CSF have been isolated [100–102]. This factor supports the growth and 
proliferation of relatively late granulocyte progenitor cells already committed to 
the neutrophil lineage and enhances the function and activation of mature neutro-
phils [103, 104]. This factor has also been cloned and expressed in both bacterial 
cells and mammalian cells [104, 105].

Characterization of the gene encoding G-CSF has led to the production of this 
protein by recombinant DNA techniques. The recombinant form of human G-CSF, 
rhG-CSF, is also capable of supporting the formation of granulocytic colonies 
from committed precursor cells. The availability of large quantities of molecularly 
homogeneous and biologically active human G-CSF by recombinant DNA tech-
nology has made it possible to explore the use of human G-CSF as a therapeutic 
agent. rhG-CSF shows broad species cross-reactivity with respect to its char-
acteristic biologic response, a rapid and dose-dependent neutrophilia. The potential 
clinical applications for rhG-CSF include myelorestoration after bone marrow 
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transplantation, mitigating chemotherapy-induced neutropenia, boosting host 
defense against infections, and augmenting effecter cell purpose [106].

6.3.4.2 Pharmacokinetics of G-CSF in Animals

Cohen et al. [107] also reported biexponential clearance of E. coli-derived rhG-
CSF administrated intravenously to hamsters; the α and β serum half-lives were 
0.5 and 3.8 hr, respectively (all data were normalized to the amount recovered at 
5 min after injection). Tanaka and Kaneo [108] reported the pharmacokinetics of 
rhG-CSF (KRN8601) in male Sprague-Dawley rats at a dose of 5 μg/kg as a pre-
clinical investigation. The serum concentrations of rhG-CSF were monitored using 
a specifi c sandwich enzyme immunoassay. For i.v. administration, the serum con-
centration-time curve showed a rapid disappearance of rhG-CSF from the systemic 
blood with a mean residence time (MRT) of 1.34 hr. For s.c., i.m., and i.p. admin-
istration, lower peak serum levels were observed; but after 2 to 3 hr, rhG-CSF levels 
were higher than those for i.v. administration with the MRTs of 3.92, 2.90, and 
3.54 hr, respectively. Moreover, Tanaka et al. [109, 110] examined the infl uence of 
dose level and route of administration on the pharmacokinetics of E. coli-derived 
G-CSF after i.v. administration to Sprague-Dawley rats at doses of 10 or 100 μg/kg. 
Biexponential plasma clearance was noted after an i.v. dose of 100 μg/kg; the half-
lives at distribution phase (α) and elimination phase (β) were 25 and 102 min, 
respectively. In addition, the total body clearance of rhG-CSF in the rat after i.v. 
administration showed an approximate 30% decrease from 80 to 56 mL/h/kg as the 
dose was increased from 1 to 10 μg/kg; no further decreases in the total body clear-
ance were noted up to 100 μg/kg. However, the volume of distribution calculated 
was equivalent at each dose. For the serum concentration profi les of rhG-CSF after 
extravascular administration, an i.m. injection gave slightly faster absorption kinet-
ics of rhG-CSF from the injection site into systemic blood than did s.c. and i.p. 
injections [108]. After s.c. administration, biological effects were noted at 2 h and 
were sustained for 36 h, suggesting rapid absorption. Peak serum concentrations 
were seen at approximately 2–3 h postdose. The calculated bioavailability of the 
subcutaneous dose was approximately 78%. There were nonproportional increases 
in the AUC value; a 100-fold increase in the dose resulted in a 164-fold increase 
in the AUC. Bioavailability after subcutaneous dosing ranged from approximately 
50% to 70%. The results of this study suggested that two mechanisms may be 
involved in the clearance of G-CSF. One pathway is saturated at low concentrations 
and represents high-affi nity, low-capacity receptor-mediated uptake by target cells 
(neutrophils). The other mechanism represents clearance by nonspecifi c pathways 
such as renal excretion.

In multiple-dose studies, rhG-CSF was injected into animals by i.v. and s.c. at 
5μg/kg/day for 7 days [108]. When the serum concentration-time profi les on day 7 
after multiple dosing of rhG-CSF were compared with single dosing, the AUC after 
i.v. multiple dosing decreased by 17.4%. However, the half-lives and the volume of 
distribution were not signifi cantly different between single and multiple dosing groups. 
In addition, the AUC after s.c. multiple dosing decreased by 25.6% without signifi -
cant differences in the bioavailability and observed maximum serum concentration 
of rhG-CSF. These results showed that the clearance of rhG-CSF increased after 
multiple dosing, although the mechanism of increased clearance was not apparent.



Moreover, Tanaka et al. reported the effect of sex differences and hepatic or 
renal failure on the pharmacokinetics of rhG-CSF in the rats. After i.v. and s.c. 
administration of rhG-CSF to male and female Sprague-Dawley rats at a dose of 
5 and 100 μg/kg, area under the concentration versus time curve and elimination 
half-lives of rhG-CSF in female rats were smaller than those for male rats. The 
volume of distribution of rhG-CSF in female rats was not signifi cantly different 
from that in male rats. After s.c. administration, the values of AUC, MRT, and 
half-lives of elimination phase in female rats were smaller than those for male rats. 
In the in vitro biological activities of rhG-CSF using [3H]thymidine uptake assay 
in cultures of bone marrow cells obtained from male and female rat femur, female 
rat bone marrow cells showed a similar dose-response profi le to rhG-CSF to that 
of male rat bone marrow cells. The effect of rhG-CSF administration in rats was 
a specifi c activity on the neutrophil lineage with an increase of neutrophils in 
peripheral blood. On the other hand, the in vivo effects of rhG-CSF after i.v. and 
s.c. adrninistration to male and female rats at 5 and 100 μg/kg doses, namely the 
neutrophil count in female rats, was similar to that in male rats in the early period; 
however, the neutrophil count in female rats was lower than that in male rats 24 h 
after administration. These results indicate the sex differences in pharmacokinetics 
and the in vivo effects of rhG-CSF as well as the close relationship between phar-
macokinetics and the in vivo effects of rhG-CSF [111]. In rats with experimental 
renal and hepatic failure, the total body clearance of rhG-CSF after i.v. administra-
tion at a dose of 10 μg/kg was 44.48 mL/h/kg in sham-operated rats compared with 
9.429 mL/h/kg in bilaterally nephrectomized rats. In sham-operated rats, the elimi-
nation half-life of rhG-CSF at β phase was 1.51 h, and it increased to 5.33 h after 
nephrectomy. In contrast, the volumes of distribution were identical in both rats. 
In rats with acute renal failure induced by uranyl nitrate, the total body clearance 
and volume of distribution were identical to those of control rats, but the elimina-
tion half-life at β phase was slightly shorter. In 70% hepatectomized rats, the clear-
ance of rhG-CSF decreased from 42.08 mL/h/kg to 31.93 mL/h/kg, and similar 
half-lives were observed in rats in both the sham-operated and hepatectomized 
groups. However, the volume of distribution decreased after hepatectomy. In rats 
with hepatic failure induced by CCl4, the pharmacokinetic changes were similar to 
those observed in hepatectomized rats. These results suggest that renal clearance 
makes a major contribution to total body clearance compared with hepatic clear-
ance [112].

6.3.4.3 Pharmacokinetics of G-CSF in Humans

In the early period, the pharmacokinetics of E. coli-derived rhG-CSF as part of 
phase I and II clinical trial was evaluated by Layton et al. [113]. The protein was 
administered by i.v. or s.c. routes at dose levels of 3 to 30 μg/kg. The elimination 
half-life after i.v. dosing was 1.4 h at a dose of 1 μg/kg, and increased to 4.2 h at a 
dose of 60 μg/kg. These results indicated saturation mechanisms in the total body 
clearance at doses greater than 10 μg/kg. When a continuous s.c. infusion was per-
formed for 5 days, steady state was not achieved and there was a rapid reduction 
in serum G-CSF levels during the last 2 days of administration. Neutrophil levels 
increased during this period, and these results were interpreted as neutrophil 
receptor-mediated regulation of G-CSF uptake and degradation. The peak levels 
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of G-CSF after initiation of s.c. dosing were achieved at 6 h, and these levels were 
maintained for up to 16 h. When high doses of melphalan were coadministered with 
G-CSF, the neutrophil levels did not increase and serum G-CSF levels remained 
constant.

For the pharmacokinetics of rhG-CSF in humans, it has been reported that the 
absorption and clearance of rhG-CSF follow fi rst-order kinetics without any appar-
ent concentration dependence [114]. When rhG-CSF was administered by 24-h 
constant i.v. infusion at a dose level of 20 μg/kg, the mean serum concentration 
achieved 48 ng/mL. Constant i.v. infusion for 11 to 20 days produced steady-state 
serum concentrations over the infusion period. Sub cutaneous administration of 
rhG-CSF at doses of 3.45 and 11.5 μg/kg resulted in peak serum concentrations of 
4 and 49 ng/mL, respectively. The mean value of volume of distribution was 
150 mL/kg. The elimination half-life was 3.5 h after either i.v. routes or s.c. routes, 
with a clearance rate of 0.5–0.7 mL/min/kg. The administration of a daily dose for 
14 consecutive days did not affect the half-life.

More recently, Hayashi et al. reported the results of pharmacokinetic and phar-
macodynamic (PK/PD) analysis for rhG-CSF (lenograstim) after s.c. administration 
[115]. A total of 72 adult healthy volunteers were administered 1 μg/kg of rhG-CSF. 
There was no correlation between the maximal plasma concentration (Cmax) and 
an increase in peripheral neutrophil count, whereas a negative correlation between 
AUC and this increase was observed. It is considered that the mechanism of this 
phenomenon is probably based on the correlation between the elimination rate 
constant (ke) and neutrophil increase, because the ke probably has a close relation-
ship with uptake by neutrophil and its progenitor the G-CSF receptor. Indeed, a 
volunteer with higher ke showed a greater increase in neutrophil count. Therefore, 
AUC is proportional to the rhG-CSF remainder, that is, the proportion that is not 
consumed in the course of increasing the neutrophil count. From this perspective, 
the bioavailability calculated from the AUC is unlikely to indicate the absorbed 
amount. A two-compartment pharmocokinetic model with zero-order absorption 
and fi rst-order elimination provided a good curve fi t, suggesting that the absorption 
process is not a fi rst-order process but is a zero-order process.

As the clearance of rhG-CSF is known to decrease with a rise in dose and is 
known to be saturable, the average clearance after i.v. administration will be lower 
than that after s.c. administration. Therefore, the apparent absolute bioavailability 
with subcutaneous administration calculated from the AUC ratio is expected to be 
a conservative estimate. In a second study by Hayashi et al., the estimation of rhG-
CSF absorption kinetics after s.c. administration with a nonlinear elimination 
pharmacokinetic model using a modifi ed Wagner–Nelson method was studied 
[116], and the results of the bioequivalency study between two rhG-CSF formula-
tions with a dose of 2 μg/kg were described. The apparent absolute bioavailability 
for s.c. administration was 56.9% and 67.5% for each formulation, and the ratio 
between them was approximately 120%. The true absolute bioavailability was, 
however, estimated to be 89.8% and 96.9%, respectively, and the ratio was 
approximately 108%. The absorption pattern was applied to other doses, and 
the values of predicted clearance for s.c. and i.v. administrations were then 
similar to the values for several doses reported in the literature. Using this phar-
macokinetic model, the underestimation of bioavailability was around 30%, and 
the amplifi cation of difference was 2.5 times, from 8% to 20%, because of the 



nonlinear pharmacokinetics. The neutrophil increases for each formulation were 
identical, despite the different bioavailabilities. Therefore, it is considered that 
there is an upper limit to the transfer rate of rhG-CSF from subcutaneous tissue 
to blood, and that the amount eliminated through the saturable process, which 
indicates the amount consumed by the G-CSF receptor, was identical for each 
formulation.

Wang et al. also reported the PK/PD relationship of the granulopoietic effects 
of r-metHuG-CSF (fi lgrastim) in healthy volunteers through a population pharma-
cokinetic approach [117]. Healthy male volunteers were enrolled into a four-way 
crossover clinical trial. Subjects received four single doses of r-metHuG-CSF (375 
and 750 μg for i.v. and s.c., respectively) with an intervening washout period of 7 
days, and an absolute neutrophil count (ANC) was determined. Data analysis was 
performed using mixed-effects modeling as implemented in the NONMEM soft-
ware package. The fi nal PK/PD model incorporates a two-compartment PK model 
with bisegmental absorption from the s.c. site, fi rst-order and saturable elimination 
pathways, and an indirect PD model. A sigmoidal Emax model for the stimulation 
of ANC input rate (kin) was superior to the conventional Emax model (Emax = 12.7 
± 1.7; EC50 = 4.72 ± 0.72 ng/mL; Hill = 1.34 ± 0.19). In addition, a time-variant 
scaling factor for ANC observations was introduced to account for the early tran-
sient depression of ANC after r-metHuG-CSF administration. The absolute bio-
availability after s.c. administration of r-metHuG-CSF was estimated to be 0.619 
± 0.058 and 0.717 ± 0.028 for 375 μg and 750 μg s.c. doses, respectively. The time 
profi les of concentration and ANC, as well as the concentration approximate ANC 
relationship of r-metHuG-CSF in healthy volunteers, were well described by the 
developed population PK/PD model.

On the other hand, Hernandez-Bernal et al. evaluated the equivalence of the 
pharmacokinetic, pharmacodynamic, and safety properties of two commercially 
available recombinant G-CSF formulations [Hebervital (Heber Biotec, Havana, 
formulation A) and Neupogen (Hofman-La Roche S.A, formulation B)] in 24 
healthy male volunteers using a standard two-way randomized crossover double-
blind study, with a 3-week washout period [118]. A single 300-μg G-CSF dose was 
administered subcutaneously. Absolute neutrophils (ANC), white blood cells 
(WBC), and CD34+ cell counts were the pharmacodynamic variables measured up 
to 120 h. Other clinical and laboratory determinations were used as safety criteria. 
The pharmacokinetic parameters for formulation A and B were very close to each 
other (i.e., AUC, 235.9 vs. 270.0 ngh/mL; Cmax, 29.2 vs. 33.4 ng/mL; Tmax, 4.2 vs. 
4.7 h; half-life, 3.2 vs. 2.8 h; CL, 260.9 vs. 277.2 mL/h; Vd, 1.2 vs. 1.1 L; and MRT, 
7.58 vs. 7.38 h). The pharmacodynamics showed high similarity because ANC and 
WBC had the same profi les for both products and no differences were detected for 
the estimated parameters. The CD34+ cell count increments were evident for both 
formulations in a similar way as well. According to the overall results, these for-
mulations could be considered as clinically comparable.

6.3.4.4 G-CSF Formulation

Generally, peptide/protein drugs undergo extensive hydrolysis in the gastrointesti-
nal tract and have short circulating half-lives in the blood. For optimal clinical 
effi cacy, therefore, they must be given by daily injections. Recently, it has been 
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found that attaching a polyethylene glycol (PEG) moiety (PEGylation) improves 
the pharmacokinetic and pharmacodynamic profi les of peptide/protein drugs [119]. 
Conjugating peptide/protein drugs with PEG, a process known as pegylation, is 
now an established method for increasing the circulating half-life of protein and 
liposomal pharmaceuticals. PEGs are nontoxic water-soluble polymers that, owing 
to their large hydrodynamic volume, create a shield around the pegylated drug, 
thus protecting it from renal clearance, enzymatic degradation, and recognition by 
cells of the immune system [120].

For the formulation of G-CSF, PEGylated fi lgrastim (pegfi lgrastim) has a longer 
half-life than unmodifi ed fi lgrastim and, when administered as a single dose, has 
been shown to be at least as effi cacious as daily fi lgrastim. As a result of its reduced 
renal clearance, the elimination of pegfi lgrastim is predominantly neutrophil-
mediated, so its clearance is self-regulated. In addition, pegfi lgrastim can be ad-
ministered at a fi xed dose instead of in weight-based doses. For these reasons, 
pegfi lgrastim can potentially increase patient adherence and acceptance of treat-
ment, thus having a benefi cial effect on their quality of life. Furthermore, treatment 
is likely to cost less because of the reduced need for medical interventions. Simi-
larly, pegylated liposomal doxorubicin has a longer half-life than unmodifi ed doxo-
rubicin and has been shown, because of its reduced reticuloendothelial system 
clearance, to produce higher concentrations of doxorubicin in tumors and to have 
greater clinical effi cacy than doxorubicin in the treatment of some solid tumors. 
Pegylated liposomal doxorubicin is also associated with less myelosuppression and 
febrile neutropenia.

For the pegylated formulation for subcutaneous route, van Der Auwera et al. 
produced a pegylated G-CSF formulation, Ro25-8315, which is produced by con-
jugation of rhG-CSF mutant with PEG [121], where the pharmacodynamics and 
pharmacokinetics of Ro25-8315 was evaluated in comparison with rhG-CSF 
(fi lgrastim). Subjects received single subcutaneous doses of Ro25-8315 ranging 
from 10 to 150 μg under a double-blind, randomized, placebo-controlled design. 
Filgrastim was administered as a single dose (5 or 10 μg/kg) and, following a 14-day 
washout period, daily for 7 days. Ro25-8315 increased absolute neutrophil count 
(ANC) by six- to eight-fold and CD34+ cell count more than 30-fold at the highest 
doses tested. Single doses (60–150 μg) of Ro25-8315 and multiple doses of fi lgras-
tim had similar effects on ANC and CD34+. The phamacokinetic profi le of Ro25-
8315 was dose-dependent, with peak concentrations and the AUC increasing 
100-fold over the range of doses studied. Time to reach peak concentration (Tmax)
and half-life of Ro25-8315 averaged 20–30 h at all doses, approximately three times 
longer than with fi lgrastim. Adverse events were not serious and occurred with 
similar frequency with both products. Pegylation of rhG-CSF mutant results in 
more desirable pharmacokinetic properties and a longer duration of action with 
effective increases in ANC and measures of peripheral blood progenitor cell mobi-
lization for at least 1 week.

More recently, Maeda et al. developed a new sustained-release formulation of 
rhG-CSF [122]. The formulation is a double-layer minipellet (DL-MP) that is 
designed to maintain a sustained release of rhG-CSF without an initial burst. The 
DL-MP is composed of a core of collagen matrix and a coating layer with collagen. 
This formulation of rhG-CSF was then prepared, and its characteristics were deter-
mined, in normal rats. After subcutaneous administration, it was found that blood 
rhG-CSF concentration was maintained for about 1 week. Moreover, after admin-



istration of the DL-MP rhG-CSF formulation with additional condroitin sulfate, a 
persistent increase in white cell count was found. Therefore, the DL-MP formula-
tion system was useful as a long-acting formulation of rhG-CSF characterized by 
excellent long-acting properties without an initial burst.

In general, an oral route is most popular form of administration; however, peptide/
protein drugs without some pharmaceutical modifi cations should not be applicable 
because of poor absorption based mainly on extensive hydrolysis in the gastrointes-
tinal tract. Taking this background into consideration, Eiamtrakarn et al. designed 
a new formulation of G-CSF for oral administration [123], where a new gastrointes-
tinal mucoadhesive patch system (GI-MAPS) has been designed for the oral deliv-
ery of G-CSF in beagle dogs. The system consists of four layered fi lms, 3.0 × 3.0 mm2,
contained in an enteric capsule. The 40-μm backing layer is made of a water-
insoluble polymer, ethyl cellulose (EC). The surface layer is made of an enteric 
pH-sensitive polymer such as hydroxypropylmethylcellulose phthalate (HP-55), 
Eudragit L100 or S100, and was coated with an adhesive layer. The middle layer, a 
drug-containing layer, made of cellulose membrane is attached to the EC backing 
layer by a heating press method. Both drug and pharmaceutical additives including 
an organic acid, citric acid, and a non-ionic surfactant, polyoxyethylated castor oil 
derivative (HCO-60), were formulated in the middle layer. The surface layer was 
attached to the middle layer by an adhesive layer made of carboxyvinyl polymer 
(Hiviswako103). The same three kinds of GI-MAPSs containing 125 μg of rhG-CSF 
were prepared and orally administered to dogs, and the increase in total white blood 
cell (WBC) counts were measured as the pharmacological index for G-CSF. Com-
parison with the total increase of WBCs after i.v. injection of the same amount of 
G-CSF (125 μg) indicated the pharmacological availabilities (PA) of G-CSF were 
23%, 5.5%, and 6.0% for Eudragit L100, HP-55, and Eudragit S100 systems. By 
decreasing the amount of HCO-60 and citric acid, the PA of G-CSF decreased. 
These results suggest the usefulness of GI-MAPS for the oral administration of 
protein.

For pulmonary drug delivery, the opportunity for systemic administration of 
peptides and proteins that are, at present, usually administered parenterally has 
been available [124]. As a result of the large surface area, good vascularization, 
immense capacity for solute exchange, and ultra-thinness of the alveolar epithelium 
are unique features of the lung, which can facilitate systemic delivery via pulmo-
nary administration of peptide/protein drugs. Physical and biochemical barriers, 
lack of optimal dosage forms, and delivery devices limit the systemic delivery of 
biotherapeutic agents by inhalation. Current efforts exist to overcome these diffi -
culties to deliver metabolic hormones. Systemic delivery of rhG-CSF can readily 
induce an increase in circulating levels of natural GCSF to approximately three to 
fi ve times greater than baseline. Niven et al. [125] showed that rhG-CSF induced 
systemic response after delivery by aerosol in hamsters. The absorption from the 
lung was rapid, with a concomitant increase in white blood cells to four times 
baseline. The bioavailability was 45.9% of the administered dose and 62.0% of the 
dose reached the lung lobes. In a study that compared pulmonary administration 
of rhG-CSF powder with solution [126], a normal systemic response was obtained, 
indicating that rhG-CSF retains its activity in the solid state after formulation. 
Dissolution and absorption of rhG-CSF from powders were not rate limiting 
because the plasma concentration versus time profi les peaked at similar times in 
both powder and solution administration.

GRANULOCYTE-COLONY STIMULATING FACTOR (G-CSF) 777



778 PHARMACOKINETICS

More recently, Miyamoto et al. developed the in vivo nasal absorption system 
of the FITC-dextrans with a mean molecular weight ranging from 4.3 to 167 kDa 
and rhG-CSF [127], in which the effect of poly-L-arginine (poly-L-Arg) on the 
in vivo nasal absorption in rats were studied. When FITC-dextrans were coadmin-
istered intranasally with 1.0 w/v% poly-L-Args of different molecular weight [MW, 
ca. 45.5 and 92 kDa, poly-L-Arg (50) and poly-L-Arg (100)], the bioavailability 
increased markedly compared with that after administration of FITC-dextran 
alone. However, the bioavailability decreased exponentially with the increasing 
molecular weight of FITC-dextrans. There was no signifi cant difference between 
the enhanced nasal absorption of FITC-dextrans achieved by the coadministration 
of poly-L-Arg (50) and poly-L-Arg (100). Moreover, the relationship between the 
bioavailability and the molecular weight of FITC-dextrans indicated that the 
molecular weight of protein drugs, which exhibited effi cient absorption with poly-
L-Arg, was about 20 kDa, whereas the lower limit of bioavailability for developing 
a potent transnasal delivery system was assumed to be about 10%. Indeed, the 
nasal absorption of rhG-CSF, which has a molecular weight of 18.8 kDa, was also 
increased after coadministration of 1.0 w/v% poly-L-Arg (50) and the bioavail-
ability was about 11%. It seems likely that poly-L-Arg can be used to provide ade-
quate nasal absorption of various protein drugs, which have a molecular weight of 
about 20 kDa, thereby allowing the successful development of a variety of trans-
nasal drug delivery systems.

6.3.5 INTERFERON

6.3.5.1 Background

Interferons (IFNs) are classifi ed into three major groups that refl ect antigenic and 
structural differentiation. IFN-α (leukocytic interferon) is produced by B lympho-
cytes, null lymphocytes, and macrophages; its production can be induced by foreign, 
virus-infected, tumor or bacterial cells [128]. Human IFN-α is a family of more 
than 15 subtypes, with molecular masses of 17.5–23 kDa. These proteins are com-
posed of 165–166 amino acid residues and show approximately 80% sequence 
homology. The secondary structure of human IFN-α consists of 55–70% α-helix 
and less than 16% β-sheet. In general, human IFN-α does not contain N-linked 
glycosylation sites. There are 13 species of subtype IFN-α, and each IFN-α subtype 
has a different affi nity for IFN receptor or a different antiviral activity [129]. These 
IFNs tend to be acidic, with isoelectric points of 5.7–7.0. In commercial settings, 
native IFN-α (Ly-IFN-Ly) and recombinant IFNs (IFN-α 2a, IFN-α 2b, and IFN-α
con) are available [130]. IFN-β (fi broblast interferon) is a product of fi broblasts, 
epithelial cells, and macrophages that can be induced by viral and other nucleic 
acids. Human IFN-β is a single species with the molecular size of the natural gly-
coprotein 23 kDa with 166 amino acid residues. IFN-β shows 29% structural homol-
ogy to IFN-α. The secondary structure consists of 36% α-helix and 33%-β sheet. 
The isoelectric point falls between 6.8 and 7.8. Now, native IFN-β and recombinant 
IFN-β, IFN-β 1b are available [131]. IFN-γ (immune interferon) is a product of 
activated T lymphocytes stimulated by foreign antigens and is composed of 143 
amino acids. Human IFN-γ is heterogeneous, the molecular size depending on 
glycosylation and possibly oligomerization. Higher molecular sizes of 50–70 kDa 



have been reported, suggesting oligomerization. It shows no statistically signifi cant 
sequence homology to IFN-α or IFN-β. IFN-γ is acid-labile and highly basic, with 
an isoelectric point of 8.6–8.7 [132].

A lot of works involving IFNs has been done with natural or cloned human IFN 
preparations. In the 1970s, human testing of IFNs was restricted by their limited 
availability, purity, and specifi c activity; however, recombinant DNA technology 
has provided high-purity (>99%) and high-specifi c-activity preparations for large-
scale human testing [133]. Human leukocyte interferon was the fi rst preparation 
available. Early phase I studies, intending to establish the safety, tolerance, phar-
macokinetics, and effi cacy of interferons, targeted a host of viral and oncologic 
diseases using animal species [134–136]. In clinical use, the results were often dis-
appointing. However, the importance of the route and rate of administration as 
treatment variables had been identifi ed. On the other hand, the pharmacokinetics 
of conventional drugs commonly demonstrates species specifi city. In case of IFNs, 
however, the catabolism and excretion of IFNs are similar across most species. 
Therefore, animals may serve as suitable models for the pharmacokinetics of IFNs 
in humans.

6.3.5.2 Pharmacokinetics of Interferon in Animals

Absorption of IFN-α from intramuscular [137, 138], subcutaneous [139, 140], intra-
peritonea1 [141], intradermal [142], duodenal, and rectal [143] sites has been 
reported. In general, IFN-α absorption from these sites is prolonged, and maximum 
serum concentrations occur 1–6 h post injection, followed by measurable concen-
trations through 8–24 h post injection. The concentration-time profi le appears to 
be independent of the purity or source of IFN-α, namely, partially purifi ed, natural, 
or recombinant. In addition, the disposition profi les were similar across the tested 
species, including mice, rabbits, dogs, and monkeys. Several of these studies have 
determined the absolute bioavailability from the intramuscular site to be 42% in 
dogs [139] and 93% [144] and 56% [136] in monkeys.

The absorption of IFN-β from intramuscular, subcutaneous, and intraperitneal 
sites is similar to that observed for IFN-α. The concentration-time curves are also 
similar to those seen with IFN-α, namely, prolonged absorption with concentra-
tions persisting from 9 to 24 h after the injection. Estimates of absolute bioavail-
ability from the intramuscular site can be obtained from published data: 60% in 
rats [141], 33% [145] and 60% in rabbits, and 43% in monkeys [145]. Recently, a 
bioavailability of 2.2% was reported for IFN-β after intranasal administration to 
rabbits [146]. However, absorption appears to be independent of species and inter-
feron source. Contraly to this appearance, the absorption of IFN-γ has not been 
studied as extensively as that of IFN-α or -β. According to the results of Weck 
et al., serum concentrations of IFN-γ were very low or nondetectable after intra-
muscular injection of nonglycosylated IFN-γ in monkeys [147].

After bolus injection, the initial decline in serum concentrations following intra-
venous administration is rapid for IFN-α, -β, and -γ for all species tested with the 
half-lives of initial distribution on the order of minutes. Serum concentrations ini-
tially decrease rapidly, then decline more slowly, with terminal elimination half-
lives ranging from minutes (30–40 min for IFN-α in mice) [148] to hours (7–12 h 
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for IFN-β in rabbits) [145] depending on the species selected and the type of 
interferon.

Both IFN-α and IFN-β have a volume of distribution after intravenous adminis-
tration that ranges from 20% to 100% of body weight in mice [148], rats [149], 
rabbits [145], dogs [139], and monkeys [138], suggesting distribution into a volume 
that approximates total body water. Similar data for IFN-γ are not available. The 
tissue content of the interferons generally parallels that found in serum or plasma. 
Measurable concentrations or titers of interferons have been demonstrated in the 
brain, spleen, lung, liver, and kidney. For IFN-β and -γ, the amount of interferon 
determined in specifi c organs or tissues refl ected the amount found in the serum 
or plasma, suggesting no uptake of these interferons into the sample organs or 
tissues. For IFN-α, the uptake results on tissue distribution studies have been 
mixed. Heremans et al. [141] reported the uptake of IFN-α by liver, lung, and spleen 
after intraperitoneal administration of homologous mouse IFN-α to mice. In 
contrast, Bohoslawec et al. [148] showed no appreciable uptake of murine IFN-α
into brain, liver, lung, or spleen after intravenous administration to mice. However, 
the kidney showed an appreciable uptake of murine IFN-α. Two human IFN-α
subtypes, A and D, and one human hybrid, A/D, displayed a tissue distribution 
profi le similar to that of biologically active mouse IFN-α [148].

The catabolism of interferons has been the most widely researched area of pre-
clinical IFN pharmacokinetics. Undoubtedly, the gastrointestinal tract is the most 
effective and effi cient system for catabolizing proteins. The liver has also been 
shown to play a role in the catabolism of dycosylated proteins, and the kidney is the 
major catabolic organ for circulating low-molecular-mass (<60 kDa) proteins. In 
addition, other organs and tissues, such as the lungs and muscles, are thought to play 
minor roles in protein catabolism. For the catabolism of interferons, IFN-α has been 
the most extensively studied of the three types of interferons. In general, IFN-α is 
fi ltered through the glomeruli of the kidney followed by luminal endocytosis and 
proximal tubular reabsorption [150]. During reabsorption, IFN-α undergoes pro-
teolytic degradation by lysosomal enzymes; therefore, negligible amounts of intact 
IFN-α are excreted in the urine. In nephrectomized animals (rats and rabbits), 
therefore, the clearance was signifi cantly decreased [151, 152]. In addition to the 
above fi ndings, Bocci et al. demonstrated that the liver has been shown to play a 
small role in the catabolism of IFN-α [153]. On the other hand, both IFN-β and 
IFN-γ undergo renal catabolism [153], but to a much smaller extent than IFN-α.
Natural IFN-β and -γ are glycoproteins that contain sialic acid groups; they are 
therefore subject to the liver catabolism characteristic of this class of proteins. For 
recombinant IFN-α, there is an evidence that it reduces hepatic drug metabolism 
activity in mice [154]. Moreover, it has been demonstrated that the greater the 
antiviral activity of a given IFN in murine cells, the greater its ability to depress 
hepatic microsomal cytochrome P450 content in mice [154].

6.3.5.3 Pharmacokinetics of Interferon in Humans

The pharmacokinetics of interferons has been evaluated using a variety of dosing 
regimens varying from intermittent to continuous administration. Although defi ni-
tive pharmacokinetics has not been reported in all cases, enough information is 
available to defi ne their basic disposition characteristics. Serum interferon concen-



trations after intravenous administration decline rapidly in a biexponential manner 
for IFN-α and IFN-β [155, 156]. On the other hand, monoexponential decline has 
been observed for IFN-γ [157]. IFN concentrations fall several orders of magnitude 
over the measurable serum concentration-time course. Terminal half-lives range 
from 4 to 16 h for IFN-α, 1 to 2 h for IFN-β, and 25 to 35 min for IFN-γ. At the 
doses tested, serum concentrations are generally measurable for between 8 and 24 h 
after dosing of IFN-α and up to 4 h after injection for IFN-β and -γ. The total body 
clearance of IFN-α has been reported to range from 4.9 to 21 liters/h or 24 liters/h 
per/m2. For IFN-β, the total body clearance is much higher, 19–38 liters/h per/m2,
whereas that of IFN-γ falls between the two at 12.66–32.4 liters/h.

Oral absorption of intact proteins has met with limited success because of 
the natural proteolytic capabilities of the gastrointestinal tract. The systemic 
absorption of interferons from sites other than the gastrointestinal tract has been 
remarkably good, considering the size of these molecules. Intramuscularly and 
subcutaneously administered IFN-α [158, 159] and nonglycosylated IFN-γ [160] 
are well absorbed, >80% for IFN-α and 30–70% for IFN-γ. These routes exhibit 
protracted absorption, which results in maximum serum or plasma concentrations 
occurring after 1 to 8 h. Concentrations are measurable for 4 to 24 h after injection 
for both IFN-α and IFN-γ. Maximum serum concentrations following these routes 
of administration are at least an order of magnitude less than the highest concen-
tration observed after intravenous administration of an equal dose. The absorption 
of IFN-β from muscle or skin has not been suffi cient to produce much greater 
serum concentrations because of the limits of assay detection.

The volume of distribution is similar for both IFN-α and IFN-γ, ranging from 
12 to 40 liters [158, 161]. Although this volume is not physiological, it is approxi-
mately 20% to 60% of body weight. Information regarding IFN-β has not been 
established. On the other hand, the penetration of interferons across the human 
blood-brain barrier has been actively studied. Partially purined [162], natural [163], 
and recombinant [162] interferons do not readily cross the blood-brain barrier 
intact after intravenous, intramuscular, or subcutaneous administration. These 
data suggest that direct effect of parent interferon for the nervous system is not 
responsible for the occurrence of neurotoxicity, a common side effect of interferon 
therapy.

6.3.5.4 Interferon Formulation

Other routes of administration have been evaluated, such as inhalation, intrale-
sional, intranasal, intraperitoneal, intraventricular, and intraocular rates, in clinical 
studies. For the most part, these alternative routes were attempts to improve the 
delivery of interferon to sites not easily accessible via the systemic circulation. 
These dosing strategies have provided adequate concentrations of interferon in 
cerebrospinal fl uid, lymph, nasal mucosa, and peritoneal fl uid, but have not led to 
clinical success, undoubtedly refl ecting the lack of understanding of the inherent 
mechanism of interferon action [164].

The recommended twice-weekly administration of IFN-α does not maintain 
sustained plasma concentrations of the drug, thereby adversely affecting the poten-
tial biological response [165]. During the last few years, “pegylation technology” has 
been used to develop long-acting forms of IFN-α that help to avoid most of these 
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problems [166]. Polyethylene glycols are nontoxic water-soluble polymers that, 
owing to their large hydrodynamic volume, create a shield around the pegylated 
drug, thus protecting it from renal clearance, enzymatic degradation, and recogni-
tion by cells of the immune system. Two separate compounds, peginterferon α-2a 
(PEGASYS) and peginterferon α-2b (PEG-Intron), are now both approved for use 
alone or in combination with ribavirin for the treatment of chronic hepatitis C [167]. 
Interferon therapy for chronic hepatitis C is not a cure, but it is able to decrease the 
viral load and may decrease the risk of complications (e.g., cirrhosis, liver failure, 
and liver cancer) [168]. Pegylation of the interferon increases the amount of time the 
interferon remains in the body by increasing the size of the interferon molecule. 
Increasing molecule size slows the absorption, prolongs the half-life, and decreases 
the rate of interferon clearance [169]. Thus the duration of biological activity is 
increased with pegylated INF over nonpegylated INF. The pegINF-α products offer 
an advantage over nonpegylated INF-α products because of less frequent adminis-
tration. Tolerability of the pegylated INF is comparable with the nonpegylated for-
mulations. Monotherapy with these agents produces a better response in some 
patients than monotherapy with the nonpegylated formulation [170]. Combination 
therapy with ribavirin is more effective than monotherapy. In 1995, Nalin et al. 
demonstrated that conjugation of IFN-α 2a to a linear polyethylene glycol (PEG) 
(M, 5000) via a urea linkage increased the half-life, and plasma residence time 
parameters of IFN-α 2a were one and one-half fold and two fold greater than those 
corresponding to the native IFN-α 2a in rats [171], with reduced immunogenicity in 
mice [172]. In humans, a twice-weekly dosing of PEG5K-IFN-α 2a is required to 
achieve antiviral levels similar to those attained with unconjugated IFN, as shown 
in a phase II trial involving chronic hepatitis C patients [173]. Ramon et al. reported 
that the conjugation of INF-α 2b (IFN-α 2b) to a branched-chain (40,000) polyeth-
ylene glycol (PEG2,40K-IFN-α 2b) markedly improved the resistance to tryptic deg-
radation and the thermal stability of IFN-α 2b. The serum half-life of PEG2,40K-IFN-α
2b showed 330-fold longer, whereas plasma residence time was increased 708 times 
compared with native IFN [174]. Pegylation alters the pharmacokinetic properties 
of IFN-α and allows for once-weekly administration. Pegylated IFNs contain either 
linear PEG chains of small molecular weight, as in pegylated IFN-α-2b (12 kD), or 
larger branched moieties, as in pegylated IFN-α-2a (40 kD). There are pharmaco-
kinetic and pharmacodynamic differences between these two IFNs. The much-
increased sustained virological response rates observed with pegylated IFN-α-2a 
(40 kD) and pegylated IFN-α-2b (12 kD) support the rationale for pegylation of IFN 
[175]. The absorption half-life of standard IFN-α is 2.3 h, whereas absorption half-
lives for pegylated IFN-α-2a and α-2b are 50 h and 4.6 h, respectively. The volume 
of distribution for pegylated IFN-α-2a is considerably restricted, whereas the volume 
of distribution for pegylated IFN-α-2b is only approximately 30% lower than that 
for conventional IFN. As a result of its large size, the 40-kD pegylated IFN-α-2a has 
a more than 100-fold reduction in renal clearance compared with conventional IFN-
α. Clearance of pegylated IFN-α-2b is about one tenth that of unmodifi ed IFN-α.
Although data are limited, both drugs appear to show differences in the initial viral 
decay pattern in patients with chronic hepatitis C. However, it remains unknown 
whether these differences in the initial viral decline predict differences in the 
primary clinical endpoint, sustained virological response.

The development of new IFN-α delivery strategies is a key issue to simplify its 
administration and improve its therapeutic effects while reducing its dose-related 



side effects. One of the most attractive approaches toward this purpose is the 
encapsulation of IFN-α into microspheres by a biodegradable polymer, poly(lactic-
glycolic acid) (PLGA). Sanchez et al. developed the method of encapsulation of 
IFN-α into biodegradable microparticles and nanoparticles using PLGA and 
poloxamer 188, which is a stabilizing agent, and encapsulated IFN-α within PLGA/
poloxamer blend microspheres or nanospheres [176] where their preparation tech-
niques led to the effi cient encapsulation of IFN-α and the modulation of their 
particle size ranging from 280 nm to 40 μm. The antiproliferative activity of the 
IFN-α varied depending on the formulation. Moreover, PLGA/poloxamer blend 
microspheres were able to provide signifi cant amounts of active IFN-α for up to 
96 days.

In 2004, Peleg-Shulman et al. developed a new type of pegylated INF-α-2 con-
jugate, peg40-FMS-IFN-α-2, which is capable of regenerating native INF-α-2 at a 
slow rate under physiological conditions [177]. A 2-sulfo-9-fl uorenylmethoxycar-
bonyl (FMS)-containing bifunctional reagent, MAL-FMS-NHS, has been synthe-
sized, enabling the linkage of a 40-kDa peg-SH to IFN-α-2 through a slowly 
hydrolyzable bond. The in vitro rate of regeneration of native interferon from this 
preparation was estimated to have a half-life of 65 h. Following subcutaneous 
administration to rats and monitoring of circulating antiviral activity, active IFN-
α-2 levels peaked at 50 h, with substantial levels still being detected 200 h after 
administration. This value contrasts with a half-life of about 1 h measured for 
unmodifi ed interferon. The concentration of active IFN-α-2 scaled linearly with 
the quantity injected. Comparing subcutaneous to intravenous administration of 
peg40-FMS-IFN-α-2, the long circulatory lifetime of IFN-α-2 was affected both 
by the slow rate of absorption of the pegylated protein from the subcutaneous 
volume and by the slow rate of discharge from the peg in circulation.

More recently, Ito et al. demonstrated the usefulness of the oral patch pre-
parations for INF-α [178]. The patch preparations were composed of three layers; 
a water-insoluble backing layer, a drug-containing layer with an absorption 
enhancer, and a surface layer containing pH-dependent polymer were prepared. 
As absorption enhancer, three surfactants, Gelucire44/14 (lauroyl macrogol-32 
glycerides), Labrasol (caprylocaproyl macrogol-8 glycerides), and HCO-60 (poly-
oxyethylated hydrogenerated castor oil) were used in preparing the IFN-α patch 
preparations, an in vitro release study showed that the time when half of the for-
mulated IFN-α is released from the patches were 3.4 ± 0.1 min for HCO-60, 7.8 ±
0.1 min for Gelucire44/14, and 11.4 ± 0.1 min for Labrasol preparations. An in vivo 
absorption study showed that Gelucire44/14 preparation showed a higher Cmax, 7.66 
± 0.82 IU/mL, and AUC, 12.85 ± 1.49 IU h/mL, than Labrasol (6.51 ± 0.89 and 8.30 
± 1.34 IU h/mL) and HCO-60 (6.02 ± 1.14, 7.53 ± 1.84 IU h/mL) preparations, 
respectively. By comparing the AUC obtained after s.c. injection of the same dose 
of IFN-α with rats, bioavailability was estimated to be 7.8% in the Gelucire44/14 
preparation.

6.3.6 GROWTH HORMONE

6.3.6.1 Background

Growth hormone (GH) is an endocrine hormone produced and stored in the ante-
rior pituitary gland, which is secreted into the blood circulation in a pulsation 
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pattern. Defi ciency of GH results in abnormally poor growth. This disease state, 
namely hypopituitary dwarfi sm, has been recognized for several years. By the end 
of 1950s, it was found that a patient with hypopituitary dwarfi sm given injections 
of extracts of human pituitary tissue grew remarkably well. However, the supply of 
human GH (hGH) was extremely limited, because the only source of hGH was 
from cadaver pituitaries. Specifi c criteria were established for identifying patients 
who were clearly GH-defi cient and who stood the best chance of benefi ting from 
therapy. If identifi ed, a child would receive intramuscular injections of these pitu-
itary extracts three times per week. The dosing levels were limited and the continu-
ing therapy was always threatened by shortages of material. In addition to being in 
thin supply, the problem of purifying the material provided a further challenge. As 
with any therapeutic drug that is derived from human tissue, contaminants of other 
protein hormones as well as those of viral origin had to be removed. However, more 
recently, the availability of synthesized hGH, produced through recombinant DNA 
technology, greatly reduced these concerns and provided a plentiful supply of 
hormone. As part of the process for proving the safety and effi cacy of the use 
of hGH in humans, pharmacokinetic studies have been conducted in a number of 
species including mice, rats, monkeys, and humans.

6.3.6.2 Pharmacokinetics of Growth Hormone in Animals

In 1982, Sigel et al. studied that the disappearance rates of hGH and a 20-kDa 
variant over 10 min after intravenous injection of iodinated material in male and 
female mice [179]. The half-lives of hGH and the 20-kDa variant in males were 4.1 
and 3.9 min, respectively, whereas the half-lives in females were 4.7 and 4.0 min. 
There were no signifi cant differences in the protein half-lives between male and 
female mice. In addition, there was no apparent relationship between the half-lives, 
the dissimilar binding characteristics for the target sites, and growth-promoting 
activities. In 1988, the pharmacokinetics of biosynthetic human growth hormone 
(B-hGH) and pit-hGH were compared in rats [180]. Normal and hypophysecto-
mized male and female rats were injected subcutaneously and intramuscularly with 
0.1 mg/kg B-hGH and pit-hGH and intravenously with 0.06 mg/kg B-hGH and pit-
hGH. A smaller distribution volume and a slower metabolic clearance rate were 
found for B-hGH compared with pit-hGH. Moreover, a smaller distribution volume 
and a slower metabolic clearance rate were found for hypophysectomized rats 
compared with normal rats for both proteins. The plasma half-lives was estimated 
to be about 3–7 min in the initial elimination phase and 29 min in the terminal 
elimination phase. The plasma levels of hGH were higher after subcutaneous com-
pared with intramuscular administration for both proteins. From these results, it 
was suggested that an extensive local degradation took place at the subcutaneous 
and intramuscular injection sites. In addition, comparative tissue distribution 
studies with radioiodinated B-hGH and pit-hGH showed no differences between 
the growth hormones. The females accumulated relatively more label in the liver 
than the males, whereas the males accumulated relatively more label in the 
kidneys.

On the other hand, the total body clearance (CL) of synthetic hGH was studied 
in eight adult rhesus monkeys [181], where four monkeys were lean (<20% body 
fat) and the other four were obese (>20% body fat). The monkeys were given a 



single i.v. bolus injection of hGH (2.5 mg/kg), followed by a constant infusion of 
hGH (250 mg/hr) for 2.5 h. Venous blood samples were collected before the infu-
sion and every 10 min during the infusion. In both groups, steady state was reached 
70 min after the start of the infusion. The mean CL of synthetic hGH was 12.7 ±
1.7 liters/24 h in the lean group and 19.5 ± 2.9 liters/24 h in the obese group (p <
0.007). However, the CL values that standardized by body weight were the same 
in both groups. These observa tions suggest that the CL of hGH is directly propor-
tional to body weight, and the lower plasma GH levels in obesity may be caused 
by an increase in its CL not compensated for by an appropriate increase in the rate 
of GH secretion.

As for the metabolism, the metabolic fate of GH in peripheral tissues has not 
been clearly defi ned as with other protein hormones. The clearance of GH from 
the systemic circulation is thought to occur by receptor-mediated uptake at the liver 
and fi ltration at the kidney [182]. After intravenous injection of [125I]hGH to female 
rats, hGH was speciacally taken up by the liver with radioactivity ultimately becom-
ing associated with the lysosomal subfraction. The specifi c uptake of [125I]hGH into 
rat liver was associated with accumulation in the Golgi apparatus [183, 184]. Inter-
estingly, in each of these studies, radioactivity in the liver was characterized by 
TCA solubility and membrane binding as an intact hormone. These fi ndings suggest 
that receptor-mediated uptake of GH in the liver is not directly linked to hydrolytic 
inactivation of the hormone.

6.3.6.3 Pharmacokinetics of Growth Hormone in Humans

In the early phases of product development, data from laboratory animals can 
sometimes be used to predict the phamacokinetic profi le in humans [183]. Dosing 
levels for initial clinical trials can thus be selected. In the later stages of develop-
ment, when human data were available, allometeric analysis is useful for evaluating 
the clinical relevance of pharmacological data collected in laboratory animals. 
Actually, the phamacokinetic parameters in humans can often be predicted by 
using pharmacokinetic data collected in laboratory animals by extrapolation by 
following equations based on body weight. Application of this method assumes that 
the pharmacokinetics are dose-proportional over the dosage range under condi-
tion. The allometric approach uses the following equation: Y = aWb, where Y rep-
resents a pharmacokinetic parameter and W represents body weight in kg; constants, 
a and b represent the allometric constants and the allometric exponent. Using the 
allometric equations, that pharmacokinetic parameters (total body clearance, 
initial volume of distribution, and volume of distribution at steady state for rhGH 
in mice, rats, monkeys, and humans) show a strong association among these phar-
macokinetic parameters as a function of body weight. This good interspecies agree-
ment supports the use of pharmacokinetic data collected in laboratory animals to 
predict the distribution of rhGH and other proteins in humans [183].

6.3.6.4 Growth Hormone Formulation

GH is a pituitary hormone responsible for postnatal growth. Like all polypeptide 
hormones, GH was long thought to be circulating exclusively in the free form rather 
than being bound to plasma proteins, which was in contrast to some other 
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hormones of hydrophobic nature (e.g., steroids), which required protein binding 
for solubilization in the aqueous plasma environment. It is a 20–22-kDa polypep-
tide that exists in several molecular forms. GH acts by binding to GH receptors in 
multiple tissues; it initiates a cascade of biochemical events, among which the gen-
eration of insulin-like growth factor-I (IGF-I) is important for the growth process 
at the local tissue level. Other important actions of GH are those involved in 
anabolism, such as intracellular transport of amino acids and other cellular con-
stituents, nitrogen, and protein synthesis. The biochemical events immediately fol-
lowing GH binding to receptors (intracellular signaling) are only incompletely 
understood. In 1987, the hepatic GH receptor was cloned and structurally charac-
terized; it is a single-chain glycoprotein with a 620-amino acid backbone, of which 
246 are extracellular, 24 form a hydrophobic transmembrane domain, and 350 are 
intracellular [185]. Like all polypeptide hormones, GH was long thought to be cir-
culating exclusively in the free form rather than being bound to plasma proteins. 
At the end of 1980s, however, it was found that GH also circulates by binding to 
specifi c GH-binding proteins in plasma [186]. At least two GH-binding proteins 
(GH-BP) have been identifi ed in human plasma; one binds GH with high affi nity, 
the other with lower affi nity.

hGH is currently administered by injection daily or three times a week. To 
improve patient compliance, there have been a lot of research efforts for the devel-
opment of long-acting formulations of protein drugs. The parenteral delivery route 
often requires frequent dosing because of the short half-lives of these drugs. A few 
clinical studies have shown that a continuous infusion of hGH via a pump resulted 
in growth velocity and insulin-like growth factor-I (IGF-I) levels comparable with 
those of daily injections. The results indicate that pulsatile hGH release may not 
be required for clinical effi cacy, and the sustained-release formulation may improve 
patient compliance and effi cacy with a suitable pharmacokinetics release profi le 
[187]. For a development of sustained-release formulation of protein drugs, one 
of the key requirements may be the integrity of the protein drugs within micro-
particles during and after formulation processes contrary to small-molecular-weight 
drugs; proteins have three-dimensional structures to retain their bioactivity. Some 
stresses (e.g., temperature, pH, or organic solvents) associated with the preparation 
of sustained-release formulation can cause deamidation, oxidation, denaturation, 
or aggregation of the protein, which can turn the protein biologically inactive and 
even immunogenic.

From the end of the 1990s to the early 2000s, rapid development in molecular 
biology and recent advancement in recombinant technology increased identifi cation 
and commercialization of potential protein drugs. It is well known that traditional 
forms of administration for the peptide and protein drugs often rely on their paren-
teral injection, as the bioavailability of these therapeutic agents is poor when admin-
istered nonparenterally. Tremendous efforts by numerous investigators across the 
world have occured to improve protein formulations and, as a result, a few successful 
formulations have been developed including sustained-release hGH. At the end of 
1990s, a sustained-release system was developed for rhGH using biodegradable 
microsphere formulations composed of polymers of lactic and glycolic acid (PLGA). 
Lee et al. reported that long-acting formulations of rhGH were prepared by stabiliz-
ing and encapsulating the protein into three different injectable, biodegradable 
microsphere formulations composed of PLGA [188]. In this study, the microsphere 



formulations were compared in juvenile rhesus monkeys by measuring the serum 
levels of rhGH and two proteins induced by hGH, insulin-like growth factor-I 
(IGF-I) and IGF binding protein-3 (IGFBP-3) after single s.c. administration. The 
results showed that PLGA formulations induced a higher level of IGFBP-3 than was 
induced by injections of the same amount of rhGH in solution. Moreover, Brodbeck 
et al. evaluated the effects of altering dynamics of PLGA solution depot on the sus-
tained-release delivery of hGH by subcutaneous injection in rats, and obtained 
about 28 days of long-term sustained-release profi les from the PLGA solution depot 
of hGH in normal rats at serum levels of 10–200 ng/mL [189].

In the early 2000s, several other formulations of hGH have been developed. In 
2001, Maeda et al. developed a sustained-release collagen fi lm of hGH and evalu-
ated its effect on wound healing in db/db mice [190]. The release profi les of hGH 
from the collagen fi lms varied with composition and preparation conditions; 
however, the fi lm prepared by air-drying of the mixture of hGH and collagen solu-
tion released hGH continuously over 3 days both in vitro and in vivo. By application 
of collagen fi lm containing 3 mg of hGH twice at an interval of 6 days to wounds, 
the area of wounds on day 21 was signifi cantly reduced compared with that of 
nontreated wounds in mice. In 2002, Kim et al. reported the usefulness of the 
synthesized HA/Pluronic composite hydrogels [temperature-sensitive hyaluronic 
acid (HA) hydrogels, which were synthesized by photopolymerization of vinyl 
group modifi ed HA in combination with acrylate group end-capped poly(ethylene 
glycol)-poly(propylene glycol)-poly(ethylene glycol) tri-block copolymer (Pluronic 
F127)] [191]. This HA/Pluronic composite hydrogels gradually collapsed with 
increasing temperature over the range of 5 to 40°C suggesting that the Pluronic 
component formed self-associating micelles in the hydrogel structure. The mass 
erosion occurred much faster at 37°C than at 13°C, indicating that at the higher 
temperature, the ester linkage between the Pluronic and acrylate group might be 
more exposed to an aqueous environment and thus be more readily hydrolyzed 
because of Pluronic micellization. This HA/Pluronic composite hydrogels is appli-
cable for a formulation of rhGH in sustained-release profi les that followed a mass 
erosion pattern.

More recently, aiming at once-a-week injection, a novel sustained-release for-
mulation of rhGH using sodium hyaluronate (SR-rhGH) was developed for the 
treatment of children who have growth failure caused by lack of adequate secretion 
of endogenous GH [192, 193]. SR-rhGH was produced in the form of solid micro-
particles by spray-drying technology. A single administration of a prototype for-
mulation of SR-rhGH with a ratio of hGH : HA-1 : 1 to cymomolgus monkeys 
through a fi ne 26-gauge needle induced continuous elevation of serum IGF-I level 
for 6 days, demonstrating the bioactivity of hGH released from the prototype for-
mulation. When the ratio of hGH to HA changed from 1 : 1 to 1 : 3, hGH released 
more slowly in vitro from SR-rhGH with almost complete release of hGH loaded. 
According to phamacokinetic and pharmacodynamic studies in beagle dogs, sus-
tained release of hGH from the optimized formulation of SR-rhGH continued for 
a more extended period longer than 72 h with a lower Cmax than those of prototype 
formulations. The single administration resulted in an elevation of serum insulin-
like growth factor-I (IGF-I) level for 6 days, with a maximum value that was higher 
than the baseline level by 350 ng/mL, which supported the possibility of SR-
rhGH as a once-a-week injection formulation of hGH. The bioavailability of both 
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formulations was comparable with that of hGH daily injection formulation. Finally, 
toxicity studies revealed no evidence of adverse effect in both cymomolgus monkeys 
and beagle dogs [193].

As for a formulation using another administration route, Leitner et al. developed 
a nasal delivery system of hGH [194] based on the thiomer polycarbophil-cysteine 
(PCP-Cys) in combination with the permeation mediator glutathione (GSH). 
Micro particles were prepared by dissolving PCP-Cys/GSH/hGH (7.5 : 1 : 1.5), PCP/
hGH (8.5 : 1.5), and mannitol/hGH (8.5 : 1.5) in demineralized water, followed by 
lyophilization and micronization. PCP-Cys/GSH/hGH and PCP/hGH microparti-
cles showed a comparable size distribution (80% in the range of 4.8 to 23 μm) and 
swelled to almost four fold size in phosphate-buffered saline. Both formulations 
exhibited almost identical sustained drug release profi les. The intranasal adminis-
tration of the PCP-Cys/GSH/hGH microparticulate formulation resulted in a 
relative bioavailability of 8.11%, which represents a three fold and a 3.3-fold 
improvement compared with that of PCP/hGH microparticles and mannitol/hGH 
powder, respectively. The nasal microparticulate formulation based on PCP-Cys/
GSH/hGH might represent a promising novel tool for the systemic delivery of 
hGH.

6.3.7 LEUPROLIDE

6.3.7.1 Background

Leuprolide acetate is a synthetic and superpotent agonist of luteinizing hormone-
releasing hormone (LHRH) with a biphasic effect on the pituitary (Figure 6.3-2).

It is a decapeptide hormone that is effective in the treatment of hormone-depen-
dent diseases such as prostate and mammary tumors and endometriosis [195, 196]. 
It initially stimulates the secretion of both luteinizing hormone (LH) and follicle 
stimulating hormone (FSH), and on long-term continuous administration it inhibits 
secretion of LH and FSH, and the concentration of testosterone in men and estro-
gen in women drop sharply. It is administered pulsatively for adjuvant hormonal 
therapy and continuously for hormone-related anti-neoplastic therapy comprising 
prostatic and breast cancer and endometriosis [197]. As leuprolide is a peptide, it 
is orally inactive and generally given subcutaneously or intramuscularly. Recently, 
however, several attempts are considered to improve bioavailability and effective-
ness of leuprolide as well as a patient’s convenience for taking the medicine.

Pro His Trp Ser Tyr Gly Leu Arg Pro Gly -NH25-OXO-

Pro His Trp Ser Tyr D-Leu Leu Arg Pro-5-OXO- -NH-CH2-CH3-COOH

LH-RH

leuprolide acetate

Figure 6.3-2. Schematic presentation of primary structure of luteinizing hormone-releasing 
hormone (LH-RH) and leuprolide acetate.



6.3.7.2 In vitro Permeation Study of Leuprolide

For most polypeptides, oral administration is often limited by enzyme instability 
in the gastrointestinal tract. Furthermore, because peptides are highly ionized, and 
thus are mostly hydrophilic, their potential for permeating gastrointestinal absorp-
tion barriers is poor. Attempts to understand the degradation and permeation 
behavior in the intestine are benefi cial to improve oral effi cacy. Intramuscular and 
intranasal routes are the common routes of administration. Undoubtedly, the oral 
route is the most convenient. However, plasma levels of leuprolide after oral admin-
istration of an aqueous solution to rats and humans are mostly below the limit of 
detection (0.2 ng/mL) [198]. Therefore, it is important to understand and elucidate 
the absorption and degradation mechanisms of leuprolide in the intestinal tract. In 
2004, Guo et al. reported the transport mechanism of leuprolide across rat intes-
tine, rabbit intestine, and Caco-2 cell monolayer [199]. Using techniques based on 
everted gut sac and Caco-2 cell monolayer, it was found that fl ux of leuprolide 
increased with increasing concentration of drug, showing a passive diffusion 
pathway. At a low concentration of leuprolide, trypsin inhibitor had a strong 
enhancement effect on the permeability of drug by protecting enough drug for 
permeation. Chitosan had no affect on the activity of α-chymotrypsin. In addition, 
the authors found that the increase in permeation of leuprolide was caused by 
opening of the tight junctions and interaction with cells. Therefore, the authors 
concluded that both inhibition of proteolytic enzymes and opening the tight junc-
tions to allow for paracellular transport of leuprolide improved the intestinal 
absorption.

6.3.7.3 Clinical Pharmacokinetics of Depot Leuprolide

In 1984, for cancer treatment, a sustained-release intramascular formulation based 
on biodegradable microspheres had been developed by Saunders et al. and there-
after marketed (Lupron@ Depot, TAP Pharmaceuticals) [200]. This injectable 
microsphereiscapable of sustaining required drug levels over a period of 1, 3, and 
4 months after a single administration. These systems, in addition to improving the 
patient convenience and compliance, reduce the needed dose to one-quarter to 
one-eighth of the injected aqueous solution by sustaining therapeutic drug levels 
at target receptor sites [201]. More recently, sustained-release depot formulations, 
in which the hydrophilic leuprolide is entrapped in biodegradable highly lipophilic 
synthetic polymer microspheres based on polylactic/glycolic acid (PLGA) or poly-
lactic acid (PLA), have been developed to avoid daily injections [202], where leu-
prolide is released from these depot formulations at a functionally constant daily 
rate for 1, 3, or 4 months, depending on the polymer type (PLGA for a 1-month 
depot and PLA for depot of >2 months), with doses ranging between 3.75 and 
30 mg. The mean peak plasma leuprolide concentrations of 13.1, 20.8–21.8, 47.4, 
54.5, and 53 μg/L occur within 1–3 h of depot subcutaneous administration of 3.75, 
7.5, 11.25, 15, and 30 mg, respectively, compared with 32–35 μg/L at 36–60 min after 
a subcutaneous injection of 1 mg of a nondepot formulation. Sustained drug release 
from the PLGA microspheres maintains plasma concentrations between 0.4 
and 1.4 mg/L over 28 days after single 3.75-, 7.5-, or 15-mg depot injections. The 
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mean areas under the concentration-time curve are similar for subcutaneous or 
intravenous injection of short-acting leuprolide l mg; a signifi cant dose-related 
increase in the AUC from 0 to 35 days is noted after depot injection of leuprolide 
3.75, 7.5, and 15 mg. The mean volume of distribution of leuprolide is 37 L after a 
single subcutaneous injection of 1 mg, and 36, 33, and 27 L after depot administra-
tion of 3.75, 7.5, and 15 mg, respectively. The total body clearance is 9.1 L/h and the 
elimination half-life is 3.6 h after a subcutaneous 1-mg injection; corresponding 
values after intravenous injection are 8.3 L/h and 2.9 h. A 3-month depot PLA for-
mulation of leuprolide 11.25 mg ensures a mean plasma peak concentration of 
around 20 μg/L at 3 h after subcutaneous injection, and continuous drug concentra-
tions of 0.43 to 0.19 μg/L from day 7 until before the next injection. In addition, an 
implant administration of these sustained-release systems of leuprolide provided a 
lasting delivery of leuprolide for 1 year. Serum leuprolide concentrations remained 
at a steady mean of 0.93 mg/L until week 52, suggesting zero-order drug release 
from the implant.

6.3.7.4 Transdermal Iontophoretic Delivery of Leuprolide

As for another route of administration of leuprolide, Kochhar et al. demonstrated 
an application of transdermal delivery of leuprolide using heat-separated human 
epidermal membrane from cadaver skin of multiple donors. The author used an 
iontophoresis technique to deliver the drug and examined the effect of constant 
voltage or constant current application [203, 204]. When the heat-separated human 
epidermal membrane was subjected to constant voltage within the range of 250 to 
1000 mV during the iontophoretic phase, iontophoretic enhancement of leuprolide 
permeation at pH 7.2 was greater than at 4.5. A developed model to account for 
iontophoretic enhancement yielded that, fi rst, the porosity increased with the 
applied voltage to as much as three times the original at 1000 mV. Second, the lipid 
pathway scontributed approximately 20% to the total permeation during the passive 
phase. Third, the electro-osmotic fl ow contributed signifi cantly to the enhancement 
and its direction was from anode to cathode at pH 7.2 and the opposite at pH 4.5. 
The magnitude of the electro-osmotic fl ow was at pH 4.5 somewhat lower than at 
pH 7.2. Repeated iontophoretic applications of 250 mV on the same skin specimen 
resulted in the same enhancement every time and did not cause any barrier altera-
tions when applied for 1 h every 24 h, which was not the case if the duration between 
the two iontophoretic applications was only 3 h. In contrast, keeping the current 
densities at 0.5 to 2.3 μA/cm2, the permeation rate of leuprolide increased linearly 
with the current density for the universal buffer and at pH 7.2 was almost double 
that at pH 4.5 despite the greater ionic valence of the drug at pH 4.5 compared 
with pH 7.2. The drug transference number at both pH values was approximately 
0.5%. Replacement of the universal buffer with polymaleic acid yielded higher 
drug permeation rates and increased its transference number at a comparable pH. 
Transference number of the drug with polymaleic acid appeared to increase with 
current density. From these in vitro investigations, the authors concluded that the 
fl uxes obtained for both electrolyte systems with the present experimental arrange-
ment could be extrapolated to deliver therapeutically relevant doses of the drug.



6.3.8 DESMOPRESSIN

6.3.8.1 Background

Desmopressin (the vasopressin analog 1-deamino-8-D-arginine vasopressin, 
dDAVP), a potent synthetic peptide hormone of the natural pituitary hormone 
vasopressin, is used chiefl y for treatment of enuretic disorders, such as central idio-
pathic or secondary diabetes insipidus [205, 206] and nocturia and nocturnal enure-
sis in young children [207]. Desmopressin has also proven to be useful in the 
treatment of bleeding diseases by activating and mobilizing factor VIII and von 
Willebrand’s factor reserves in hemophilia A and von Willebrand–Jurgens syn-
drome [208]. The 1100-Da molecule, which is typically taken in doses of 1–20 μg,
shows variable and low oral and nasal bioavailability (0.1% and 3.4%, respectively) 
[1]. Although injectable formulations demonstrate better bioavailability, they are 
poorly suited for routine use in young children. For the treatment of these disorders, 
desmopressin (Desmopressin®) in usually administered intranasally by use of sprays 
or drops. This route of desmopressin administration was shown to be more effi ca-
cious than the oral route, because bypassing the gastrointestinal tract increases the 
absolute bioavailability from less than l% to approximately 5% [209]. A more 
acceptable route of administration with potentially good bioavailability could be 
offered by transdermal delivery. It is well documented that the stratum comeum, the 
outermost layer of the skin, constitutes an impermeable barrier to hydrophilic or 
high-molecular-weight drugs. These molecules can only be delivered into or through 
the skin if the barrier function of the stratum corneum is disrupted by any of a 
number of available methods. In this fi eld, ultrasound and iontophoresis, which are 
known to enhance transdermal delivery of small molecules, have also been pro-
posed for use with peptides and macromolecules.

6.3.8.2 Pharmacokinetics of Desmopressin in Humans

As a basic study, Rembratt et al. investigated the pharmacokinetic and pharmaco-
dynamic profi les of desmopressin after oral and intravenous ad-mini-stration in 
men with a high incidence of nocturia [210]. Based on an open-randomized and 
four-way crossover design, desmopressin was administered orally (0.2 mg) and 
intravenously (2 μg) at daytime and nighttime. The concentration-time curve after 
2μg intravenous desmopressin was best fi tted by a biexponential equation. The 
mean (95% CI) AUC at night was 302 (272–335) pg h/mL and in the day was 281 
(253–312) pg h/mL. No statistically signifi cant differences were detected between 
night and day except for terminal half-life, which was 3.1 h at night and 2.8 h in the 
daytime (p = 0.02). Peak plasma concentration (Cmax) was 6.2 (5.1–7.5) pg/mL at 
night and 6.6 (5.5–7.9) pg/mL in the daytime, respectively. Median time to reach 
Cmax (tmax) was 1.5 (range 1.0–4.1) h at night and 1.5 (range 0.5–0.3) h in the day, 
and the oral bioavailability was 0.08%. The pharmacodynamic effects of oral and 
intravenous desmopressin given in the daytime were similar during the fi rst 6 h after 
dosing. The nighttime dosing and daytime intravenous dose resulted in antidiuresis 
throughout the measuring period, whereas the effect of the daytime peroral dose 
receded after 6 h. The authors concluded that the terminal half-life was longer at 
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night than in the daytime, but the difference is considered too small to be of clinical 
importance. Moreover, they also concluded that, despite low bioavailability, 
the pharmacodynamic effects of oral desmopressin were similar in magnitude to 
those after intravenous dose at night and during the fi rst 6 h after daytime 
administration.

More precisely, d’Agay-Abensour et al. investigated the absolute bioavailability 
of an aqueous solution of desmopressin from different regions of the gastrointestinal 
tract (stomach, duodenum, jejunum, ileum, colon, rectum) in 6 healthy male volun-
teers aged 24 to 35 years [211]. For intravenous administration, the subjects received 
4μg of desmopressin. For intestinal administration, 400 μg of desmopressin was 
directly applied to six distinct sites in the GI tract via two- or four-channel tubes 
with or without a distal occlusive balloon. After intravenous administration, the 
elimination half-life, total body clearance, amount excreted in urine, and renal clear-
ance of desmopressin were 60.0 min, 1.7 mL/min/kg, 2.0 μg, and 0.8 mL/min/kg, 
respectively. The mean bioavailability of desmopressin after gastric, duodenal, 
jejunal, distal ileal, proximal colonic, and rectal application was 0.19%, 0.24%, 
0.19%, 0.03%, 0.04%, and 0.04%, respectively. Thus, absorption was signifi cantly 
higher in the three upper GI regions in comparison with the three lower regions.

6.3.8.3 Renal and Biliary Excretion and Sex Differences in 
Desmopressin Pharmacokinetics

Agerso et al. investigated the differences in pharmacokinetic profi les of desmopres-
sin between healthy subjects and renally impaired patients after intravenous admin-
istration [212]. Overall, 18 renal impairment and 6 healthy volunteers were enrolled 
in the study. Each subject received a single intravenous dose of 2-μg desmopressin, 
and blood and urine samples were collected for 24 h, where plasma concentrations 
and the amounts of desmopressin excreted in the urine were analyzed simultane-
ously by means of a technique of mixed effects modeling. Their results showed that 
both renal and nonrenal clearances of desmopressin were found to vary with the 
creatinine clearance (CrCL). A decrease of 1.67% in the CrCL was found to cause 
a 1.74% decrease in the renal clearance and a 0.95% decrease in the nonrenal 
clearance. The fall in renal failure caused the amount of desmopressin excreted in 
urine to decrease from 47% in healthy subjects to 21% in the patients with severe 
renal impairment. The mean total body clearance of desmopressin in healthy sub-
jects and patients with severe renal impairment was 10 L/h and 2.9 L/h, respectively. 
Correspondingly, the mean terminal half-life was 5.7 h in healthy subjects and 10 h 
in patients with severe renal impairment. The authors concluded that great caution 
should be taken when deciding on an effi cient dosage regimen if patients with 
moderately or severely impaired renal function are to be treated with desmopressin 
at all, despite the drug appearing to be safe and well tolerated by patients with 
impaired renal function.

The pharmacokinetic profi les of desmopressin in the liver were also investigated. 
Lundin et al. demonsted the biliary excretion of drug after intrajugular venous, 
intraportal venous, and intraduodenal venous administration in conscious pigs 
[213]. In all cases of administration routes, the biliary excretion was less than 1% 
of the administered dose with the plasma/bile concentration ratio of less than 1.0. 
A signifi cant fi rst-pass effect was found when the liver was exposed to a high intra-



portal dose of desmopressin. The uptake study of [3H]desmopressin by incubating 
with liver tissue slices showed that desmopressin was rapidly removed from the 
incubation medium, indicating desmopressin was markedly metabolized in the 
liver.

As another parameter to alter the pharmacodynamic profi le of desmopressin, a 
sex difference is most important. In 2004, Odeberg et al. demonstrated that there 
was a sex difference in a human pharmacokinetic (PK) and pharmacodynamic (PD) 
study [214], where desmopressin was administered intravenously as a single dose 
(for the PK study, a 2-μg dose; for the PD study, a 0.2-μg dose), and parameters for 
urine fl ow and urine osmolality were estimated. The pharmacokinetics of desmo-
pressin after a fi xed bolus injection were infl uenced neither by piroxicam nor by sex 
of subjects. However, the pharmacodynamics of desmopressin showed a sex differ-
ence where females exhibited a more pronounced antidiuretic effect than males, 
which was statistically signifi cant when the effects were submaximal (>4.5 h after 
dose). The sex differences were diminished after pretreatment with an NSAID, 
piroxicam, indicating a prostaglandin PGE2-mediated mechanism.

6.3.8.4 Desmopressin Formulation

Usually, desmopressin is administered intranasally by use of sprays or drops. This 
administration route of desmopressin was considered to be more effi cacious than 
the oral route, because bypassing the gastrointestinal tract increases the absolute 
bioavailability from less than 1% to approximately 5%. However, nasal application 
of desmopressin is accompanied by high intersubject and intrasubject variability in 
plasma pharmacokinetics [215]. Therefore, there have been several pharmaceutical 
research efforts to improve nasal delivery of desmopressin.

In 1987, Lethagen et al. demonstrated a comparison study, which was made of 
intranasal administration of 300-μg desmopressin by spray, with intravenous admin-
istration of 0.2-, 0.3-, and 0.4-μg/kg desmopressin in 10 healthy volunteers [216], 
where the effect of desmopressin was measured on the antihemophilia factor, factor 
VIII (F VIII), and on plasminogen activator release. Plasma levels of desmopressin 
showed a clear dose response with the maximum levels at 0.4 μg/kg intravenous 
dose. The affect of the spray approximated the 0.2-μg/kg response. However, the 
maximum response in both F VIII complex and plasminogen activator release was 
obtained after a 0.3-μg/kg i.v. dose. The response at a 0.4-μg/kg i.v. dose was not 
signifi cantly different from the response at a 0.3-μg/kg dose, indicating that 
maximum stimulation was reached with 0.3 μg/kg. There was no correlation between 
plasma levels of F VIII and desmopressin, indicating that the biological response 
to the drug is subject to saturation kinetics. The reproducibility of the effect of the 
spray dose on F VIII was 21% (c.v.) and 27% for the intraindividual and inter-
individual variation, respectively, and compared favorably with intravenous admin-
istration. Therefore, they concluded that intranasal desmopressin (300 μg) is as 
effective as 0.2 μg/kg intravenously and provides an accurate, reproducible, 
and convenient alternative to parenteral administration. Moreover, in 1988, Harris 
et al. reported the effects of concentration and dose volume on the nasal 
bioavailability and biological response to desmopressin in humans [217]. A nasal 
formulation of 300 μg of desmopressin was administered using a premetered spray 
device in doses of either 1 × 50-, 2 × 50-, or 1 × 100-μL actuations to both nostrils. 
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Intravenous administration of 0.2 μg/kg was also given as a reference for bioavail-
ability calculations. The biological response was determined by measuring circulat-
ing levels of F VIII. Peak plasma levels of desmopressin were greatest after the 2 
× 50-μL dose, followed by the 1 × 50- and 1 × 100-μL doses. The bioavailability of 
desmopressin from the 2 × 50-μL dose was 20%, which was signifi cantly greater 
than the 11% after the 1 × 50-μL (p < 0.01) and 9% after the 1 × 100-μL (p < 0.001) 
doses. The biological response was clearly enhanced after the 2 × 50-μL dose 
compared with the 1 × 50- and 1 × 100-μL doses. The interindividual response in 
F VIII levels to nasal desmopressin ranged from 20% (CV) to 30%, which com-
pared favorably with the 36% variation after intravenous administration. These 
results show that by optimizing concentration, volume, and splay apparatus, a sig-
nifi cant enhancement can be obtained in bioavailability and clinical effi cacy of 
desmopressin.

More recently, as a new apparatus for desmopressin delivery, Cormir et al. 
reported the usefulness of a coated microneedle array patch system (Macronux 
technology) to deliver desmopressin through the skin [218]. Although it is available 
in injectable, intranasal, and oral formulations, intranasal and oral administration 
result in low and variable bioavailability. However, administering desmopressin 
transdermally using Macronux technology, which uses a microneedle array to 
overcome the skin barrier, is markedly useful to improve the bioavailability of 
desmopressin. In their reports, the tips of microneedles in 2-cm2 arrays were 
covered with a solid coating of various amounts of desmopressin and applied to 
the skin of hairless guinea pigs for 5 or 15 min. Pharmacologically relevant amounts 
of desmopressin were delivered after 5 min. Bioavailability was as high as 85% and 
showed acceptable variability (30%). Immunoreactive serum desmopressin reached 
peak levels after a Tmax of 60 min. Elimination kinetics for serum desmopressin was 
similar after other transdermal and intravenous delivery, suggesting the absence of 
a skin depot. These results suggest that transdermal delivery of desmopressin by 
Macrofl ux technology is a safe and effi cient alternative to currently available routes 
of administration.

6.3.9 ANTIBODIES

6.3.9.1 Background

Antibodies serve two important functions: They bind and modulate antigens and 
they bind complement and immune effector cells, such as natural killer cells and 
monocytes. Recently, targeted therapies using monoclonal anti-bodies (mAbs) 
have gained increased therapeutic application. As shown in Table 6.3-1, overall, 
19 mAbs are currently approved by FDA to treat various disease states, such as 
oncology, infl ammation, infectious disease, and cardiovascular disease [219]. All 
approved mAbs are of the IgG class. Each IgG molecule contains two identical 
heavy chains and two identical light chains, 13 of which are intact mAbs, three are 
conjugated, and one is an mAb fragment (Fab). A feature of mAb therapeutics is 
the high specifi city conferred by the antibody interaction with a specifi c region on 
the targeted antigen. The antigen-binding site is formed by the intertwining of the 
light-chain variable domain (VL) and the heavy-chain variable domain (VH). Each 
V domain contains three short stretches of peptide known as the complementarily 
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TABLE 6.3-1. Therapeutic Antibodies Approved by FDA

Approved Generic name Trade mame Disease indication

1986 muromanab–CD3 0KT3 Allograft regction
1994 abciximab ReoPro Adjunct to PTCA
1995 edrecolomab Panorex Colorectal cancer
1997 rituximab Rituxan Non-Hodgkins lymphoma
1997 daclizumab Zenapax Prevention of kidney
   Transplantr rejection
1998 trastuzumab Herceptin Metastatic breast cancer
1998 palivizumab Synagis RSV propylaxis
1998 basiliximab Simulect Prevention of kidney
   Transplantr rejection
1998 infl iximab Remicade Rheumatoid arthrists, Crohn’s
    disease
2000 gemtuzumab  Mylotarg CD33-acute myeloid leukemia
  ozogamicin
2001 alemtuzumab Campath B-cell chronic lymphocyte
    leukemia
2002 ibritumomab  Zevalin Non-Hodgkings lymphoma
  tiuxetan
2002 adalimumab Humira Rheumatoid arthrists, Crohn’s
    disease
2003 omalizumab Xolair Asthma
2003 efalizumab Raptiva Prorisis
2003 tosirtumomab Bexxar Non-Hodgkings lymphoma
2004 cetuximab Erbitux Colorctal cancer
2004 bevacizumab Avastin NSCL cancer

determining regions (CDRs); the CDRs are the prominent determinants of antigen-
binding affi nity and specifi city. The light chain contains one constant domain, CL.
The heavy chain contains three constant domains, CH1, CH2, and CH3. The CH2
and CH3 domains allow interactions of the IgG molecule with various components 
of the immune system by either binding C1q, which activates the complement 
cascade and elicits complement-dependent cytotoxicity, or by binding to Fcγ recep-
tors on immune effector cells, which elicits antibody-dependent cellular cytotoxic-
ity (Figure 6.3-3).

These same variable and constant domains of the molecule also affect IgG 
catabolism and elimination [220]. In addition to their contributions to mAb phar-
macological activities, the FcyRs could also regulate elimination and pharmacoki-
netics of mAbs. Other factors, such as mAb structure and engineering, host factors, 
concurrent medications, and immunogenicity, can alter the pharmacokinetic and 
pharmacodynamic profi les. Hence, understanding the factors that affect the phar-
macokinetics of mAb is of high importance for effective therapeutic application.

6.3.9.2 Pharmacodynamics and Pharmacokinetics of mAbs

mAbs can exert their pharmacological effects via several different mechanisms, 
such as neutralizing antigen function, activating receptors by mimicking 
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Figure 6.3-3. Representation of the space-fi lling model of an IgG molecule.

endogenous receptor ligands, delivering toxins to specifi c cells (targeted delivery), 
and eliciting effector functions in conjunction with antigen modulation [221]. Under 
some circumstances, where antigen expression is high in crucial organs (e.g., heart, 
lung, and vasculature), the effector function might not be desirable and could be 
deleterious; however, in other instances, such as applications in hematological 
malignancies, effector functions might be a signifi cant part of the mechanism of 
action and maximizing the antibody effector functions might be highly desirable. 
Clearance of antibodies through the cells of the reticuloendothelial system (RES) 
can be regulated through the interaction with various Fc receptors. FcRns are 
expressed on phagocytic cells of the RES and protect IgG from rapid clearance. 
Similarly, cells of the RES express various types of Fcγ receptors. Interactions of 
IgG antibodies with this subset of receptors could potentially impact antibody 
clearance. As discussed, polymorphism in Fcγ receptors impacted the therapeutic 
response to rituximab [222]. Although the favorable clinical outcome was attributed 
to a more effi cient Fcγ RIIIa-dependent cytotoxicity, it is not clear if polymorphism 
in Fcγ receptors could have any potential impact on antibody clearance. Polymor-
phism in Fcγ RIIIa was shown to impact in vivo clearance of red blood cells (RBC) 
coated with an anti-D IgG3 antibody in humans [223]. The faster clearance was 
attributed to a more effi cient elimination of opsonized RBC by phagocytic cells in 
the spleen of the subjects homozygous for Fcγ RIIIa-F/F158 [223]. These results are 
consistent with previous data demonstrating the impaired clearance of IgG-
sensitized RBC in the presence of an anti-Fcγ RIIIa antibody [224]. In addition, 
downregulation of Feγ receptor on cells of monocyte lineage by immunomodulatory 
drugs, such as methotrexate (MTX), might potentially impact the clearance of 
mAbs such as adalimumab.

As the site on IgG that is responsible for binding to FcRn has been mapped and 
well characterized, the trend in the fi eld of antibody engineering is to mutate the 
FcRn-binding site. Therefore, an increased FcRn binding provides altering the 
pharmacokinetics of mAbs. In 2002, Dall’Acqua et al. found that major improve-
ment in FcRn binding occurred when mutations were introduced at positions 252, 



254, 256, 433, 434, and 436, which are at the interface of the Fc-FcRn-binding region 
[225]. More recently, Hinton et al. discovered two mutations, T250Q and M428L, 
that caused, respectively, a three fold and seven fold increase in FcRn binding and, 
when combined together, caused a 28-fold increase in FcRn binding [226]. After 
intravenous administration of the M428L or T250Q/M428L mutant, about a two 
fold increase in plasma half-life was observed in rhesus monkeys compared with 
the parental molecule. As these positions are conserved among different human 
IgG isotypes, the authors proposed that the benefi cial effect of these mutations 
should hold good for other isotypes as well.

As another way to alter the pharmacokinetics of mAbs, there is a PEGylation 
technology (the process of conjugating polyethylene glycol chains to the antibody 
fragments) of mAbs. PEGylation of proteins and liposomes has been a time-tested 
and successful technique that offered the advantage of reducing immunogenicity, 
increasing the plasma half-life, increasing solubility, and reducing protease sensitiv-
ity [227]. Therefore, the science of antibody PEGylation has two primary aims, 
which are (1) to preserve the antigen-binding activity completely and (2) to link 
the PEG molecule to the antibody in a stable manner. These aims are achieved 
by performing site-specifi c PEGylation using maleimide chemistry. Site-specifi c 
PEGylation was done by introducing a free cysteine to the end of the hinge region 
in a Fab [228] or by incorporating the hinge region on the C-terminus of a Fab and 
scFv [229]. The increase in half-life observed with PEGylated antibody fragments 
is usually caused by a prolongation of the distribution phase that represents the 
redistribution of a molecule in the extravascular environment. It, therefore, appears 
that PEGylation slows the redistribution of the mAbs from the systemic circulation 
to the interstitial compartment. In the following section, representative mAbs will 
be described.

6.3.9.3 Muromonab CD-3 Pharmacokinetics

In 1986, Muromonab CD-3 (OKT-3), which is a monoclonal antibody was fi rst intro-
duced to clinical practice, and the agent has been effective in reversing corticosteroid-
resistant acute rejection in renal, liver, and cardiac transplant recipients. OKT-3 is 
administered only by intravenous injection and has a harmonic half-life of approxi-
mately 18 h. It binds specifi cally to the CD-3 complex, which is involved in antigen 
recognition and cell stimulation, on the surface of T lymphocytes. Immediately after 
administration, CD-3-positive T lymphocytes are abruptly removed from the circu-
lation. OKT-3 may be removed by opsonization by the reticuloendothelial system 
when bound to T lymphocytes, or by human antimurine antibody production 
[230].

6.3.9.4 Basiliximab Pharmacokinetics

Basiliximab (Simulect) is a chimeric monoclonal antibody for immunoprophylaxis 
against acute rejection in renal transplantation. Basiliximab is a glycoprotein pro-
duced by recombinant technology. It is used to prevent white blood cells from acute 
renal transplantation rejection. It specifi cally binds to and blocks the alpha chain 
of interleukin-2 receptors (IL-2R alpha), also known ascD25 antigen, on the surface 
of activated T lymphocytes. In 1997, to identify a single-dose regimen providing 
IL-2R-saturating serum concentrations in the critical fi rst posttransplant month, 
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Kovarki et al. examined the pharmacokinetic aspects of basiliximab in a multi-
center open-label, prospective dose-escalation study [231]. Thirty-two recipients 
(20 men and 12 women, 47 ± 11 years old, 65 ± 12 kg body weight) of primary mis-
matched cadaver kidneys were enrolled. The immunosuppression regimen con-
sisted of steroids and azathioprine from day 0 and cyclosporine from day 10. 
Basiliximab was infused over 30 min as a single dose (40 mg or 60 mg). Peak con-
centration and area under the concentration versus time curves increased propor-
tionally with dose. Postinfusion concentrations declined in a biphasic manner with 
a terminal half-life of 6.5 ± 2.1 days. Widely dispersed correlations were noted 
between body weight and distribution volume (r = 0.29) or between it and total 
body clearance (r = 0.45), suggesting no clinical relevance for weight-adjusted 
dosing. Moreover, there were no apparent gender-related differences in basiliximab 
disposition. As serum concentrations in excess of 0.2 μg/mL are suffi cient to satu-
rate IL-2R epitopes on circulating T lymphocytes, the authors concluded that 40 mg 
and 60 mg of infusion dose was suffi cient to keep this threshold level for 26 ± 8 days 
and for 32 ± 11 days, respectively.

Moreover, Kovarki et al. reported the results of a randomized, open-label pro-
spective study with recipients of primary cadaveric liver allografts to characterize 
the disposition and immunodynamics of basiliximab for immunoprophylaxis of 
acute rejection [232]. Patients received a total intravenous dose of 4-mg basiliximab 
in addition to baseline dual immunosuppression consisting of cyclosporine and 
steroids. The central volume of distribution was 5.6 ± 1.7 L, with a steady-state 
volume of 7.5 ± 2.5 L. The total body clearance and elimination half-life were 75 ±
24 mL/h and 4.1 ± 2.1 days, respectively. Basiliximab was measurable in drained 
ascites fl uid, and clearance by this route was an average of 20% of total clearance. 
Total body clearance correlated positively with the volume of postoperative blood 
loss (r = 0.5253, p = 0.0101), suggesting that bleeding may represent an additional 
route of drug removal. More recently, they conducted a population pharmacoki-
netic screen to identify demographic-clinical covariates of basiliximab in kidney 
and liver transplantation [233, 234]. In kidney transplantation (169 basiliximab-
treated patients), basiliximab clearance was 36.7 ± 15.2 mL/h, distribution volume 
8.0 ± 2.4 L, and half life 7.4 ± 3.0 days. Body weight (range, 44–131 kg) and age 
(range, 20–69 years) each contributed to the variability in clearance and volume. 
However, gender, ethnic group, and the presence of proteinuria had no clinically 
relevant infl uences on basiliximab disposition. Receptor-saturating basiliximab 
concentrations were maintained for 36 ± 14 days (range, 12–91) when patients 
received 4-mg basiliximab [233]. On the other hand, in liver transplantation (184 
basiliximab-treated patients), basiliximab clearance was 55 ± 26 mL/h, the distribu-
tion volume was 9.7 ± 4.2 L, and the half-life was 8.7 ± 6.7 days. Patient weight, age, 
sex, ethnicity, history of alcoholism, hepatitis C seropositivity, and notable post-
operative bleeding had no clinically relevant infl uences on basiliximab disposition; 
however, the cumulative volume of drained ascites fl uid in the fi rst week was posi-
tively correlated with the clearance. Receptor-saturating basiliximab concentra-
tions (�0.1 μg/mL) were maintained for 38 ± 16 days, which was negatively correlated 
with the cumulative volume of drained ascites fl uid in a week [234]. However, there 
was no apparent relationship between the incidence or day of onset of acute rejec-
tion episodes during CD25 saturation and basiliximab concentration in kidney and 
liver transplants.



6.3.9.5 Trastuzumab Pharmacokinetics

Trastuzumab (Herceptin) is a monoclonal antibody for human epidermal growth 
factor receptor 2 (HER2)-positive metastatic breast cancer (MBC). A phase II 
study by Baselga et al. demonstrated the safety, effi cacy, and pharmacokinetics of 
trastuzumab monotherapy given as fi rst-line treatment once every 3 weeks in 
women with HER2-positive MBC [235]. Patients received a loading dose of trastu-
zumab, 8 mg/kg intravenously and then 6 mg/kg at 3-week intervals until disease 
progression or patient withdrawal. In total, 105 patients received a median of fi ve 
cycles of therapy. The overall response rate was 19% and the clinical benefi t rate 
was 33%. Median time to progression was 3.4 months. The most common treatment-
related adverse events were rigors, pyrexia, headache, nausea, and fatigue. Median 
baseline left ventricular ejection fraction was 63%. The mean trough levels of 
trastuzumab in plasma were lower and the peak levels were higher with 3-weekly 
trastuzumab compared with weekly treatments. The author concluded that admin-
istering higher doses on a three-times-per-week schedule did not compromise the 
effi cacy and safety of trastuzumab in women with HER2-positive MBC, and 
average exposure was similar to that observed with weekly therapy. In addition, a 
population pharmacokinetic analysis was performed by Bruno et al. to investigate 
precise aspects of trastuzumab pharmacokinetics [236]. A nonlinear mixed-effect 
model was applied for the pharmacokinetic data from phase I, II, and III studies 
of 476 patients. The phase I study enrolled patients with advanced solid tumors. 
The phase II and III studies enrolled patients with HER2-positive MBC. Patients 
in the pivotal phase II and III studies were treated with a 4-mg/kg loading dose of 
trastuzumab followed by 2 mg/kg weekly for up to 840 days. A two-compartment 
linear pharmacokinetic model best described the data and accounted for the long-
term accumulation observed after weekly administration of trastuzumab. Popula-
tion estimates for total body clearance, volume of distribution of the central 
compartment, and terminal half-life of trastuzumab were 0.225 L/day, 2.95 L, and 
28.5 days, respectively. Interpatient variabilities in the total body clearance and 
volume of distribution were 43% and 29%, respectively. The number of metastatic 
sites, plasma level of extracellular domain of the HER2 receptor, and patient 
weight were signifi cant baseline covariates for total body clearance, volume of dis-
tribution, or both. However, these covariate effects on trastuzumab exposure were 
modest and not clinically important in comparison with the large interpatient vari-
ability of CL. Concomitant chemotherapy (anthracycline plus cyclophosphamide, 
or paclitaxel) did not appear to infl uence clearance.

6.3.9.6 Infl iximab Pharmacokinetics

Infl iximab (Remicade) is a chimeric monoclonal antibody against tumor necrosis 
factor (TNF)-alpha that has shown effi cacy in Crohn’s disease and rheumatoid 
arthritis with a disease-modifying activity and rapid onset of action [237]. It is 
administered intravenously, generally in a schedule with initial infusions at 0, 2, 
and 6 weeks, followed by administration once every 8 weeks. Infl iximab is effective 
in the treatment of patients with moderately to severely active Crohn’s disease with 
an inadequate response to other treatment options or those with fi stulizing disease. 
In combination with methotrexate, infl iximab reduced signs and symptoms and 
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delayed disease progression in patients with active, methotrexate-refractory rheu-
matoid arthritis and in those with early disease. However, direct pharmacokinetic 
trials of infl iximab in healthy volunteers or patients are not yet available. Infl iximab 
is predominantly distributed to the vascular compartment and eliminated with a 
t1/2beta between 10 and 14 days. No accumulation was observed when it was 
administered at intervals of 4 or 8 weeks Methotrexate may reduce the clearance 
of infl iximab from serum [238].

6.3.9.7 Rituximab Pharmacokinetics

Rituximab (Rituxan) is a B-cell-depleting anti-CD20 chimeric IgG κ monoclonal 
antibody being investigated for the treatment of rheumatoid arthritis and is approved 
for the treatment of B-cell lymphoma [239]. Kim et al. investigated pharmacoki-
netic profi les of rituximab in rabbits following intravitreal administration [240]. 
After intravitreal injections of 1-mg rituximab, the elimination half-life of ritux-
imab, estimated based on the two compartments, was 4.7 days. Fitting the data to 
a two-compartment model yielded a clearance from the aqueous humor of 1.2 μL/
min. The clearance was less than the reported rate of aqueous humor outfl ow, 
indicating that elimination by this route could have been suffi cient to account for 
the disappearance of the drug from the eye. The duration of time over which sus-
tained levels of rituximab were achieved suggests that intravitreal administration 
warrants further investigation as an approach to treating vitreous and anterior 
chamber infi ltrates in patients with primary intraocular lymphoma. In addition, a 
population pharmacokinetic analysis of rituximab using a total of 102 patients by 
Ng et al. [239] demonstrated that body surface area and gender were the most sig-
nifi cant covariates for both a total body clearance and a volume of distribution in 
central compartment. Body surface area alone only explained about 19.7% of the 
total interindividual variability of the total body clearance. In a simulation study, 
body surface area-based dosing normalized drug exposure over a wide range of 
body surface area but did not seem to improve the predictability of rituximab AUC 
in rheumatoid arthritis patients. Therefore, no rationale for body surface area-
based dosing for rituximab in rheumatoid arthritis patients was found.

6.3.9.8 Palivizumab Pharmacokinetics

Respiratory syncytial virus (RSV) infection represents a major cause of pediatric 
respiratory hospitalizations. RSV is the most common cause of lower respiratory 
tract infection in infants. Palivizumab (Synagis) is a humanized monoclonal anti-
body to the fusion protein of RSV, and is active in animal models for prevention 
of pulmonary RSV replication [241]. Based on a phase I/II multicenter, random-
ized, double-blind, placebo-controlled, dose escalation trial by Subramanian et al. 
in premature infants or infants with bronchopulmonary dysplasia, it was found that 
the mean half-life of 20 days was comparable with that of other immunoglobulin 
G preparations. Mean trough serum concentrations 30 days after infusion were 6.8, 
36.1, and 60.6 μg/mL for the 3-, 10-, and 15-mg/kg dose groups, respectively. Mean 
serum concentrations of palivizumab that have been shown to produce a 2-log 
reduction in pulmonary RSV titer in cotton rats were maintained when 10- or 
15-mg/kg palivizumab was given every 30 days to pediatric patients at high risk 
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for serious RSV disease. In addition, based on another phase I/II multicenter, 
randomized, double-blind, placebo-controlled, dose escalation trial in 99 healthy 
children hospitalized with acute RSV infection by Saez-Llornes et al., it was found 
that mean serum concentrations of palivizumab in the 5- and l5-mg/kg groups, 
respectively, were 61.2 and 303.4 μg/mL at 60 min and 11.2 and 38.4 μg/mL after 30 
days. There were no signifi cant differences in clinical outcomes between placebo 
and palivizumab groups for either dose. A single 15-mg/kg dose achieved serum 
palivizumab concentrations above the 25–30-μg/mL concentration associated with 
2-log reduction of pulmonary RSV titer in the cotton rat model [242].

6.3.10 RECOMMENDATIONS FOR FUTURE STUDY

Recombinant DNA technology has produced many proteins and peptides drugs in 
large scale, and they are becoming increasingly important as therapeutic agents. 
The successful development of recombinant proteins depends on the proper charac-
terization of their pharmacokinetics and an understanding of the relationship 
between drug exposure or dose and the pharmacological response. Although phar-
macokinetic characterization of proteins is often complicated because of the 
absence of a specifi c assay, diffi culties exist in identifying metabolites, endogenous 
circulating concentrations, and the presence of binding proteins. However, nano-
biotechnologically derived formulations for peptide/protein drugs also show some 
new challenges. Numerous methods have been explored for increasing the resi-
dence time of proteins in the systemic circulation or oral bioavailability and enhanc-
ing the pharmacological effect. Some of the techniques have been employed to 
include site-specifi c mutagenesis, polymer modifi cations, and fusion with immuno-
globulins, targeted through the use of liposomes or conjugation to toxins, radio-
nuclides, and other proteins. In the future, these methods should provide adequate 
formulations of peptide drugs to increase the successful therapeutic effi cacy when 
formulations are administered through the alternative administration routes.
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6.4.1 INTRODUCTION

Since the introduction of recombinant DNA techniques, it is possible to produce 
proteins on a large scale. These include proteins that are identical or nearly identi-
cal to endogenous human proteins, but also foreign proteins like streptokinase and 
asparaginase. Not only foreign proteins, but also recombinant human protein thera-
peutics are potentially immunogenic, and indeed most of these products induce 
antibodies in some patients after a certain period of treatment (see Table 6.4-1 for 
examples). Patients will fi rst develop binding antibodies (BAbs), and this can be 
followed by the formation of neutralizing antibodies (NAbs). BAbs usually do not 
cause major complications, but NAbs bind to the active site of the protein and may 
interfere with the therapeutic effect. NAbs sometimes also cross-react with the 
endogenous protein, which can lead to serious complications [3, 4].

This chapter gives an overview of the current knowledge about the immunoge-
nicity of therapeutic proteins. First the mechanisms by which antibodies are formed 
will be discussed, followed by the factors that can infl uence the immune response. 
An assay strategy for the detection of antibodies in human sera is discussed. The 

TABLE 6.4-1. Examples of Recombinant Therapeutic Proteins with Reported 
Immunogenicity1

Type of Protein Protein

Hormones Insulin
 Growth hormone
Cytokines Interferon alpha
 Interferon beta
 Interleukin 2, 3 and 12
Enzymes Factor VIII
 DNase
 Tissue plasminogen activator
Antibodies Anti-CD3 (murine antibody)
 Anti-Her2 (humanized antibody)
 Anti-IgE (humanized antibody)
 Anti-respiratory syncytial virus (humanized antibody)
 Anti-IL-2 receptor (humanized antibody)
Growth factors G–CSF
 GM–CSF
 Erythropoietin
 Thrombopoietin

1 Adapted from Refs. 1 and 2.



biological and clinical consequences are summarized, and the U.S. Food and Drug 
Administration (FDA) procedure to handle immunogenicity concerns of novel 
products is explained. Next, we give some examples of therapeutic proteins with 
immunogenicity problems, followed by the fi nal conclusions.

6.4.2 IMMUNE MECHANISMS

Depending on the type of therapeutic protein, antibodies can be formed via two 
pathways (Table 6.4-2): a classic immune response to foreign proteins and breaking 
of immune tolerance to self-proteins [1].

6.4.2.1 Classic Immune Response

A classic immune response occurs after administration of foreign proteins. Antigen-
presenting cells (APCs) will take up the protein, digest it, and present peptides on 
major histocompatibility complex (MHC)-molecules on their surface. T cells will 
recognize these peptides in combination with the MHC-molecules and will activate 
B cells to produce antibodies against the foreign protein. This type of reaction is 
observed when proteins of animal, microbial, or plant origin are administered to 
patients. The antibody formation is usually fast, within days to weeks, and often 
occurs after a single injection. The antibodies are mostly NAbs and persist for a 
long time.

A classic immune response can also occur on administration of recombinant 
human proteins to patients with an innate defi ciency, e.g., children lacking growth 
hormone. These children lack the immune tolerance that normally exists for 
self-proteins.

TABLE 6.4-2. Types of Immune Reaction Against Therapeutic Proteins1

 Classic Immune Response  Breaking of Immune
  Tolerance

Properties of  Microbial or Plant Origin Human Homologue
Product

Characteristics  Fast Slow
 of antibody  Often after a single injection After prolonged treatment
 formation High incidence Low incidence
 Neutralizing antibodies Mainly binding antibodies
 Long duration Disappear after stopping of 
   treatment and sometimes 
   during treatment
Cause of  Presence of non-self-antigens Impurities and presence of 
 immunogenicity   aggregates Mechanism of  
   antibody  formation is 
   unknown
Consequences Loss of effi cacy in most cases In most patients, no
   consequences

1 Taken from Ref. 5.
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6.4.2.2 Breaking of Immune Tolerance

Most recombinant human proteins are homologous to their endogenous counter-
parts. The immune system of the patients will therefore recognize the protein as a 
self-protein, for which the patient is tolerant. Antibody formation against self-
proteins can occur through breaking of this immune tolerance. The antibody for-
mation via this process is slow and often becomes apparent only after months of 
chronic administration of the protein to the patient. Usually the antibodies disap-
pear when treatment is stopped. The exact mechanism of breaking of immune tol-
erance is not known. Multimeric antigen presentation with a narrow (∼5–10 nm) 
spacing, however, is known to break immune tolerance, possibly by cross-linking 
of B-cell receptors (Figure 6.4-1). The only natural proteins showing this closely 
spaced multimeric antigen presentation are microbial antigens, and apparently 
during evolution, there was a strong selective pressure to react vigorously to this 
type of antigen presentation [6–8].

6.4.3 FACTORS INFLUENCING IMMUNOGENICITY

Many factors infl uence the immune response induced by therapeutic proteins. 
These can be divided into product, patient, and treatment characteristics, and 
several factors are still unknown.

6.4.3.1 Product Characteristics

Proteins are complex structures consisting of primary, secondary, tertiary, and 
sometimes quaternary structures. Changes in one of these structural levels might 
infl uence the immune response. How a protein is formulated infl uences the chemi-
cal and physical stability of the protein. Therefore the formulation can also infl u-
ence the immunogenicity. Moreover, contaminants and impurities play an important 
role.

B-cell 

B-cell 

B-cell 

B-cell 

B cells proliferate and start
to produce antibodies. 
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Figure 6.4-1. Schematic representation of a possible mechanism of breaking B-cell toler-
ance. The antigen contains multiple epitopes that cross-link B-cell receptors. The cross-
linking of the receptors is observed as a danger signal because of which the B cells start to 
proliferate to plasma cells and produce antibodies.



Primary Sequence. Based on amino acid sequence, no defi nite predictions about 
the immunogenicity of a product can be made. A single amino acid change in 
insulin was enough to elicit a strong immune response [9]. Consensus interferon 
alpha (co-IFNα), on the other hand, has several amino acid changes as compared 
with the naturally occurring human IFNαs (10–23 amino acid differences and on 
average 89% homology with naturally occurring IFNαs), but it has no increased 
immunogenicity [10]. Foreign proteins, such as streptokinase, staphylokinase, 
bovine adenosine deaminase, and salmon calcitonin will elicit a classic immune 
response in patients.

Chemical changes of the primary structure, such as oxidation or deamidation of 
amino acids, can lead to novel epitopes, which can induce a classic immune response 
[11]. Moreover, the chemical change can induce aggregation leading to multimeric 
antigen presentation and, thus, breaking of immune tolerance.

Glycosylation. Glycosylation is a common posttranslational modifi cation and is 
cell and species specifi c. The glycans can differ in chain length, sequence, and 
linkage position to the peptide backbone [12]. Endogenous proteins often consist 
of several glycosylated isoforms [13]. The carbohydrates can play a role in molecular 
stability, in vivo activity, serum half-life, and immunogenicity. Carbohydrates can 
decrease the immunogenicity of therapeutic proteins, by shielding immunogenic 
epitopes [12, 14] or by increasing the solubility of the protein and thereby preventing 
aggregation [15].

Production of therapeutic proteins in plants is being developed, but concerns are 
raised about the immunogenicity of plant glycans. Glycosylation of proteins in 
plants and humans differ in fi ne detail [16]. Especially the plant-specifi c α(1,3)-
fucose and β(1,2)-xylose groups are considered immunogenic in humans [12]. 
Metabolic engineering of the plant N-glycan biosynthesis pathway is being pursued 
to prevent the insertion of these sugars in the glycan chains [16].

PEGylation. The most successful approach to increase the mean plasma half-
life of proteins is by chemically coupling poly(ethylene glycol) (PEG) moieties 
to the protein. The attachment of PEG (PEGylation) decreases the overall rate 
of clearance of the protein, shields the protein from proteolytic enzymes, and 
masks immunogenic sites [17, 18]. The PEG molecules can differ in conjugation 
type, molecular weight, and conformation (i.e., linear, branched, or multiple-
branched) [19]. PEGylation can decrease the immunogenicity of a therapeutic 
protein by blocking antibody binding sites, promoting solubility, and permitting 
less frequent dosing [20]. Branched PEG is more effective than linear PEG in 
improving the immunological properties of the protein [21]. Although in most cases 
PEGylation decreases the immunogenicity of a therapeutic protein, two examples 
of therapeutic proteins are known in which the PEGylated protein was more 
immunogenic than the non-PEGylated variant: PEGylated recombinant human 
megakaryocyte growth and development factor (PEG-rhMGDF) [4] and 
recombinant methionyl human tumor necrosis factor binding protein PEGylated 
dimer [22]. The reason for this increased immunogenicity is not known, but it might 
be related to the increased plasma half-lives, which leads to prolonged exposure to 
the immune system.

FACTORS INFLUENCING IMMUNOGENICITY 819
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Impurities and Contaminants. Recombinant proteins can be produced in different 
expression systems, each having advantages and disadvantages [16]. Impurities 
from the expression systems can be of infl uence on the immunogenicity of the fi nal 
product. They can act as adjuvants or be immunogenic themselves [11]. Patients 
receiving Escherichia coli-derived granulocyte-macrophage colony-stimulating 
factor (GM–CSF) were shown to develop antibodies to GM–CSF as well as E. coli
proteins [23].

Secondary Structure. Many studies have shown the importance of aggregation in 
inducing and/or increasing an immune response [24–27]. Aggregation usually 
occurs after partial unfolding of the protein due to, e.g., shear/shaking or high 
temperature [28]. Aggregation may expose new epitopes on the surface of the 
protein for which the immune system is not tolerant. This will lead to a classic 
immune response. Aggregation can also lead to multimeric antigen presentation, 
which is known to break B-cell tolerance. Therefore, assessing the presence of 
aggregates in protein formulations is considered to be very important, although not 
all aggregates will induce an immune response as was shown in our laboratory [29]. 
The analytical tools for characterizing the aggregates in a formulation are described 
elsewhere in this book.

6.4.3.2 Patient Characteristics

Patient characteristics, such as genetic background and the disease status, are 
known to infl uence rate and type of immune reactions [11]. Hemophilia patients 
with severe genetic defects are more prone to antibody formation than patients with 
minor genetic defects [30, 31]. Eprex (Ortho Biotech, Tilburg, The Netherlands) 
associated pure red cell aplasia (PRCA) was only observed in patients with renal 
failure and not in cancer patients [32].

6.4.3.3 Treatment Characteristics

Also the treatment characteristics can have an infl uence on the immuno genicity of 
therapeutic proteins. Usually antibodies are only induced after prolonged treat-
ment of the protein. The intramuscular (i.m.) route of administration is less immu-
nogenic than subcutaneous (s.c.) administration. Intravenous (i.v.) administration 
usually is the least immunogenic route of administration.

6.4.3.4 Other Factors

When evaluating the immunogenicity of therapeutic proteins, one also has to con-
sider the immunomodulatory effects of the protein. For instance, IFNα may increase 
the antibody production because of its innate immunomodulatory effects [33]. The 
timing of blood sampling may infl uence the amount of antibody present in the sera. 
If a blood sample is taken too early after the administration of the protein, antibod-
ies can still be complexed to the antigen and the sample may prove to be false-
negative. If the sample is taken too long after the last injection, antibodies may 
already have disappeared [34].



6.4.4 DETECTION

Detection of antibodies can be done by several methods (Table 6.4-3). As there 
are no standardized assays for antibodies to most products and laboratories mostly 
use their own in-house methods, comparison of results from different studies is in 
principle impossible. Ideally, a combination of standardized assays should be per-
formed to ensure that all possible types (low affi nity and high affi nity, classes and 
isotypes, binding and neutralizing) of antibodies are detected.

6.4.4.1 Assays

Antibody assays can be divided into two main categories: binding assays and bioas-
says. The binding assays detect in principle any antibodies with suffi cient affi nity 
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TABLE 6.4-3. Advantages and Disadvantages of the Most Commonly Used Assays to 
Detect Binding Anti-Drug Antibodies in Patient Sera1

Type of Assay/ Advantages Disadvantages
Method

ELISA (bridging  • Detection of all isotype • Low-affi nity antibodies
format; coating responses may be missed
with drug and   • Species independent • Epitopes may be masked
detecting with • High throughput by immobilization
labeled drug)  • Easy to use • Protein conformation may

• Good sensitivity becompromised by 
immobilization

• Antibody classes/isotypes
are not discriminated

ELISA (direct • High throughput • Immobilization
format; coating  • Easy to use • Protein conformation may
with drug and  • Good sensitivity be compromised by
detecting with  • Isotype detection possible immobilization
labeled anti-Ig (by using isotype specifi c • Low-affi nity antibodies

conjugates) may be missed

ELISA (indirect  • Coating plate with  • MAb should not alter
format; coating  specifi c MAb keeps  epitopes’ accessibility
with a specifi c  drug in oriented position • MAb epitope should be
Mab or biotin • Consistent coating and clinically irrelevant
and then drug) epitope exposure • Isotype detection 

determined by conjugate
• Species specifi city 

determined by conjugate
• Low-affi nity antibodies may 

be missed

Radioimmuno • Solution phase, which  • Uses radioactivity
(precipitation)  retains the conformation  • Conjugation chemistry might
assay (RIP/RIA) of the antigen degrade or alter molecule

• Moderate-to-high  • May trap labeled drug
throughput nonspecifi cally in precipitate

• Generally good sensitivity
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for the therapeutic protein. A bioassay tests whether the antibodies detected by the 
binding assay can neutralize the biological effects of the therapeutic protein. In 
most cases, BAbs have no clinical effect, but the binding assay is used as a screen-
ing tool to identify samples with possible neutralizing activity.

Binding Assays. Several binding assays are available that can detect antibodies 
against therapeutic proteins, with solid phase binding assays being the most 
commonly used for antibody detection. Table 6.4-3 summarizes the advantages and 
disadvantages of the most commonly used techniques. The advantage of surface 
plasmon resonance over the other methods is the possibility to measure the binding 
of the antibodies in real time, which gives information about the affi nity of the 
antibodies. Figure 6.4-2 shows a sensorgram of sera containing antibodies with 
different association and dissociation profi les. A Western blot gives information 
about the specifi city of the antibodies in the serum and may show antibodies to 
impurities as was shown in patients receiving GM–CSF [23]. For a more detailed 
description of these methods, we refer to specialized literature [35–37].

Neutralizing Assays. The detection of neutralizing antibodies is performed in 
assays that can show inhibition of the biological activity of the therapeutic protein. 
In general this will be a bioassay. The therapeutic protein is incubated with the 
serum to be tested, and the mixture is tested in the bioassay. If the antibodies in 
the serum have neutralizing capacities, the biological activity of the mixture is 
reduced, as compared with the pure therapeutic protein.

TABLE 6.4-3. Continued

Type of Assay/ Advantages Disadvantages
Method

Immunoblotting • Dissects the specifi city of  • Nonquantitative 
the antibodies • Low throughput

• Profi le of reactivity  • Conformational epitopes are
against subcomponents  missed 
of the product

• Sensitivity is good

Surface plasmon  • Solution phase, which  • Linking chemistry may
resonance mostly retains the affect molecule or mask

conformation of the epitopes
antigen • Regeneration step may

• Automated degrade molecule
• No detection conjugate  • Low throughput

required • Requires dedicated
• Not species-specifi c equipment
• Detection of all isotypes • Sensitivity usually lower than
• Determination of ELISA or RIA (except for

association and dissociation low-affi nity antibodies)
constants

• Enables detection of low-
affi nity antibodies

1 Adapted from Refs. 35 and 36.
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Figure 6.4-2. Sensorgram obtained with a BIAcore 3000 using anti-rhIFNα2b sera with 
different association and dissociation profi les.
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6.4.4.2 The Design of an Assay Strategy

Long-term studies are needed to fully assess the immunogenicity of a product. 
Also, the timing of sampling is important. A pretreatment blood sample should be 
taken, and several time points should be considered because antibodies may be 
induced only after prolonged treatment. If a sample is taken too early after admin-
istration of the therapeutic protein, the circulating protein may interfere with the 
antibody assay [9]. Conversely, if the sampling is too long after the last administra-
tion of the protein, antibody levels might already have dropped below the detection 
limit of the assays. Both situations will lead to an underestimation of the incidence 
of antibody positive patients.

To fully assess the immunogenicity of a therapeutic protein, a combination of 
assays is necessary. In general, sera are screened fi rst by an enzyme-linked immu-
nosorbent assay (ELISA) or radioimmunoassay (RIA) type of binding assay, which 
have a high through-put and are easy to perform. A screening assay is optimized 
for sensitivity and therefore suffers from a relative high number of false-positive 
results. So, all initial positive sera should be confi rmed, e.g., by showing a reduced 
binding after adding the product to the serum. The confi rmed positive sera are 
then tested for neutralizing activity. Further characterization of the antibody 
response may follow to determine isotype, affi nity, and so on. Whatever approach 
is used, it is important to validate the assays to show reproducibility, precision, 
robustness, and so on [35, 38]. International reference preparations are only avail-
able for a limited number of assays, but they are crucial for making comparison 
between different laboratories possible [39].

6.4.4.3 Predictive Models

Most of the data about immunogenicity of therapeutic proteins come from 
clinical trials or postmarketing surveillance. It would of course be better if the 
immunogenicity of a product could be predicted before the clinical phase of 
development.
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Conventional Animals. Conventional animal models may be useful to predict the 
immunogenicity of microbial products as staphylokinase and streptokinase, which 
are foreign proteins for humans as well as animals [40]. Conventional animals can 
also be used if the therapeutic protein shows a high degree of intraspecies sequence 
homology. An example is human thrombopoietin, which induced neutralizing 
antibodies in animal models as well as in patients [41]. However, most recombinant 
human therapeutic proteins are foreign proteins for animals that will elicit an 
immune response in all cases. So their predictive value for the immunogenicity of 
human proteins in humans is low. Nonhuman primates that share a higher level of 
sequence homology with humans have been shown to be excellent models for some 
products such as human growth hormone and lys-pro insulin [42], but for other 
proteins, their predictive value has shown to be limited.

Immune Tolerant Animals. In most cases, the induction of antibodies to human 
therapeutic proteins in patients is based on breaking B-cell tolerance. This process 
makes animals tolerant for the protein the best model for predicting immunogenicity 
in humans. Mice are the species of choice to induce tolerance, which can be 
achieved by chronic administration of the protein in large quantities [43] or by 
making the animals transgenic for the gene expressing the protein [44]. Obvious 
drawbacks of the fi rst method are the large quantities of protein required and the 
need for testing the tolerance of each animal. Mouse lines expressing the transgene 
only need to be evaluated for immune tolerance once and only need testing by 
polymerase chain reaction (PCR) to identify transgene positivity after breeding. 
Transgenic animals, immune tolerant for insulin [45], tissue plasminogen activator 
(tPA) [46], IFNα2 [26], and IFNβ [47] are available. The insulin and tPA models 
were used to evaluate whether amino acid substitutions in the protein introduced 
new epitopes [43, 44]. The interferon models were used to study the effect of 
aggregates and other degradation products on immunogenicity [26, 29, 47].

Some therapeutic proteins might have immune modulatory effects that infl uence 
the induction of antibodies. If the human protein lacks this effect in mice, their pre-
dictive value may suffer. This defi ciency can be prevented by challenging both the 
human as well as the murine homologue. Braun et al. showed that mixtures of murine 
and human IFNα2a caused an increase in immune response in wild-type mice to the 
human protein [26]. Another point of consideration when using transgenic mice as 
predictors for immunogenicity is the difference between mouse and human MHC 
and their presentation of T-cell epitopes [39, 41]. Also, important individual patient 
characteristics, such as disease burden and concomitant therapy infl uencing the 
antibody response, are diffi cult to reproduce in the transgenic immune-tolerant 
animal model. Although these models will never become predictors of the individual 
patient’s antibody response, they will be very useful in the development phase of a 
new protein therapy or after a formulation or production change. The transgenic 
immune-tolerant mice can also be used to study the mechanism of antibody induc-
tion, because they share tolerance for the protein with patients.

6.4.4.4 Prediction on Basis of Structure and Sequence

Other strategies, based on structural analysis, have been described to predict the 
immunogenicity of therapeutic proteins. Immunogenic epitopes can be predicted 



based on amino acid sequence analysis and MHC-binding. Modifi cations in an 
immuno-dominant T-cell epitope by a single amino acid was reported to reduce 
the immunogenicity of rhIFNβ-1b in BALB/cByJ mice [48]. Analysis of B-cell 
epitopes is more diffi cult, but it is also ongoing [49]. These types of analyses may 
help to reduce the immunogenicity, in case the product is a foreign protein inducing 
a classic immune response. As discussed, in most of cases, the induction of antibod-
ies in patients is based on breaking B-cell tolerance. Although the exact mechanism 
is still unknown, we know that the product quality, independent of the amino acid 
sequence, plays an important role.

6.4.5 BIOLOGICAL AND CLINICAL CONSEQUENCES

The clinical effects of antibody formation vary from no effect to severe life-
threatening situations [50]. Binding antibodies can alter the pharmacokinetic prop-
erties of the therapeutic protein [51, 52]. Neutralizing antibodies cannot only affect 
the pharmacokinetics but also block the pharmacological effect of the therapeutic 
protein [51–53]. Severe side effects occur if NAbs cross-react with an endogenous 
protein, as was observed for PEG–rhMGDF and recombinant human erythropoi-
etin (epoetin). Patients receiving PEG–rhMGDF developed NAbs cross-reacting 
with endogenous thrombopoietin, which resulted in a severe thrombocytopenia [4]. 
Patients receiving Eprex (an epoetin formulation marketed in Europe, Canada, and 
Australia) developed NAbs that cross-reacted with endogenous erythropoietin, 
resulting in PRCA [3]. The number of patients with antibody-mediated PRCA 
rapidly increased after a formulation change of Eprex, as will be discussed below. 
Besides the formation of antibodies, allergic reactions can occur.

6.4.6 A RISK-BASED APPROACH OF IMMUNOGENICITY

The FDA evaluates immunogenicity concerns of novel products in development 
and for major changes in manufacturing or clinical uses via a risk-based approach. 
A schematic representation of this approach is given in Figure 6.4-3. Three ele-
ments are considered important for the risk assessment strategy: the severity of 
consequences of the immune response to a therapeutic protein, host-specifi c factors 
that impact the immunogenicity positively or negatively, and product-specifi c 
factors that impact the immunogenicity positively or negatively. Based on their 
expertise and literature data from marketed products, the FDA decides whether 
immunogenicity testing should be performed before or during clinical trials.

6.4.7 EXAMPLES

6.4.7.1 Epoetin: How a Formulation Change Increased the Immunogenicity

Erythropoietin is a protein produced by the kidneys that stimulates the production 
of erythrocytes. Epoetin is mainly used in patients suffering from anemia associ-
ated with chronic renal failure or cancer. Three forms of epoetin are commercially 

EXAMPLES 825
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Figure 6.4-3. Schematic representation of the risk-based approach that the FDA uses for 
novel products in development and for major changes in manufacture and clinical use of 
licensed products. Adapted from Refs. 54 and 55.

available, epoetin alfa, epoetin beta, and darbepoetin alfa, which is a hyperglyco-
sylated analog [32]. In 1997 the fi rst patient with antibody-mediated PRCA was 
reported [56]. Antibody-mediated PRCA is caused by antibodies induced by exo-
genous epoetin that cross-react with endogenous erythropoietin. In 2002, 13 
patients were reported that had developed antibody-mediated PRCA, after admin-
istration of Eprex [3]. These cases occurred after 1998. Since then, more patients 
with antibody-mediated PRCA were identifi ed. In 1998 the formulation of Eprex 
was changed: Human serum albumin (HSA) was replaced by glycine and polysor-
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bate 80. Several hypotheses have been postulated to explain the increase in PRCA 
cases. Hermeling et al. hypothesized that some epoetin molecules were solubilized 
in micelles, which might have led to multimeric antigen presentation [57]. Others 
claim that the polysorbate 80 extracted leachates out of the uncoated rubber stop-
pers, which had an adjuvant effect, leading to an increase in antibodies [58]. An 
adjuvant, however, can only increase an existing immune response and cannot 
break B-cell tolerance by itself. It will be very diffcult to pinpoint the exact cause 
of the increased number of PRCA cases. In 2002, actions were taken to decrease 
the number of PRCA cases: emphasizing strict adherence to storage and handling 
conditions, the introduction of a contraindication for s.c. administration of 
Eprex in chronic renal failure in many countries and the introduction of coated 
rubber stoppers. These actions decreased the number of patients with antibody-
mediated PRCA, but the question remains of what exactly caused the increased 
immunogenicity.

6.4.7.2 RhIFNb : Immunogenicity of Glycosylated and 
Nonglycosylated Variants

Interferon beta is a cytokine with anti-infl ammatory, antitumor, antiviral, and cell-
growth-regulatory effects. It is mainly produced by macrophages and epithelial and 
fi broblast cells [59, 60]. Administration of rhIFNβ has been established as a treat-
ment for relapsing-remitting multiple sclerosis [60]. Natural hIFNβ is glycosylated, 
contains 166 amino acids, and has a molecular weight of approximately 25 kDa [38]. 
Three forms of rhIFNβ are available on the market (Table 6.4-4). RhIFNβ-1a 
(Rebif and Avonex) has an amino acid sequence similar to that of endogenous 
hIFNβ, is produced in Chinese hamster cells, and is glycosylated. RhIFNβ-1b 
(Betaseron) is produced in E. coli and thus not glycosylated. Moreover, Cys-17 has 
been mutated to Ser-17 and the N-terminal methionine is lacking.

All three formulations induce neutralizing antibodies of the IgG-type, reducing 
the effi cacy of the therapy [24, 61–63]. The antibodies are usually detectable after 
the fi rst 6 to 12 months of the treatment [61, 63], but the clinical effects do not 
appear until after 18–24 months after the start of the treatment [64]. RhIFNβ-1b 
induces antibodies in more patients than does rhIFNβ-1a [59, 65]. This increased 
incidence of immunogenicity of rhIFNβ-1b as compared with rhIFNβ-1a is proba-
bly due to the lack of glycosylation, which makes the protein more prone to aggre-
gation. Size-exclusion chromatography showed that 60% of rhIFNβ-1b in Betaseron 
is heavily aggregated [15]. It was shown that Betaseron can break the tolerance of 
transgenic immune tolerant mice [47], which suggests that these animals may be 
predictive for the immunogenicity observed in patients.

TABLE 6.4-4. Currently Marketed rhIFNb Formulations

rhIFNβ-1a rhIFNβ-1b1

Avonex (Biogen-Idec, Cambridge, MA)  Betaseron (Berlex Laboratories, 
 Montville, NJ)

Rebif (Serono, Rockland, MA) Betaferon (Schering, Berlin, Germany)

1 Betaseron and Betaferon are the same formulations, marketed by two companies.
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6.4.7.3 RhIFNa2: Reduction of the Immunogenicity by Optimizing 
Production and Formulation

RhIFNα2 is used for the treatment of a variety of malignancies and viral diseases 
[66]. It inhibits viral replication, increases class I MHC expression, stimulates Th1 
cells, and inhibits proliferation of many cell types [2]. Two regular and two PEGylated 
forms of rhIFNα2 are on the market (Table 6.4-5). The PEGylated forms are less 
immunogenic than the non-PEGylated forms. RhIFNα2a and rhIFNα2b only differ 
in 1 amino acid. RhIFNα2b is produced in E. coli cells, which implies that the 
protein is nonglycosylated. Natural hIFNα2 is O-glycosylated [67]. Patients receiv-
ing rhIFNα2a initially produced higher levels of antibodies and at higher incidences 
than rhIFNα2b. This difference was shown not to be related to the difference in 
amino acid sequence. The antibodies induced by rhIFNα2a fully cross-react with 
rhIFNα2b and vice versa [68]. Co-IFNα is a non-naturally occurring synthetic 
recombinant type I interferon. Its amino acid sequence (166 amino acids) is created 
by taking for each position the amino acid most commonly observed in 13 IFNα
subtypes. Despite the nonsimilarity of co-IFNα with human IFNα species (10–23 
amino acid differences and on average 89% homology with naturally occurring 
IFNαs) [69], the number of patients producing antibodies against co-IFNα is similar 
to the number of patients producing antibodies after rhIFNα2b treatment [70].

Table 6.4-6 shows that optimization of the production and formulation process 
decreases the immunogenicity [34]. Storing the formulation at room temperature 

TABLE 6.4-5. Currently Marketed rhIFNa2 Formulations

rhIFNα2a rhIFNα2b

Roferon (Roche, Woerden,  Intron A (Schering-Plough, Kenilworth, NJ)
 The Netherlands)
Pegasys (PEGylated; Roche,  PEG-Intron A (PEGylated; Schering-Plough,
 Woerden, The Netherlands)  Kenilworth, NJ)

TABLE 6.4-6. Immunogenicity of rhIFNa2a Formulations After Production and 
Formulation Optimization1

  Patients with NAbs Peak Titers (INUs2)

A3 HSA-containing, lyophilized 24% (n = 190) 435–113,100
 formulation stored at 25ºC
B HSA-containing, lyophilized 29% (n = 86) 400–19,200
 formulation stored at 4ºC
C HSA-containing, liquid 13% (n = 110) 400–19,200
 formulation stored at 4ºC
D HSA-free liquid formulation 11% (n = 81) 588–3191
 stored at 4ºC
E HSA-containing lyophilized 12% (n = 74) 672–2441
 formulation stored at 4ºC

1 Adapted from Ref. 34.
2 INUs: IFN neutralizing units.
3 Formulations A–C were made before the production process was fully optimized and therefore also 
contained oxidized rhIFNα2a [72]. Formulations D and E contained ultra-pure material.
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leads to oxidation and increases the immunogenicity of a rhIFNα2a formulation 
(formulation A vs. formulation B). Better purifi cation methods further reduce the 
immunogenicity (formulation C vs. formulations D and E). Formulations A–C 
were shown to contain aggregates responsible for the increased immune response 
[26].

Recently it has been shown that not all aggregates, but only aggregates of 
rhIFNα2b with a native-like structure, can elicit an immune response in transgenic 
mice immune tolerant for hIFNα2 [71]. It was also shown that not the oxida-
tion, but the aggregation, accompanying the oxidation was the reason for the 
immunogenicity.

6.4.8 CONCLUSIONS

Many factors infl uence the immune response against therapeutic proteins. Unfor-
tunately, it is still impossible to fully predict the immunogenicity of a therapeutic 
protein before going into clinical trials. The presence of (native-like) aggregates in 
a formulation is one main factor known to increase the immune response. Formula-
tion changes might have an effect on the immunogenicity as was observed for 
epoetin and rhIFNα2a. The effect of a for mulation change is also diffi cult to 
predict, but it can be evaluated in immune-tolerant transgenic mice. Although 
these tests will not fully predict the immunogenicity of a product, it can give infor-
mation about the immunogenicity of a new formulation/product as compared with 
previous formulations/products. As most therapeutic proteins only induce antibod-
ies in a small number of patients, postmarketing surveillance is important. Also 
basic studies to link physical–chemical properties with immunogenicity are impor-
tant, and these studies may avoid animal testing in the future.
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6.5.1 INTRODUCTION

This laboratory is investigating a drug targeting strategy that employs anti-drug 
antibodies to increase drug binding in blood, minimize systemic unbound drug 
exposure, and reduce the systemic drug toxicity after intraperitoneal (i.p.) chemo-
therapy [1, 2]. The approach uses i.p. administration of an anticancer drug with 
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simultaneous intravenous (i.v.) administration of anti-drug antibodies, where the 
antibodies are employed to impart regio-specifi c alterations in drug disposition.

To test the feasibility of this approach, earlier studies in this laboratory used 
methotrexate (MTX) as a model drug [2, 3]. Pharmacokinetic investigations dem-
onstrated that systemic administration of polyclonal anti-MTX Fab with i.p. admin-
istration of MTX led to a decrease in the systemic exposure of unbound MTX, 
while not altering peritoneal exposure [2]. To facilitate further evaluation of anti-
MTX antibodies on MTX induced toxicity, monoclonal anti-MTX IgG and Fab 
were produced and purifi ed [4]. Subsequent studies demonstrated that after this 
combination therapy, anti-MTX Fab could allow a fi vefold increase of the maximum 
tolerated dose of i.p. MTX and enhance the median survival time of mice bearing 
peritoneal tumors [5].

Based on these promising results, we have proposed to apply this targeting 
strategy to enhance the selectivity of i.p. topotecan (TPT) chemotherapy, as TPT 
has been shown to be the most active second-line therapy for refractory, metastatic 
ovarian cancer [6–9]. To facilitate testing hypotheses related to i.p. TPT chemo-
therapy, it was necessary to develop anti-TPT antibodies. Relative to polyclonal 
antibodies, monoclonal antibodies would demonstrate more reproducible proper-
ties (i.e., affi nity and specifi city) and may be more feasibly produced in large quanti-
ties. In this chapter, we describe the development of hybridomas secreting 
monoclonal antibodies against TPT, and the production, purifi cation, characteriza-
tion, and pharmacokinetics of an anti-TPT monoclonal antibody and of monoclo-
nal anti-TPT Fab fragments.

6.5.2 MATERIALS AND METHODS

6.5.2.1 Development of Hybridomas Secreting Anti-TPT Antibodies

Preparation and Characterization of KLH-TPT Immunogen. Topotecan was 
provided by Drug Synthesis & Chemistry Branch, Developmental Therapeutics 
Program, Division of Cancer Treatment and Diagnosis, National Cancer Institute, 
National Institutes of Health (Bethesda, MD). TPT was conjugated to keyhole 
limpet hemocyanin (KLH) via the Mannich reaction using Pierce PharmLink 
Immunogen Kit (Pierce, Rockford, IL). Briefl y, 0.9-mg TPT was linked with 2-mg 
KLH by condensation with formaldehyde. The reaction was incubated at 50°C 
overnight, followed by dialysis against PBS (pH 7.4) for 2 h, and then at 4°C over-
night. The synthesized immunogen was further diluted by PBS to a fi nal concentra-
tion of 1 mg/mL. The degree of conjugation was estimated by ultraviolet (UV) 
spectroscopy at 411 nm for topotecan and at 280 nm for KLH.

Development of Hybridomas that Secrete Anti-TPT Antibodies. Approximately 
100-μg KLH–TPT was dissolved in PBS and emulsifi ed with an equal volume of 
Freund’s incomplete adjuvant (Sigma, St. Louis, MO). Female Balb/c mice (Harlan, 
Indianapolis, IN) were immunized with 200-μL emulsion by i.p. injection every 3 
weeks. Animals were bled via the saphenous vein 7 days after each dose of KLH–
TPT. Whole blood was collected and centrifuged. The resulting plasma was used 
to assess anti-TPT activity via a previously validated HPLC assay [10]. Briefl y, 
plasma was diluted with PBS and incubated with 250-ng/mL TPT for 2 h. Free TPT 



was then separated from bound TPT through ultra-fi ltration using Centrifree tubes 
(10-KD molecular-weight cutoff; Bellerica, MA). The high-performance liquid 
chromatography (HPLC) assay employed an isocratic mobile phase of a mixture 
of 10-mM KH2PO4 water–methanol–triethylamine (72 : 26 : 2, v/v/v, pH 3.5), with 
fl uorescence detection at an excitation wavelength of 361 nm and an emission 
wavelength of 527 nm. Blank mouse plasma was used as the control. The mouse 
with the highest activity (i.e., the lowest ratio of free TPT to that of control) was 
sacrifi ced, and the spleen was aseptically removed.

Spleen cells were obtained by teasing the spleen apart with forceps and by 
passing tissue fragments through a stainless steel screen. The spleen cells were 
washed in RPMI media (Invitrogen, Grand Island, NY) twice by centrifugation at 
500 g in tabletop centrifuge (International Equipment Co., Needham, MS). 
Myeloma cells, SP2/0-Ag 14 (ATCC, Manassas, VA), were washed once in RPMI. 
Spleen cells were mixed with myeloma cells and centrifuged. The cell pellets were 
carefully suspended in 1-mL 50% poly(ethylene glycol) (PEG, Sigma) for 1 min by 
gently swirling in 37°C water. Cells were diluted and washed again in RPMI media 
by centrifugation and then resuspended in RPMI HAT (hypoxanthine, aminop-
terin, and thymidine) medium (Invitrogen) with 10% fetal bovine serum (Invitro-
gen). Cells suspended in HAT medium were dispensed into the wells of several 
96-well plates, which were then incubated at 37°C. Clones, which became visible 
in 2–3 weeks, were then transferred into the wells of 24-well plates.

Screening of Anti-Topotecan Activity by HPLC Assay. Anti-TPT activities within 
cell culture supernatants were assessed via HPLC, using similar methods as 
described above. Initial screening was conducted by pooling six hybridoma 
supernatants together, and the pooled culture supernatants (195 μL) were incubated 
with 5 μL of TPT solution (in saline) to a fi nal concentration of 25 ng/mL for 2 h. 
Unbound TPT was separated from bound TPT through ultra-fi ltration and then 
quantifi ed by HPLC. The lower limit of quantitation (LOQ) for TPT was 0.02 ng 
on column (corresponding to 1 ng/mL in 20-μL samples). Blank RPMI HAT media 
spiked with TPT was used as a control. After demonstration of binding from pooled 
supernatants, the individual wells from that pool were further tested as described 
above.

6.5.2.2 Characterization of Anti-Topotecan IgG (ATI)

Isotype and Binding Affi nity/Capacity of ATI. The isotypes of secreted antibodies 
were determined through the use of a mouse monoclonal antibody isotyping kit 
(Cell Sciences, Norwood, MA). An anti-TPT IgG1 antibody (ATI), secreted by 
hybridoma 8C2, was selected for further characterization. The 8C2 supernatant 
(with a constant ATI con-centration) was incubated with increasing concentrations 
of TPT (100, 125, 150, 175, 200, 225, and 250 ng/mL) for 2 h to allow binding between 
TPT and ATI. Free TPT was then separated from antibody-bound TPT by ultra-
fi ltration and assayed via HPLC.

The concentration of bound TPT was calculated by subtracting the measured 
unbound TPT concentration from the known total TPT concentration. TPT–ATI 
binding was characterized through the construction of Woolf and Rosenthal binding 
plots, according to the relationships:

MATERIALS AND METHODS 837
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respectively. In each equation, B represents the molar concentration of TPT bound 
to ATI, F is the molar concentration of unbound TPT, KA is the equilibrium asso-
ciation constant (i.e., a measure of binding affi nity), and nPt is the total antibody 
binding capacity. Initial estimates for KA were determined as the inverse of the 
intercept times the slope of the Woolf plot or as the negative slope of the Rosenthal 
plot. The TPT binding capacity (nPt) was calculated as the inverse of the slope of 
the Woolf plot or as the negative ratio of intercept over slope of the Rosenthal plot. 
Final parameter estimates were determined by fi tting the parameters of the 
equation:
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to the unbound and bound TPT concentration data using WinNonLin v.2.1 soft-
ware (Pharsight, CA).

6.5.2.3 Production and Purifi cation of ATI and ATF

Production of ATI. The hybridoma cells secreting ATI were grown in serum-free 
medium supplemented with 0.5% gentamicin (Hybridoma SFM, Invitrogen). Large 
quantities of ATI were produced using a Unisyn Cell Pharm hollow fi ber bioreactor 
(10 ft2, 10-KDa molecular-weight cutoff, BioVest International, Minneapolis, MN). 
Briefl y, seed hybridoma cells were fi rst grown in culture within 1-L spinner fl asks 
kept in a CO2 incubator (Model 2100, VWR, West Chester, PA). Approximately 1 
× 109 hybridoma cells in 60 mL of serum-free medium were loaded aseptically into 
the extracapillary space of the bioreactor cartridge. The temperature was maintained 
at 37°C, and RPMI 1640 medium (Fisher, Pittsburgh, PA), supplemented with 5-
g/L glucose and 5-mg/L gentamicin, was fed into the intracapillary space. Medium 
containing the anti-TPT monoclonal antibody was harvested from the extracapillary 
space at a rate of 30–75 mL/day and was replaced with fresh serum-free medium. 
The collected media were centrifuged for 10 min at 7000 rpm and fi ltered with a 
sterile 0.22-μm cellulose acetate bottle-top fi lter (Corning) before purifi cation.

Purifi cation of ATI. ATI was purifi ed from culture medium via protein-G affi nity 
chromatography (HiTrap Protein-G, Pharmacia, Piscataway, NJ) using an 
automated BioLogic medium-pressure chromatography system (Bio-Rad, Hercules, 
CA). Briefl y, culture medium was loaded onto the column, which was then washed 
with 20-mM Na2HPO4 (pH 7.0), and antibody was eluted using 100-mM glycine 
buffer (pH 2.8). The ATI concentrations were assessed by UV absorbance at 
280 nm, with the assumption that 1-mg/mL ATI corresponds to 1.35 AU [11].

Production and Purifi cation of Anti-TPT Fab (ATF). ATF was prepared by 
papain digestion of ATI. Briefl y, ATI at a concentration of 5 mg/mL in sodium 
acetate buffer (pH 5.5) was incubated in 37°C water in the presence of papain, 
cysteine, and ethylene diamine tetraacetic acid (EDTA) for 6 h. The reaction was 
stopped by the addition of incubation of 305-mg iodoacetamide, and subsequent 



incubation with the reaction mixture for 30 min. The digested mixture was dialyzed 
against 5-mM KH2PO4 (pH 6.0) overnight. ATF fragments were then purifi ed from 
the dialysate by hydroxyapatite chromatography (BioRad) with 5-mM KH2PO4

(pH 6.0) as loading buffer and 400-mM K2HPO4 (pH 6.0) as elution buffer. The 
concentration of ATF was also assessed by UV absorbance as described above.

Assessment of Antibody Purity by SDS-PAGE. The purity of ATI and ATF was 
assessed through sodium dodecyl sulphate–polyacrylamide gel electrophoresis 
(SDS–PAGE) using a 10% polyacrylamide gel with a 4% stacking gel. Purifi ed 
ATI (2 μg), purifi ed ATF (2 μg), and the ATI digest mixture were prepared in a 
nonreducing sample buffer and boiled for 5 min. Samples were then loaded on the 
gel, and electrophoresed at 140 V for 15 min and 200 V for 35 min. The gel was 
stained with Coomasie blue R-250 (Bio-Rad) and destained with 40% methanol/10% 
acetic acid overnight, and the migration distances of ATI and ATF were com-
pared with the migration distances of molecular-weight standards (MW-SDS-200, 
Sigma).

6.5.2.4 Development of ELISA for Quantifi cation of ATI and ATF in 
Rat Plasma

Using a similar approach as described by Hansen and Balthasar [12], a species-
specifi c ELISA was developed to quantify ATI and ATF in rat plasma. Briefl y, 
goat anti-mouse IgG (250 μL, 1 : 500 dilution with 20-mM Na2HPO4 buffer, no pH 
adjustment, Sigma) was immobilized on Nunc Maxisorp 96 well microplates 
(Roskilde, Denmark) overnight at 4°C. On the next day, wells were washed with 
phosphate buffer containing 0.05% Tween (Sigma) to remove unbound protein, 
250 μL of standards or quality control (QC) samples were then added, and the 
plates were incubated for 2 h. The wells were washed again and incubated with 
250 μL of 1 : 500 diluted Fab-specifi c goat anti-mouse antibody-alkaline phosphatase 
conjugate (in 20-mM Na2HPO4 buffer, no pH adjustment) for 1 h. After washing, 
200 μL of p-nitro phenyl phosphate (Pierce), 4 mg/mL in diethanolamine buffer 
(pH 9.8), was added and the change of absorbance at 405 nm was monitored with 
a micro-plate reader (Spectra Max 250; Molecular Devices, Sunnyvale, CA).

Standard curves were constructed by plotting the change in absorbance with 
time (dA/dt) versus concentration of ATI or ATF. Standards for the assay were 
prepared by dilution of stock solutions of ATI or ATF to the appropriate concen-
trations (0, 25, 50, 100, 175, and 250 ng/mL for ATI; 0, 5, 10, 20, 50, and 100 ng/mL 
for ATF) with PBS (pH 7.4), with the addition of 1% (v/v) blank rat plasma. Assays 
were validated with respect to precision and accuracy, by analysis of QC samples 
at 25, 100, 250 ng/ml for ATI and 5, 20, 100 ng/ml for ATF, respectively. Intra-assay 
and inter-assay variability were determined through the analysis of QC samples.

6.5.2.5 Pharmacokinetic Studies of ATI and ATF in Rats

Female Sprague–Dawley rats (Harlan, Indianapolis, IN), 180–200 g, were 
instrumented with jugular vein cannulas under ketamine/xylazine (90/10 mg/kg) 
anesthesia. Phar-macokinetic studies for ATI were conducted 2–3 days after surgery 
by i.v. administration of 1-, 15-, or 100-mg/kg ATI (n = 4/group) via jugular vein 
cannula. Blood samples (200 μL) were collected through cannula at 1, 3, 6, 12, 24, 
48, 96, and 168 h. For ATF studies, the antibody fragments were administered i.v. 
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at doses of 1, 15, and 60 mg/kg (n = 4/group) via the jugular vein cannula, and blood 
samples were collected at 0.25, 0.5, 1, 3, 6, 12, and 24 h. After the collection of 
blood, plasma was immediately isolated by centrifugation at 10,000 g for 2 min. 
Plasma samples were stored at −20°C before to analysis by ELISA.

Pharmacokinetic Analysis. Standard noncompartmental analyses were conducted 
to assess ATI and ATF pharmacokinetics using WinNonlin software (v. 2.1) 
(Pharsight, Mountain View, CA). The areas under the plasma concentration versus 
time curve from time zero to infi nity (AUCinf) were determined via the log-linear 
trapezoidal method. The terminal half-life was determined from the relationship 
of t1/2 = ln 2/λ, where λ is the negative slope of the terminal phase of the lnC versus 
time plot. Systemic clearance (CL) was estimated by dividing the administered 
dose by AUCinf. The volume of distribution at steady state (Vss) was determined by 
the product of clearance and the mean residence time.

Statistics. One-way analysis of variance and Bonferroni’s post hoc tests were used 
to compare values of half-life and systemic clearance for ATI and ATF. Differences 
were considered to be signifi cance when p < 0.05.

6.5.3 RESULTS

6.5.3.1 Development of Hybridomas Secreting Anti-TPT Antibodies

TPT is a small hapten with an MW of 421 D, and to stimulate an immune response, 
TPT was coupled to keyhole limpet hemocyanin via the Mannich reaction. The 
resultant immunoconjugate preparation was found to contain 90 ± 42 molecules of 
TPT per molecule of KLH.

After the immunization of mice with KLH–TPT, each mouse was found to show 
high TPT binding activity in plasma. Fusion of spleen cells with myeloma cells led 
to the generation of >500 hybridoma cells. Hybridoma 8C2 was identifi ed as showing 
signifi cant anti-TPT activity via HPLC. As shown in Figure 6.5-1, the ultra-fi ltrate 
of control media (blank RPMI HAT media) that was spiked with TPT demon-
strated a TPT peak area of 2.5 × 106 units. The response from culture supernatant 
pool #17, which consisted of media pooled from six individual hybridomas, showed 
a >50% decrease in the TPT peak area. Further analysis of each hybridoma con-
tributing to this pooled mixture revealed that the media in the well of 8C2 con-
tained antibody against TPT, as the unbound TPT peak area decreased to 5.2% 
of control (Figure 6.5-1C).

6.5.3.2 Characterization of ATI

The antibody secreted by 8C2 was identifi ed as an IgG1 (data not shown). Good 
linearity was obtained in the Woolf plot (R2 = 0.9999, Figure 6.5-2) and in the 
Rosenthal plot (R2 = 0.9997, Figure 6.5-3). Additionally, both plots provided very 
close estimates of the apparent binding affi nity (KA = 4.28 × 108 M−1 from Woolf 
plot and 5.01 × 108 M−1 from Rosenthal plot) and identical values for binding capacity 
(nPt = 3.2 × 10−7 M from both plots). The curves were consistent with the existence 
of a single “type” of binding site, as expected for a monoclonal antibody. Final 
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Figure 6.5-1. HPLC screening of positive hybridomas secreting ATAb (see detailed descrip-
tions in text). (A) Negative control: blank HAT media spiked with TPT. (B) Response from 
the plate # 17 column 1 (well A1, B1, C1, D1, E1, and F1). (C) Response from 17A1 (8C2).

estimates of binding parameters obtained via nonlinear least-squares fi tting were 
KA = 4.8 × 108 M−1 (CV = 5.2%) and nPt = 3.2 × 10−7 M (CV = 0.46%, Figure 6.5-4). 
We could not detect unbound TPT concentrations below the dissociation constant 
KD value (KD = 1/KA = 1.01 ng/L) due to limitations in the sensitivity of the HPLC 
assay; nonetheless, the accuracy of the estimated value of KA is supported by the 
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Figure 6.5-2. The Woolf plot was constructed according to the relationship:
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, where B is the molar concentration of TPT bound to ATI and 

F is the molar concentration of free TPT. KA is the binding affi nity of the anti-TPT antibody, 
and nPt is the total antibody capacity within the media. The slope is 3.13 μM−1, and the 
intercept is 0.0073.

Figure 6.5-3. The Rosenthal plot was constructed according to the relationship: 
B
F

nPt K K BA A= × − × , where B is the molar concentration of TPT bound to ATI

and F is the molar concentration of free TPT. KA is the binding affi nity, of the anti-TPT 
antibody and nPt is the total antibody, capacity within the media. The slope is −501.42 μM−1,
and the intercept is 158.85.

excellent linearity obtained in both Woolf and Rosenthal plots and the low coeffi -
cient of variance associated with the fi tted value.

6.5.3.3 Production and Purifi cation of ATI and ATF

Antibody production from 8C2 cells growing within the hollow fi ber bioreactor 
reached 240 mg/wk by the third week. ATI was purifi ed from the media through 
protein G affi nity chromatography (Figure 6.5-5). Final ATI concentrations in the 
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elution buffer were typically 0.5–1.2 mg/mL. ATF was produced from the digestion 
of ATI with papain, and ATF was then purifi ed from undigested ATI, Fc frag-
ments, and secondary digestion products via hydroxyapatite chromatography 
(Figure 6.5-6). The purity of purifi ed ATI and ATF were assessed by SDS–PAGE, 
and both ATI and ATF migrated as clear, single bands, apparently free from high- 
and low-molecular-weight contaminants (Figure 6.5-7). Estimated molecular 
weights were consistent with expectations for IgG (∼150 KD) and Fab (∼50 KD).
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Figure 6.5-4. Bound vs. free TPT plot for 8C2 by fi tting the free and bound TPT con- 

centration data to the following equation: B
nPt F
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=
×
+1/

, where B is the molar con-

centration of TPT bound to ATI, F is the molar concentration of free TPT, KA is the binding 
affi nity of the anti-TPT antibody, and nPt is the total antibody capacity within the media.
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Figure 6.5-5. Purifi cation of anti-topotecan IgG by a protein G column chromatograph. 
ATI containing media was loaded onto the column using 20-mM Na2HPO4 (pH 7.0) and 
eluted using 100-mM glycine buffer (pH 2.8) at a fl ow rate of 4 mg/mL (the line represents 
the percentage of elute buffer onto the column, indicated by buffer B on the y-axis).
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Figure 6.5-6. Purifi cation of anti-topotecan Fab (ATF) by a hydroxyapatite chromato-
graph. ATF fragments were then purifi ed from the dialysate by hydroxyapatite chromato-
graph with 5-mM KH2PO4 (pH 6.0) as loading buffer and 400-mM K2HPO4 (pH 6.0) as 
elution buffer (the line represents the percentage of elute buffer onto the column, indicated 
by buffer B on the y-axis).
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Figure 6.5-7. SDS–PAGE analysis of the purity of ATI and ATF. Lane 1 shows the molecu-
lar weight standards; lane 2 was the purifi ed ATI (2 μg) collected from a protein G chro-
matograph of 8C2 serum-free media; lane 3 was the purifi ed ATF (2 μg) collected from a 
hydroxyapatite chromatograph from a digested ATI mixed solution; lane 4 was an ATI 
digested mixed solution.
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Figure 6.5-8. Representative ELISA standard curve for ATI over the range of 0–
250 ng/mL (r2 = 0.999). Error bars represent the standard deviation of the mean of the 
three replicates.

6.5.3.4 ELISA Validation

Representative standard curves are shown in Figure 6.5-8 (ATI) and Figure 6.5-9 
(ATF). The curves were linear over the range of 0–250 ng/mL for ATI and 0–
100 ng/mL for ATF. Intra-assay recovery for ATI ranged from 88.3% to 103%, with 
CVs less than 12%. The interassay recovery for ATI ranged from 94.4% to 102%, 
with CVs less than 8% (Table 6.5-1A). Similarly, the assay for ATF demonstrated 
an intra-assay recovery of 94.2% to 108%, with CVs less than 11%, and interassay 
recoveries ranged from 95.1% to 95.8%, with CVs less than 13% (Table 6.5-1B).
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Figure 6.5-9. Representative ELISA standard curve for ATF over the range of 0–100 ng/
mL. Analysis of linear regression shows an r2 = 0.998. Error bars represent the standard 
deviation of the mean of the three replicates.
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TABLE 6.5-1. The Accuracy and Precision (CV%) Of ELISA Associated with 
Assayed Concentrations of Quality Control Samples for (A) ATI and (B) ATF in Rat 
Plasma Samples (n = 3)

(A) ATI

 QC Conc. Assayed Conc. CV Recovery
 (ng/mL) (ng/mL) (%) (%)

Intra-assay 25 22.1 11.9 88.3
 100 103 3.0 103
 250 252 5.0 101
Interassay 25 23.9 7.1 95.7
 100 102 4.0 102
 250 236 8.0 94.4

(B) ATF

 QC Conc. Assayed Conc. CV Recovery
 (ng/mL) (ng/mL) (%) (%)

Intra-assay 5 5.4 9.7 108
 20 18.9 10.6 94.4
 100 94.2 4.5 94.2
Interassay 5 4.8 12.5 95.8
 20 19.0 9.9 95.1
 100 95.1 3.2 95.1
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Figure 6.5-10. Plasma concentration-time profi le after i.v. bolus of ATI at 1, 15, and 100 mg/
kg to rats (n = 4/group). Blood samples were collected at 1, 3, 6, 12, 24, 48, 96, and 168 h. 
Plasma concentrations of ATI were determined by ELISA.

6.5.3.5 Pharmacokinetics of ATI and ATF

ATI plasma concentration versus time profi les after i.v. administration of 1, 15, and 
100 mg/kg are shown in Figure 6.5-10, whereas Figure 6.5-11 shows ATF plasma 
concentration versus time profi les after i.v. bolus administration of 1, 15, and 60 mg/
kg to rats. Noncompartmental analyses of the parameters for ATI and ATF are 
summarized in Table 6.5-2A and in Table 6.5-2B, respectively. ATI systemic clear-
ance and terminal half-life seem to be dose independent, as no statistical differ-
ences were found over the dose range of 1 to 100 mg/kg (p > 0.05). No differences 
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Figure 6.5-11. Plasma concentration-time profi le after i.v. administration of ATF at 1, 15, 
and 60 mg/kg in rats (n = 4/group). Blood samples were collected at 0.25, 0.5, 1, 3, 6, 12, 
and 24 h. Plasma concentrations for ATF were determined by ELISA.

TABLE 6.5-2. Pharmacokinetic Parameters Estimated by Noncompartmental Analysis 
for (A) ATI and (B) ATF

(A) ATI

Parameter Unit 1 mg/kg 15 mg/kg 100 mg/kg

AUCinf mg/L*h 689 ± 82.8 (1.46 ± 0.227) × 104 (1.04 ± 0.292) × 105

t1/2 h−1 105 ± 92.9 118 ± 18.1 154 ± 53.5
Vss L/kg 0.120 ± 0.030 0.110 ± 0.020 0.200 ± 0.030*
CL mL/h/kg 1.08 ± 0.330 0.750 ± 0.100 1.00 ± 0.250

(B) ATF

Parameter Unit 1 mg/kg 15 mg/kg 60mg/kg

AUCinf mg/L*h 1.17 ± 0.280 38.8 ± 6.80 189 ± 39.7
t1/2 h−1 0.360 ± 0.320 0.850 ± 0.24 1.97 ± 1.32
Vss L/kg 0.330 ± 0.060 0.340 ± 0.030 0.310 ± 0.160
CL L/h/kg 0.890 ± 0.220* 0.400 ± 0.070 0.330 ± 0.060

*p < 0.01

were found for the estimated steady-state volume of distribution of ATI after 
dosing with 1 and 15 mg/kg, but the value of Vss estimated for the 100-mg/kg group 
was signifi cantly higher (p < 0.01). ATF terminal half-life and steady-state volume 
of distribution were not dependent on dose (p > 0.05 in the dose range from 1 to 
60 mg/kg). No differences were found for the systemic clearance of ATF between 
15 and 60 mg/kg, but ATF clearance estimated from 1 mg/kg was found to be sig-
nifi cantly higher than that observed for the other doses (p < 0.01).

6.5.4 DISCUSSION

This laboratory is investigating the use of anti-drug antibodies within an inverse 
targeting strategy that attempts to increase the pharmacokinetic and therapeutic 
selectivity of intraperitoneal chemotherapy. The approach combines i.p. chemo-
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therapy with systemic administration of anti-drug antibodies or antibody fragments 
(collectively named ADAb) [1, 2]. It is anticipated that ADAb in the blood may 
rapidly bind drug that diffuses out of the peritoneum, effectively reducing peak 
plasma-free (i.e., unbound) drug concentrations, the cumulative systemic exposure 
to unbound drug, and the extravascular distribution of the anticancer drug. In 
addition, it is anticipated that ADAb will likely show very slow entry into the peri-
toneal cavity, leading to little change in the cumulative peritoneal exposure to 
unbound drug. As such, the proposed targeting strategy may produce desirable 
regio-specifi c alterations in drug disposition, which may enhance to therapeutic 
selectivity of i.p. chemotherapy.

These hypotheses have been supported by a series of preclinical studies that 
employed MTX and anti-MTX Fab as model drugs [2, 4, 5]. However, MTX is not 
an ideal drug for future clinical applications of the inverse targeting strategy, due 
to its limited ability to penetrate solid tumors [13] and due to its relatively low 
potency. TPT may be an ideal drug for use in the proposed approach; this agent is 
a preferred therapy for metastatic, refractory ovarian cancer, and TPT is very 
potent, with a maximum tolerated dose of ∼5 mg in humans (via i.p. instillation) 
[14].

To allow evaluation of TPT within the inverse targeting strategy, we have devel-
oped anti-TPT monoclonal antibodies. We applied traditional fusion techniques 
[11], which led to the generatation of >500 clones per fusion (in our hands). In our 
initial attempts to screen for hybridomas secreting anti-TPT antibodies, we fi rst 
developed an antibody capture ELISA [11]. However, the antibody capture assay 
produced high background responses to a variety of proteins (e.g., bovine serum 
albumin and ovalbumin), even under stringent blocking and washing conditions 
(e.g., with various blocking agents such as 3% albumin and 20% milk). Displace-
ment ELISAs also showed high background values when incubated with saline 
relative to TPT (data not shown). Due to the lack of selectivity associated with 
these immunoassays, we elected to screen for anti-TPT activity via HPLC.

For screening purposes, HPLC is not an ideal method due to its relatively low 
sensitivity and due to the low throughput of HPLC (i.e., relative to ELISA). In 
most cases, the identifi cation of antibody binding via HPLC would require that the 
assay limit of quantifi cation (LOQ) be substantially lower than the concentration 
of antibody in the supernatant (nPt), and in most cases, identifi cation of antibody 
by HPLC would require that the product of LOQ and KA be approximately equal 
to or greater than 1. Given that the LOQ of our HPLC assay for TPT was ∼2 ×
10−9 M, we anticipated that we would only identify those hybridomas with high 
antibody production and those that secrete high-affi nity anti-TPT antibodies (KA

∼ 5 × 108 M−1). From our studies with ∼1000 hybridomas generated, two hybridomas 
were found to secrete antibodies in suffi cient concentration and with suffi cient 
affi nity to allow detection by HPLC. One hybridoma was found to secrete an IgA 
anti-TPT antibody, and the other hybridoma, 8C2, was found to secrete an IgG1 
anti-TPT antibody. Hybridoma 8C2 was selected for further use as, relative to IgA, 
it is generally easier to produce, purify, and digest IgG into Fab fragments. Con-
sistent with our expectations, nonlinear least-squares regression revealed that 8C2 
secreted an anti-TPT IgG with a high binding affi nity (KA = 4.8 × 108 M−1).

To facilitate pharmacokinetic studies for ATI and ATF, a species-specifi c ELISA 
was developed and validated to quantify murine ATI and ATF in rat plasma, based 
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on the method of Hansen and Balthasar [12]. The current assay demonstrated 
similar CV% values for inter- and intra-assay variability for IgG (Hansen and 
Balthasar reported less than 8.5% of CV% value for intra-assay variability and less 
than 25.1% for inter assay variability) [12].

Noncompartmental analysis of ATI plasma data indicated that ATI distributed 
into a steady-state volume of distribution of 110–200 mL/kg, and that ATI was 
cleared at a rate of 0.75–1.08 mL/h/kg, with a terminal half-life of 105–154 h. These 
values are similar to those reported by Bazin-Redureau et al. after single-dose 
(0.7 mg/kg) i.v. administration of a monoclonal murine IgG1 to rats [15]. In their 
study, they reported Vss = 125 ± 4.0 mL/kg, systemic clearance = 0.48 ± 0.05 mL/h/
kg, and a terminal half-life = 194 ± 19 h.

After i.v. administration, ATF distributed into a steady-state volume of distribu-
tion of 0.31–0.33 L/kg, similar to the value (0.38 ± 0.03 L/kg) reported by Bazin-
Redureau et al. [15] and similar to the value that reported by Pentel (0.43 ±
0.06 L/kg) in a study of high-dose (7.5 g/kg) human Fab administered to rats [16]. 
The terminal half-life of ATF was determined to be 0.36–1.97 h, which is compa-
rable with a reported value of 1.71 ± 0.25 h, after administration of radio-iodinated 
Fab to rats [17], and to the half-life of an anti-MTX Fab (1.36 h) [18], but consider-
ably shorter than the values reported by Bazin-Redureau et al. (9.84 ± 0.74 h) [15] 
and by Pentel et al. (16.3 ± 2.4 h) [16]. The systemic clearance of ATF was 0.33–
0.89 L/h/kg, which is higher than the value reported by McClurkan et al. [19] (0.16 
± 0.05 L/h/kg, after i.v. administration of 120-mg/kg Fab in rat) and markedly 
higher than the value found by Pentel et al. (for high dose of Fab to rats, 0.03 ±
0.004 L/h/kg) [16] and the value reported by Bazin-Redureau et al. (0.03 ± 0.0004 L/
h/kg) [15]. Some differences in IgG or Fab pharmacokinetic parameters may be 
due to the differences in the species of origin of IgG or Fab (human [16] or rat 
[17] versus mouse in our study), differences in the types of antibodies preparation 
(polyclonal versus monoclonal), differences in the dose level studied (possible 
dose-dependent kinetics), or differences in the sensitivity of the analytical tech-
niques used for quantifying Fab concentrations (radiolabeled antibodies quantifi ca-
tion versus ELISA). Additional experiments are underway to investigate the 
pharmacokinetics of anti-TPT Fab more completely (i.e., over a wider dose range, 
and using more extensive sampling) in animals bearing peritoneal tumors.

In summary, we describe the production, purifi cation, characterization, and 
pharmacokinetics of a monoclonal anti-TPT IgG and Fab fragments. The anti-TPT 
antibodies have demonstrated high affi nity and suffi cient purity for use in evaluat-
ing their use in “inverse targeting” strategies to optimize TPT i.p. chemotherapy.
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6.6.1 INTRODUCTION

Antibody technology has existed since the establishment of the hybridoma mono-
clonal system [1]. In recent years, there has been increasing interest in developing 
recombinant antibodies (rAb) for immunodiagnostics and immunotherapeutical 
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applications, with the expectation that recombinant antibody fragments will capture 
a signifi cant share of the US$6 billion per year diagnostic market [2]. Recombinant 
antibodies have reduced conventional monoclonal antibodies into smaller capture 
molecules, while holding the promise of improving the sensitivity and specifi city 
of many diagnostic assays. This chapter summarizes some new developments in 
rAb with a particular emphasis in pathogen detection and immunotherapy.

6.6.2 GENERAL PROPERTIES OF ANTIBODIES

Within the mammalian immune system, there are fi ve general classes of immuno-
globulin molecules, IgA, IgD, IgE, IgG, and IgM, differentiated by the structure 
of their constant regions and their immune function [3]. Immunoglobulins are 
antigen binding glycoproteins present on the B-lymphocyte (or B-cell) membrane 
and secreted by plasma cells. IgG is the most abundant class of immunoglobulins 
in sera. As most antigens offer multiple epitopes, a variety of B-cell clones are 
induced, each derived from a B-cell that recognizes a particular epitope. The 
resulting polyclonal antibody serum comprises a heterogeneous mixture of anti-
bodies, each specifi c to one epitope. The antibodies produced from a single B-cell 
clone are monoclonal in that they are all specifi c to a single epitope [3].

The general immunoglobulin structure is a 4-chain “Y”-shaped molecule of two 
heavy-chain and two light-chain polypeptides joined together by disulfi de bridges 
[3]. The greatest variability of immunoglobulins occurs at the N-terminal, or the 
tips, of the “Y” molecule. This is where the antibody interacts with the antigen. 
This variable region includes the ends of both the heavy (VH) and the light (VL)
chains. Within the variable regions are three discontinuous regions of the greatest 
variability, known as the hypervariable (HV) or complementarity-determining 
region (CDR), which directly contacts a portion of the antigen’s surface [2]. Sepa-
rating the HV regions are four highly conserved framework regions that serves as 
a scaffold to hold the HV regions together and that forms a unique β-barrel antigen-
recognition site. In general, more amino acid residues of the heavy-chain CDRs 
interact with the antigen than in the light-chain CDRs. In many cases, binding of 
the antigen induces a conformational change in the antibody, antigen, or both 
[4].

Antibodies have been used as research tools for cell, antigen, or pathogen iden-
tifi cation; pathogenesis studies; ligands for column chromatography and molecule 
purifi cation; diagnostic reagents; therapeutic antibody pre parations; and the iden-
tifi cation of protective antigens/epitopes in vaccine development.

It is important that antibodies being used for immunodetection of pathogens or 
for the immunotherapeutic purposes be able to bind strongly and specifi cally to 
the pathogen of interest. The most desired antibodies should possess high affi nity 
and specifi city for a given pathogen, with little-to-no cross-reactivity to other anti-
genic targets.

6.6.2.1 Binding Properties

The binding properties observed during antibody interactions with their target 
antigens are generally described in terms of affi nity, avidity, and specifi city.



Affi nity. Affi nity is the strength of interaction between an antibody and an antigen 
at a single antigenic site. Within each antigenic site, the variable region interacts 
through weak noncovalent bonds with antigen at numerous sites; the more 
interactions, the stronger the affi nity. Antibodies with more available antigen-
binding domains will possess a higher intrinsic antigen affi nity.

Avidity. Avidity is a measure of the overall stability or strength of the antibody–
antigen complex. It is controlled by three major factors: antibody-epitope affi nity; 
the valence of both the antigen and the antibody; and the structural arrangement 
of the interacting ligands.

Specifi city. Specifi city is based on the combination of both affi nity and avidity to 
determine the likelihood that the particular antibody is binding to a precise antigen 
epitope. The matrix on which the antigen is tested may infl uence specifi city and 
sensitivity by interfering with the antigen–antibody complex. The more specifi c an 
antibody, the less chance there is for cross-reactivity with a nontarget antigen and 
subsequent false-positive results in immunodiagnostic assays. In immunotherapeutic 
applications, the desired antibody should only target the harmful pathogen and not 
any indigenous microorganisms.

Cross-Reactivity. Cross-reactivity refers to an antibody or population of antibodies 
binding to epitopes on other antigens. This can be caused either by low avidity or 
specifi city of the antibody or by multiple distinct antigens having identical or very 
similar epitopes.

6.6.2.2 Monoclonal Antibodies Produced from Hybridoma Cell Lines

The fusion of an antibody-producing B-cell with a myeloma cell results in a hybrid 
cell, called a hybridoma. These cells possess the immortal growth properties of the 
myeloma cell and secrete the antibody produced by the B-cell. All antibodies pro-
duced by the individual hybridoma cell lines have the same antigenic specifi city. 
Monoclonal antibodies (mAbs) require a great investment of resources, as their 
production is labor intensive and costs much more to develop, produce, validate, 
and stockpile than polyclonal antibodies [5]. However, once a hybridoma cell line 
is developed, mAbs can be easily made in large quantities without the lot-to-lot 
variation observed in polyclonal antibody preparations [6]. Lack of reliable myeloma 
partners has prevented the hybridoma fusion technique from widespread use in 
non-rodent species [6]. Monoclonal antibodies are generally of the IgG class. 
Because of their bivalency, their functional affi nity and avidity are greatly increased 
as compared with monovalent recombinant antibodies [2]. Monoclonal antibodies 
have been traditionally used in immunoassays for the detection of pathogenic 
microorganisms.

6.6.2.3 Recombinant Antibody (rAb) Technology

With the advent of recombinant DNA technology, antibody genes can be amplifi ed 
and selected through phage display, cell-surface display, or cell-free display systems 
(i.e., ribosome display). A major advantage shared by these systems is the direct 
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link between the genotype and the phenotype of displayed antibodies during selec-
tion. This allows for simultaneous coselection of the desired antibodies and their 
encoding genes as a result of the binding characteristics of the displayed antibodies. 
The gene encoding the desired antibody can be further manipulated for improve-
ments in affi nity and/or specifi city, increased expression, posttranslation modifi ca-
tion, or fusion of a secondary protein [7].

Recombinant DNA technology and antibody engineering have increased the 
available avenues of antibody use, particularly in the application of immunothera-
pies. Recombinant monoclonal antibodies from various animals can now be pro-
duced without a myeloma cell line as a fusion partner. Animals can be immunized 
by exposure to a desired antigen, and the antibody genes from these animals are 
amplifi ed by polymerase chain reaction (PCR) and expressed in different expres-
sion systems in various formats, such as the Fab, single-chain variable fragment 
(scFv), and single-domain antibodies (VH, VHH, and VNAR). Figure 6.6-1 illustrates 
some different recombinant antibody fragments and the parent antibodies from 
which they were derived. Recombinant Fab [8], scFv [9], VH [10], VHH [11], and 
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Figure 6.6-1. Schematic representations of common antibody formats and recombinant 
antibodies. The structure of the immunoglobulin IgG molecule is shown as the “gold-
standard” for antibody structure. Homodimeric Camelid Ig and shark IgNAR are indicated 
along with their representative single-domain antibodies, VHH and VNAR. A variety of 
common antibody fragments are depicted, as well as some of their multimeric formats. VH,
variable domain of heavy chain; CH, constant domain of heavy chain; VL, variable domain 
of light chain; CL, constant domain of light chain; VHH; variable domain of Camelid immu-
noglobulin; VNAR, variable domain of IgNAR; CNAR, constant domain of IgNAR; VT1B, 
B subunit of Verotoxin 1.



VNAR [12] have been synthesized and found to possess binding characteristics com-
parable with their respective parental monoclonal antibodies.

The major advantage of these recombinant antibody fragments is that they have 
increased the available avenues of antibody use, particularly in immunotherapies. 
They are smaller in size and therefore easier to manipulate genetically and can be 
expressed in bacterial systems in large quantities with little lot-to-lot variation. The 
rAbs can be expressed in various surface-display systems (i.e., phage display or 
cell-surface display) while retaining their functionality during the panning process. 
As the development of rAbs does not depend on species-specifi c cell fusion part-
ners, rAbs can be developed from any animal for which one can design an appro-
priate set of primers for immunoglobulin amplifi cation. Expression and purifi cation 
of rAbs by bacterial fermentation is less expensive, easier to perform, and less time 
consuming than production of either polyclonal or monoclonal antibodies [13].

Recombinant antibodies have three key disadvantages when compared with 
conventional monoclonal antibodies: (1) they are less stable in vivo than natural 
antibodies; (2) they cannot cross-link antigens; and (3) they may lack critical 
domains necessary for certain biological functions [14].

Numerous differing types of rAbs exist that vary depending on their size, con-
formation, and source. The following describes the general features of some rAb 
types.

Fab. Fab fragments, as the classic monovalent antibody fragment, can be produced 
from an IgG by treatment with papain. The Fab fragment is composed of the entire 
light antibody chain and part of the heavy chain (Figure 6.6-1). This confi guration 
retains the antigen-binding domain. The interchain disulfi de bond remains intact 
to provide proper tertiary protein conformation. Fab fragments have been shown 
to have an in vivo half-life on the order of hours [15], making them attractive for 
use in immunotherapeutic applications, as compared with some other rAbs.

Scfv. This antibody fragment is composed of the variable segments of both the 
heavy and the light antibody chains. The two fragments are typically joined by a 
fl exible peptide linker, most commonly the 15 amino acids of (Gly4Ser)3, to improve 
scFv folding and stability. However, the linker between VH and VL can interfere 
with folding in some cases, and this renders the scFv susceptible to proteolysis [16]. 
Due to rapid in vivo blood clearance of scFv, the half-life is in the range of minutes 
to tens of minutes [17]. The smaller size of scFv antibodies allows them to more 
easily penetrate tissues.

VH. These single-domain antibodies are composed entirely of a single-variable 
antibody domain. Despite early excitement surrounding the functional activity of 
these, in those that have been studied, they rarely retained the affi nity of the parent 
antibody and were poorly soluble and often prone to aggregation. Exposure of the 
hydrophobic surface of the VH to the solvent, which normally interacts with the VL,
causes a sticky behavior of the isolated VHs [18]. Because of their small size, it is 
possible for VH antibodies to potentially target some epitopes that are inaccessible 
to larger antibody fragments [10].

VHH. Members of the Camelidae family have evolved high-affi nity single V-like 
domains that are mounted on an Fc-equivalent constant domain framework. Their 
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binding domains consist only of the heavy-chain variable domains, referred to as 
VHH, to distinguish it from the conventional VH antibody fragment. The variable 
domain VHH is immediately followed by the hinge region consisting of the CH2 and 
CH3 domains. Affi nities of VHHs are in the nanomolar range and are comparable 
with those of Fab and scFv fragments, and they can be stable under high 
temperatures, with specifi c binding being retained at temperatures up to 90°C 
[11, 18].

VNAR. The immunoglobulin isotype novel antigen receptor (IgNAR) is a 
homodimeric heavy-chain complex found in the serum of the nurse shark 
(Ginglymostoma cirratum). IgNAR do not contain light chains [19]. Each molecule 
consists of a single-variable domain (VNAR) and fi ve constant domains (CNAR). 
Similarities between the VNAR and the VHH include the presence of disulfi de bonds 
and binding affi nities in the nanomolar range [20].

Antibody Variants. Fab and scFv fragments have been engineered into dimeric, 
trimeric, or tetrameric conjugates using either chemical or genetic cross-links. By 
reducing the scFv linker length to between zero and fi ve residues, self-assembly is 
directed into multimers [2]. Bivalent diabodies are the results of joining the VH of 
one scFv to the VL of a second scFv molecule, and vice versa, with stabilization 
introduced by disulfi de bridges [21]. Single-domain antibodies can be fused to the 
B-subunit of Escherichia coli verotoxin, or shiga-like toxin, which self-assembles 
to form a homopentamer, resulting in simultaneous antibody pentamerization and 
introduction of increased avidity [22]. Fusion antibodies have also been produced 
in which secondary proteins, such as green fl uorescent protein, are expressed along 
with the rAb. This is done as a means to facilitate monitoring of the antibodies, 
making antibody-based pathogen detection easier [23].

6.6.2.4 Antibody Libraries

Three general types of libraries are constructed for selection of rAbs: (1) immune, 
(2) nonimmune or naïve, and (3) or synthetic/semisynthetic. Immune libraries are 
generated by cloning antibody genes from B-cells of immunized animals. This 
approach takes advantage of the fact that antibodies directed against the antigen 
are enriched in such donors, and that they have been subjected to an in vivo affi nity 
maturation by the host immune system. These libraries have the added advantage 
that many isolated antibodies are already antigen specifi c [24]. Hybridoma cell 
lines can also be used for the formation of immune libraries. As each hybridoma 
cell line theoretically produces only a single type of functional antibody, only one 
set of immunoglobulin genes is available. However, depending on the myeloma cell 
line used in the fusion process, rearranged but nonfunctional heavy- and light-
chain genes in the hybridoma may be present and preferentially amplifi ed and 
cloned [25]. To select for functional immunoglobulin genes from hybridoma cell 
lines, intensive screening of cloned genes through panning of phage-display anti-
bodies is necessary [25].

Nonimmune or naïve libraries are constructed in the same manner as an immune 
library, but B-cells from nonimmunized donors are used as sources for antibody 
genes. The diversity of isolated antibodies increases with the library size, and 



increasing the library size improves the chance of obtaining high-affi nity antibod-
ies [24]. Theoretically, a single universal naïve library can be constructed and used 
to provide rAbs with any desired specifi city. In practice, however, such antibodies 
have affi nities that may be suboptimal [26].

Synthetic/semisynthetic libraries are artifi cially constructed by using PCR to 
randomly assemble the genes encoding the HV regions from a naïve B-cell. By 
employing this process, a unique set of VH and VL genes are recombined. These 
are sometimes referred to as single-pot libraries, because each such library can be 
source of antibodies directed against multiple antigens. This technology can also 
be used to display the immunoglobulin genes of conventional hybridomas for the 
purpose of rescuing unstable clones or improving their binding specifi cities and/or 
affi nities through genetic manipulations such as in vitro mutagenesis or heavy/light-
chain shuffl ing [26].

The use of antibody libraries has numerous advantages over hybridoma antibody 
technology: (1) They allow for affi nity-selection of binding clones and not just to 
screen for binding activity; (2) recombinant antibody libraries can be rescreened 
against many different antigens; (3) negative subtraction screening can be done 
against irrevelent nontarget background proteins, thus reducing the number of 
nonspecifi c binders; (4) rAbs can be developed from any species for which primers 
exist; (5) rAb libraries can be applied to high-throughput screening technologies; 
and (6) they are well suited to many downstream molecular technologies.

Panning Antibody Libraries. Panning is the methodology by which desirable 
rAbs are selected from an antibody library. During panning, recombinant antibody 
libraries are incubated with the target antigen to bind clones bearing specifi cities 
of interest. Unbound or weak clones are washed away, and the rAbs that remain 
bound to the antigen are eluted and amplifi ed for further propagation. After two 
to four rounds of panning, all binders should be specifi c to the antigen of interest. 
Antibody-displaying complexes bearing expressed rAb can be used directly in 
diagnostic assays or can be genetically modifi ed to express soluble antibody 
molecules [7, 27].

Because the screening for positive clones takes places in one step, millions of 
clones are evaluated during each round of selection. Thus, this process requires 
only a few hours instead of days to months required for screening conventional 
hybridoma cells for monoclonal antibodies. The clones are indefi nitely stable and 
capable of self-replication when supplies are low. They can be stored as bacterial 
stocks, phage stocks, or plasmid DNA.

Phage Display. Phage display is often used to screen for recombinant antibodies. 
It is based on the functional expression of peptides and proteins on the surfaces of 
bacteriophages. The fi lamentous bacteriophages are a group of viruses that contain 
a circular single-stranded DNA genome encased in a long cylinder protein capsule. 
The infection process is facilitated by attachment to the bacterial pilus. The Ff class 
of fi lamentous phages has been most extensively studied. They use the F pilus 
specifi c to E. coli cells containing the F plasmid [27]. These bacteriophages do not 
kill their host during reproduction. Rather, the bacterial host is used by the phage 
for DNA replication as well as for synthesizing phage proteins. There are 11 genes 
associated with the f1 bacteriophage genome [27]. DNA replication is performed 
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by the cooperation between three phage genes and the host system. Three phage 
gene products are used in the assembly of phage particles. There is a single phage 
gene encoding a major capsid protein and four genes encoding minor capsid 
proteins. Expression of phage proteins is performed by the bacterial host system. 
The assembly of the fi lamentous phage is a membrane-associated event requiring 
the fi ve capsid proteins, the three assembly proteins, adenosine triphosphate (ATP), 
a proton motive force, and at least one bacterial protein, thioredoxin [28].

Specifi c peptides and proteins can be displayed on the phage particles as a result 
of the fusion of specifi c proteins to the periplasmic portion of the capsid proteins 
before bacteriophage assembly. Most phage display libraries of peptides and anti-
bodies have been made using the pIII minor capsid protein as the fusion vector, 
resulting in a chimeric pIII fusion protein. It has the disadvantage that a maximum 
of fi ve expressed antibody molecules can be displayed per phage host [29]. The 
main advantage is that pIII fusion proteins containing large inserts can be packaged 
into the phage. The gene encoding the displayed peptide is inserted between the 
signal sequence and the beginning of the fi rst domain of the pIII capsid protein. 
The insertion of the molecule here places the displayed protein at a single polar 
end of the phage particle. The pVIII major coat protein can also be used for peptide 
expression, but it is limited in that only peptides of six or eight amino acids in length 
can be displayed. The advantage is that many copies of the peptide (up to 2500 
copies) are displayed along the entire surface of the bacteriophage [30].

Peptides can also be displayed on smaller fi lamentous particles referred to as 
phagemids. The phagemid genome contains the phage origin of replication and an 
independent gene encoding antibiotic resistance. Chimeric genes encoding peptide-
phage protein fusions can be placed under the control of a specifi c promoter in 
these phagemid genomes. Superinfection of the bacterial host with a fi lamentous 
helper phage activates the phage origin of replication. Subsequent transcription and 
translation provide all phage-derived proteins and enzymes required for phagemid 
replication. Using a helper phage containing a defective packaging signal allows 
most phage particles produced to contain the phagemid ss-DNA. When compared 
with phage vectors, higher yields of phagemid vectors are obtained by plasmid 
preparation, and larger inserts are more readily maintained [27]. Bacterial trans-
formation effi ciency is higher with phagemid than phage vector, and this may result 
in greater library diversity [31, 32]. Generally, one to three copies of the pIII fusion 
protein will be expressed by each phage, whereas up to 200 copies of the pVIII 
fusion peptides can be expressed on the phage capsid [29]. The main disadvantage 
of using a phagemid vector is the high background during selection due to the 
presence of wild-type phages, which have been shown to exhibit nonspecifi c binding 
during affi nity selection. As a result, the conventional M13K07 helper phage has 
been modifi ed. The modifi ed helper phage either requires that the host bacterial 
strain provides the pIII proteins [33] or possesses a trypsin cleavage site within the 
pIII gene that is absent in the fusion protein [34]. Trypsin treatment of phage after 
selection can eliminate most phages that do not carry the recombinant coat protein 
displaying the peptide of interest. Because of the need for a helper phage to rescue 
phagemid vectors, they are less effi cient than phage vectors, which allow higher 
display levels and make panning more effi cient, with more binders being isolated 
in fewer rounds [35]. The lower valency of phagemid vectors allows the selection 
of binders with higher affi nity. Recombinant antibodies from phagemid vectors 



generally have affi nities that are 5–10 times higher than those from phage vectors, 
on average [35]. The higher avidity associated with phage display may result in the 
selection of lower affi nity clones.

Bacterial Display. The display of recombinant peptides on the surface of bacteria 
such as E. coli was fi rst described more than a decade ago. Several peptides have 
been successfully displayed on bacterial surfaces [36], including antigenic 
determinants, heterologous enzymes, antibody fragments, and peptide libraries. 
Numerous reviews detail the various classes of proteins that have been displayed 
on both Gram-positive and Gram-negative bacteria [24, 29, 37].

The major obstacle for export of foreign peptides to the surface of a Gram-
negative bacterial cell is the presence of an extensive network of macromolecules 
found within the bilayered cell envelope. It is necessary to select a leader sequence 
that translocates the peptide through the membrane, as well as an anchor protein 
that displays the rAb without disrupting the membrane integrity. Initially, short 
gene fragments were inserted into genes for the E. coli outer membrane proteins: 
the maltoporin LamB [38]; outer membrane protein OmpA [39]; and the 
phosphate-inducible porin PhoE [40], with the gene products being displayed on 
the surface of the recombinant bacteria. Lipoproteins [41, 42], fi mbriae [43] and 
fl agellar proteins [44], as well as dedicated systems with coupled translocation and 
surface anchoring have also been used for surface display of peptides [45]. Most 
current studies of bacterial display of antibodies involve the lipoprotein–porin 
(Lpp–OmpA’) fusion system, with expression of recombinant proteins fused to the 
sorting signal that directs their incorporation on the cell surface [46]. The expressed 
antibodies retain their binding ability and approximately 60,000 scFv molecules 
can be displayed per cell [47]. Selection of good binders can be done by fl uores-
cence-assisted cell sorting (FACS) fl ow cytometry, using fl uorescently labeled anti-
gens, thus avoiding the immobilization of the antigen, elution of bound phages, and 
reinfection of bacteria with eluted phages.

Expression of scFv on the surfaces of Gram-positive bacteria has been investi-
gated. ScFv antibodies have been displayed on the surfaces of Staphylococcus 
xylosus and Staphylococcus carnosus through the fusion to the C-terminus of 
protein A [48]. Recently, spores of Bacillus subtilis, a dormant form of living cells 
known for their resistance to harsh environments, have been used for display of 
recombinant antibodies. ScFv antibodies have been fused to CotB, a surface-
exposed coat component of the B. subtilis spore coat [49]. Spores represent a 
unique opportunity for surface display because of the potential of providing a 
durable supporting matrix similar to that of chemical polymer beads. There are 
three advantages of using Gram-positive over Gram-negative bacteria for surface 
display. First, larger molecules may be displayed on Gram-positive than Gram-
negative bacteria. Second, the single-layered cell wall of Gram-positive bacteria 
may have better effi ciency of fusion protein secretion and folding than the double-
layered Gram-negative bacterial cell surface. Third, the rigid Gram-positive cell 
wall may allow the cells to withstand harsh conditions during affi nity selection 
[7].

Yeast Display. The eukaryotic system of yeast offers an advantage of 
posttranslational modifi cation and processing of mammalian proteins and is, 
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therefore, better suited for expression and secretion of human-derived antibody 
fragments than a host such as E. coli. Yeasts displaying antibodies share many of 
the same advantages as bacterial display. Yeast have a rigid, thick cell wall that 
enables the stable maintenance of surface-displayed proteins [50]. As in bacterial 
display, the large size of yeast cells allows for effi cient selection using FACS fl ow 
cytometry [51]. Several systems can be used for expression of rAb on yeast cell 
surfaces. Yeast display primarily uses the α-agglutinin yeast adhesion receptor to 
display recombinant proteins on the surface of S. cerevisiae [52]. The α-agglutinin 
receptor acts as an adhesion molecule to stabilize cell–cell interactions and facilitate 
fusion between yeast cells of opposite mating types. The receptor consists of two 
proteins, Aga1 and Aga2. The Aga1 protein is secreted from the cell and becomes 
covalently attached to the extracellular matrix of the yeast cell wall. The rAb–Aga2 
fusion proteins bind to Aga1 after secretion and remain attached to the cell via 
Aga1, displaying the recombinant antibody on the yeast cell surface [53, 54]. The 
Aga2–fusion rAb can be displayed on the cell surface at 10,000 to 100,000 copies/
cell [53].

Glycosylated-inositol (GPI)-anchored proteins have also been used to anchor 
foreign peptides for cell-surface display in S. cerevisiae [55] and Hansenula poly-
morpha [56]. Four different gpi genes and their encoded proteins were character-
ized for the purpose of displaying fusion protein on the cell surface. The FLO1
gene encodes the Flo1p protein, a lectin-like cell-wall protein thought to form stem-
like structures that cover the distance of the cell wall. This protein has also been 
used to express peptides on the yeast surface [57].

In bacterial or yeast surface display, the phenotype and genotype are linked 
through the display of the protein on the surface of a cell, in which the DNA can 
also be propagated and expressed. No subcloning step is required after each selec-
tion. Yeast display is particularly benefi cial as yeast cells are generally more robust 
and can express large quantities of heterologous proteins with appropriate post-
translational modifi cations [52]. However, the display of multiple antibody frag-
ments on bacterial or yeast surfaces contributes to an avidity effect, potentially 
contributing to the selection of rAbs with lower binding affi nities [58].

Ribosome Display. This cell-free display system uses the same principle as the 
phage-display systems in bacteria. The phenotype and genotype of a peptide are 
linked together and, therefore, can be simultaneously selected based on the function 
of the peptide. However, the linkage is a physical one in that the genetic material 
is covalently linked to its encoded product in the formation of an antibody–
ribosome–mRNA (ARM) complex through in vitro transcription/translation 
[59].

Ribosome display is an in vitro method, with all steps being nucleic acid-based. 
This allows the assembly of a large-size library with up to 1015 members. Mutations 
can be incorporated in each cycle of selection using PCR-based mutagenesis, 
thereby allowing for the introduction of diversifi cation during selection. Antibodies 
with equilibrium dissociation constants improved from the nanomolar to picomolar 
range using ribosome display have been reported [60, 61].

The key advantage of ribosome display over phage display systems is the freedom 
from any bacterial transformation step, which typically limits the size of antibody 
libraries. The library size in phage, bacterial, or yeast display is determined by the 



transformation effi ciency. Generally, 1010 to 1011 members represent the upper pos-
sible limit of the size of an E. coli library. Due to the generally lower transformation 
effi ciency in yeasts, large yeast-display libraries are composed of up to 109 clones 
[53]. Another advantage of ribosome display systems is that the expression of the 
target peptides is not limited by the host. With in vivo display systems, proteins 
that are toxic or detrimental to cell growth will inhibit or kill the host cell, and this 
can potentially limit the library size for screening. Furthermore, bacteria are prone 
to introduce natural mutations into foreign DNA to evade selection pressure. Muta-
tions and/or recombinations within the plasmid are frequently found that may 
provide benefi ts to the cells. Undesirable selection pressure on individuals can 
easily be avoided in a cell-free system. Ribosome display is especially useful for 
construction of a naïve library, which provides a better library complexity and 
diversity than its phage display counterpart [7]. The use of a ribosome display 
cannot only select and enrich high-affi nity binders from a library, but also it pro-
vides in vitro hypermutation for the maturation of selected clones to improve 
binding characteristics [61, 62].

6.6.2.5 Soluble Antibody Production

Numerous systems are available for the expression of soluble recombinant antibod-
ies. Bacteria, yeasts, plants [63], insects and mammalian cell lines [64], and cloned 
transgenic animals have all been used for rAb expression [65]. Bacteria, in particu-
lar E. coli, are favored for expression of small, nonglycosylated Fab, scFv, and VH

fragments and diabodies. ScFv fragments are generally expressed to a higher level 
over Fab in bacteria, although yields may vary for each rAb fragment [2]. Bacterial 
expression of rAbs is typically achieved by fusion to N-terminal signal peptides, 
which targets the protein to the periplasmic space of E. coli. This periplasmic 
expression may render a large fraction of the produced rAb insoluble. Soluble 
bacterial antibody production can also be directed into the culture medium. The 
risk is that the production of inclusion bodies often results in insoluble protein 
aggregates. This necessitates laborious renaturation steps and subsequent in vitro
folding, resulting in a low fi nal yield [18]. Secretion of rAbs can be associated with 
cell lysis and subsequent product loss. Also, if the rAb being produced is toxic to 
the bacteria, production levels will be drastically deceased. Because bacteria cannot 
carry out eukaryotic posttranslational modifi cation, their use is not suitable when 
glycosylation of the rAb is required.

Purifi cation of Recombinant Antibodies. Purifi cation of bacterial expressed rAb 
is assisted by the presence of fusion polypeptides such as c-Myc, poly-His, and the 
FLAG epitope, which have been added to allow for affi nity purifi cation. Subsequent 
cleavage of the fusion protein yields the rAb of interest.

6.6.3 IMMUNODETECTION OF PATHOGENS

Diagnostic tests for viruses, bacteria, fungi, and their spores are often based on 
culture-dependent methods. While these methods are very sensitive and generally 
simple to perform, they can be time consuming, requiring several days, and possibly 
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weeks, to complete. If microorganisms are nonculturable, microscopy can be used 
for identifi cation, as is the case for numerous protozoan parasites. Microscopy 
requires specifi c training and may be subject to user bias and error. Also, it may be 
hard to differentiate between microorganisms at a species level. Epifl uorescent 
microscopy, with fl uorochrome-conjugated antibodies specifi c to the target organ-
ism, can make this method much easier to perform. Molecular-based methods such 
as PCR can be used for quick identifi cation of specifi c target pathogens, but can be 
expensive and, like microscopy, requires specifi c training for the operator. However, 
PCR cannot distinguish between those detected organisms that are viable and infec-
tive from those that are dead. Isolation of DNA from some matrices can be problem-
atic because of the presence of inhibitors that can adversely affect PCR [66].

An antibody to be used in immunodiagnostics should ideally have high binding 
specifi city and affi nity to the target antigen of interest. As such, many commercially 
available immunodiagnostic antibodies are produced as monoclonal antibodies. As 
the production of rAbs becomes more routine, their availability is sure to increase. 
Table 6.6-1 lists some developed rAbs that could be used in immunodiagnostics. 
One major advantage of recombinant antibodies is that they are more easily selected 
for when the target pathogen may be harmful to an animal being immunized for 
the production of monoclonal antibodies.

6.6.3.1 Formats of Detection

Successful immunodiagnostic applications are based on the availability of antibod-
ies with high affi nity and specifi city. Initially, polyclonal antibodies from hyperim-
munized animals or monoclonal antibodies from hybridoma cell lines were used. 
More recently, rAbs are being constructed that possess affi nities rivaling those of 
monoclonal antibodies. Therefore, it is anticipated that rAbs will begin to be 
deployed in greater frequency in immunodiagnostics in the short to medium 
term.

The effi ciency of immunoassays relies on four components: (1) the target antigen 
to be detected; (2) the antibody used for detection; (3) the method to separate 
bound antigen and antibody complexes form unbound reactants (if a heterogenous 
mixture is used); and (4) the detection method. At the most fundamental level, the 
effi cacy of any given immunoassay is dependent on two major factors: the effi ciency 
of antigen–antibody complex formation and the ability to detect these complexes. 
It is desirable that the antibodies used have high affi nity for the target antigen with 
low cross-reactivity to minimize false positives. Greater sensitivity of immunoas-
says is generally associated with higher affi nity antibodies.

The use of polyclonal antibodies in sera has inherent disadvantages. Laboratory 
animals are required, and results can vary drastically in their ability to respond to 
different antigens, resulting in signifi cant variation among different lots of anti-
bodies. The antibody response to a given antigen tends to be broad. This covers 
both specifi c and cross-specifi c epitopes, causing problems such as high-background 
or unwanted reactivity for contaminants in the antigen preparation. Polyclonal 
immunoassays can be highly sensitive but may not be very specifi c [6, 100].

There is an inherent disadvantage when using highly specifi c antibodies. Anti-
genic drift or shift can make using monoclonal antibodies diffi cult. The evolution 
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TABLE 6.6-1. A List of Some Pathogens Detected by Recombinant Antibodies

Pathogen rAb Type Source Library Reference

Bacterial
Bacillus subtilis scFv Human Naïve [67]
Burkholderia pseudomallei  scFv Mouse Immune [68, 69]
 exotoxin
Chlamydia psittaci scFv Human Naïve [70]
Chlamydia trachomatis scFv Human Naïve [70]
Cyanobacterial Hepatoxin  scFv Human Semi-Synthetic [71]
 Microcystins
Clostridium diffi cile Toxin B scFv Mouse Immune [72]
Escherichia coli O157 : H7 scFv Human Naïve [73]
Moraxella catarrhalis scFv Human Semi-Synthetic [74]
Streptococcus mutans scFv VH of Mouse Immune, [75]
  VL of Human Naïve
Streptococcus suis scFv Human Semi-Synthetic [76]

Fungal
Candida albicans scFv Human Naïve [77]
Fusarium Mycotoxin  scFv Mouse Immune [78]
 Deoxynivalenol
Phytophthora infestans scFv Naïve [79]

Protozoan
Cryptosporidium parvum Fab Mouse Immune [80]
Entamoeba histolytica Fab Human Immune [81]
Plasmodium chabaudi scFv Mouse Immune [82]
Plasmodium falciparum scFv Mouse Immune [81]

Viral
Beet Necrotic Yellow Vein Virus scFv Unknown [83]
Bluetongue Virus scFv Mouse Immune [84]
Cucumber Mosaic Virus scFv Mouse Immune [85]
Ebola Virus Fab Human Immune [86]
Foot and Mouth scFv Mouse Immune [87]
Grapevine Virus B scFv Human Semi-synthetic [88]
Herpes Simplex Virus 1 Fab Human Immune [89]
Herpes Simplex Virus 2 Fab Human Immune [90]
Human cytomegalovirus Fab Human Immune [91]
Infectious Bursal Disease Virus scFv Chicken Immune [92]
Infl uenza A Fab Human Naïve [93]
Severe Acute Respiratory  scFv Mouse Semi-synthetic [94]
 Syndrome
Coronavirus (SARS-CoA)
Vaccinia Virus Fab Human Immune [95]
Venezuelan Equine  scFv Mouse Immune [96, 97]
 Encephalomyelitis Virus

Other
Prion – PrPSc scFv Mouse Immune [98]
Androctonus australis hector  scFv Mouse Immune [99]
 (Scorpion)
Venom Toxin Aah1

Abbreviation: PrPSc = The modifi ed form of PrPc (a normal cellular protein thought to be involved in synaptic func-
tion), which may cause disease; i.e., the prion is known as PrPSc (for scrapie).
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of an antigen by either genetic modifi cation or active selection can produce targets 
capable of evading detection systems. Also monoclonal antibodies rarely possess 
affi nities that match the avidities of good polyclonal preparations [100].

Immunoassays. A variety of methods are available to detect antibody–antigen 
interactions. Some are well established, whereas others have only been developed 
recently.

A common way to detect antibody–antigen binding in an immunoassay is the 
enzyme-linked immunosorbant assay (ELISA). ELISA is based on the target 
antigen being captured onto a plastic multiwell or tube by a capture antibody previ-
ously bound to the solid matrix. Bound antigen is then detected using a secondary 
antibody. The detector antibody can be directly labeled with a signal-generating 
molecule, or it can be detected with another antibody that is labeled with an 
enzyme. These enzymes catalyze the chemical reaction with a substrate that results 
in a colorimetric change. The color intensity can be measured by a spectrophotom-
eter. The ELISA immunoassay is commonly used by clinical laboratories, can be 
adapted for high-throughput screening, and is relatively inexpensive. Electroche-
miluminescence (ECL) is similar to ELISA except that the detector antibody is 
directly labeled with a chemiluminescence label. Time-resolved fl uorescence (TRF) 
immunoassay is a sandwich-type assay similar to those used for ELISA except that 
the detector antibodies are directly labeled with lanthanide chelates. TRF exploits 
the differential fl uorescence life span of lanthanide chelate labels compared with 
background fl uorescence [100, 101].

Lateral fl ow immunoassays are commonly recognized as dipstick or handheld 
immunochromatographic assays. Detection of target antigens depends on forma-
tion of an antigen–antibody complex that migrates along the matrix by capillary 
action. Assessment of result is qualitative and subject to operator bias. The sensitiv-
ity is generally 1-log worse than that of ELISA [101]. Novel rapid immunoassays 
have been recently developed for the detection of HIV-1 antibodies in clinical 
samples [102].

Flow cytometry is based on the use of a fl uorescent probe being bound by the 
target antigen, which is streamed past a laser beam where the probe is excited. A 
detector analyzes the fl uorescent properties of the antigen–antibody complex as it 
passes through the laser beam. This immunoassay can be used in multiplex formats 
with little or no loss of sensitivity. However, fl ow cytometry lacks the sensitivity of 
ELISA and associated immunoassays, and the system requires training and exper-
tise to operate [100]. Cyrptosporidium parvum oocysts have been detected in 
various matrices by fl ow cytometry and, recently, in soil samples by using antibod-
ies conjugated to fl uorescein isothiocyanate [103].

One of the more popular immunassays for pathogen detection involved the use 
of antibodies in combination with epifl uorescent microscopy, usually referred to as 
an immunofl uorescence assay (IFA). Monoclonal and polyclonal antibodies are 
conjugated to fl uorochromes, so that the pathogen can be more easily detected. 
However, a lack of specifi city sometimes results in these IFA assays, indicating the 
presence of more than one type of pathogenic organism, especially in species that 
are closely related [104]. Antibodies developed against Eimeria acervulina have 
been found to cross-react with several different Eimeria spp., Neospora caninum,
Toxoplasma gindii, and C. parvum [104].



6.6.4 IMMUNOTHERAPY

Immunotherapy is a form of medical treatment intended to stimulate or restore the 
ability of the immune system to fi ght infection and disease. It can be either non-
specifi c or specifi c. Cytokines, growth factors, and leukocytes can enhance host 
defencse against a variety of pathogens and are examples of nonspecifi c immuno-
therapies. In contrast, the administration of antibodies is a form of specifi c immu-
notherapy that, similar to antimicrobial therapy, is directed specifi cally at the 
pathogen or toxin [105]. Immunotherapy can also be either replacement or recon-
stitution therapy, which is intended to correct the underlying immunological defects 
that predispose people to infection, or augmentative therapy, which is intended to 
enhance the body’s immune function against the pathogen [105].

The fi rst use of antibodies for treatment of ailments was performed in 1890 by 
Behring and Kitasato. They demonstrated that immunity could be transferred to 
naïve animals by serum of animals that had been challenged with nonlethal doses 
of a crude toxin preparation. As all original antibody preparations were derived 
from the serum of immunized animals or immune human donors, the treatment 
was called serum therapy. Even though the therapy was effective, the administra-
tion of large amounts of foreign animal proteins was often associated with side 
effects that ranged from immediate hypersensitivity reactions to serum sickness 
[106]. The use of serum therapy was abandoned due to several drawbacks, such as 
the occurrence of serum sickness, the risk of disease transmission, and lot-to-lot 
variations of different serum preparations. In the mid-1930s, the introduction of 
antibiotics replaced the use of antibodies for therapy against most infectious patho-
gens. Antibodies retained a niche as a treatment for venoms, toxins, and certain 
viral infections [106]. With the establishment of hybridoma monoclonal antibody 
production, there was hope for the rapid development of many therapeutic applica-
tions, especially in fi eld of oncology [106].

A renewed interest in the production of antibodies for therapeutic use has 
occurred as a result of numerous driving forces: (1) the increased incidence of 
pathogen resistance to antibiotics; (2) the lack of effective chemotherapeutic agents; 
(3) the toxicity of available drugs; (4) the emergence of new microorganisms and 
viral diseases; (5) the epidemiological evidence of an important role for the humoral 
immune system in host control of infection; (6) the increased incidence of chronic 
disease in individuals with various antibody defi ciencies; and (7) the use of antibod-
ies is currently the only means to provide immediate immunological protection 
against biological agents [105, 107–110].

The action of antibodies in immunotherapy is directed against pathogen stages 
that are susceptible to antibodies. By blocking the pathogen’s inter action with the 
host cell, antibodies can prevent pathogen attachment and/or invasion [109]. Direct 
lysis of pathogens can occur, by interfering with microbial gene expression and 
growth, and by enhancing and activating immune cells or a combination thereof 
[111]. In bacterial disease, antibodies neutralize toxins, facilitate opsonization, and 
with complement, promote bacterial lysis [112]. In viral disease, antibodies are the 
best option for therapy and prophylaxis [113]. Antibodies block viral entry into 
uninfected cells, promote antibody-directed cell-mediated cytotoxicity by natural 
killer cells, and neutralize virus alone or with the participant of complement [112]. 
That a microbe inside a host cell is separated from serum antibody has led to the 
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belief that serum antibody cannot be effective against intracellular pathogens. 
However, at some point in the infectious cycle, most intracellular pathogens reside 
in the extracellular space, where they are susceptible to antibody action [114]. A 
hallmark of protozoan parasites is their ability to evade the host’s immune system. 
In many cases, this is accomplished by stage-specifi c expression of unique antigens, 
causing immune responses to stages that are subsequently lost during development 
[115, 116].

From the point of view of antibody production for immunotherapy, careful target 
selection is of the utmost importance. Although it is important that the antibodies 
are pathogen specifi c, monospecifi c antibodies, such as monoclonal antibodies, may 
not be a good choice because they are too specifi c. Narrow specifi city is advanta-
geous because it prevents development of resistance among nontargeted microor-
ganisms and avoids disturbance of the normal microfl ora. However, narrow 
specifi city becomes a disadvantage in cases of mixed infections that cannot be 
treated with a single antibody preparation. It also decreases the potential market 
for the drug [113]. Moreover, the high specifi city is at a disadvantage with the 
emergence of pathogen variants that lack the determinant that the antibody recog-
nizes, such as viral escape mutants [106]. The use of cocktails of antibodies that 
are specifi c for several antigens could obviate this concern. However, this approach 
would also have the drawback of increasing the cost of production and the complex-
ity of regulatory issues involving effi cacy and safety [106]. Therapeutically relevant 
targets can also be diffi cult to identifi y.

Most antibodies currently being used for immunotherapy are monoclonal immu-
noglobulins (i.e., IgG and IgM). Their multivalency and high specifi city and affi nity 
make them attractive for therapies. Brekke and Løset [117] and Casadevall [118] 
have reviewed the various monoclonal antibodies currently available for immuno-
therapies as well as those undergoing clinical trials. Most antibodies slated for 
therapeutic and clinical applications are being developed for use in cancer treat-
ment [118]. However, it has been demonstrated that in cancer immunotherapy, the 
fraction of injected monoclonal antibody that effectively reaches the tumor is 
usually less than 1% of the injected dose, which is caused by poor tumor penetra-
tion and limited target specifi city. By reducing the antibody size and increasing its 
affi nity for the target, it should be easier to obtain better targeting molecules [119]. 
Recombinant antibodies are smaller and can be matured for increased affi nity. 
Therefore, it is not surprising that their use for therapy against viruses and intracel-
lular pathogens is becoming more attractive. Currently, relatively few rAbs are 
being used for immunotherapy, as compared with hybridoma monoclonals. Table 
6.6-2 lists some rAbs currently being studied for immunotherapeutic activities. 
Because of the need for therapeutic antibodies to be specifi c, it is feasible that any 
antibody used for therapy could also be used for immunodiagnostic purposes.

6.6.4.1 Passive Immunotherapy

Passive immunotherapy involves administering preformed antibodies from external 
sources to the recipient patient, as opposed to therapies like vaccines, which encour-
age the body to make its own antibodies. Numerous rAbs are specifi c to various 
pathogens (see Table 6.6-2). Pathogens that affect humans, plants, and commercial/
domestic animals are all being looked at for their susceptibility to antibodies. For 
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TABLE 6.6-2. A List of Some Recombinant Antibodies that May Be Theoretically 
Effective in Immunotherapy

Antibody Target rAb Type Therapeutic Status Reference

Bacterial
Bacillus anthracis Toxin Fab Rat; In Vivo [120]
Neisseria meningitidis scFv Mouse; In Vivo [121]
Staphlococcus aureus – Aurograb Human; Clincal  NeuTec Pharma
Methicillin Resistant   Trial  plc

Fungal
Candida albicans scFv Rat; In Vivo [122, 123]
Candida spp. Mycograb Human; Clincal  NeuTec Pharma
   Trial  plc; [124]
Cryptococcus neoformas scFv Mouse; In Vivo [108]
Fusarium oxysporum scFv In Planta [125]

Protozoan
Plasmdodium falciparum Recombinant Cell Culture; In [126]
 Peptide  Vitro
Plasmodium yoelii scFv Mouse; In Vivo [127]
Plasmodium berghei scFv Mosquito; In Vivo [128]

Viral
Cucumber Mosaic Virus scFv In Planta [129]
Foot and Mouth Disease Fab PRNT; In Vitro [130]
Herpes Simplex Virus 1,2 Fab Cell Culture; In [131]
   Vivo
HIV-1 Reverse  scFv Cell Culture; In [132]
 Transcriptase   Vitro
HIV-1 Vif Protein scFv Cell Culture; In [133]
   Vitro
Japanese Encephalitis  Fab PRNT; In Vitro [134]
 Virus
Measles Virus Fab PRNT; In Vitro [135]
Rabies Virus scFv-Fc Mouse; In Vivo [136]
Rotavirus Fab Cell Culture; In [137]
   Vitro
Varicella-zoster Virus scFv Cell Culture; In [138]
   Vitro
Other
Prion PcPSc scFv Cell Culture; In [139]
   Vitro
Prion PcPSc Fab Cell Culture; In [140]
   Vitro

Abbreviation: PRNT = Plaque Reduction Neutralization Test. PcPSc = The modifi ed form of PrPc (a 
normal cellular protein thought to be involved in synaptic function), which may cause disease; i.e., the 
prion is known as PrPSc (for scrapie). Aurograb = Commercially available recombinant antibody from 
NeuTec Pharma plc. Mycograb = Commercially available recombinant antibody from NeuTec Pharma 
plc.
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passive immunotherapy to be effective, antibodies must be present at the site of 
infection long enough to interact with the appropriate infective stage of the organ-
ism’s life cycle, bind to the appropriate antigen(s), and activate the appropriate 
effector mechanisms (if any) [109]. For intestinal pathogens, considerations for the 
effective therapy include dosage schedule, gastrointestinal transit time and resi-
dence of the antibody in the small intestine (the primary site of infection), gastro-
intestinal degradation of the antibody and ways of protecting the antibody activity 
(formulation), as well as the antigenic specifi city and antigenic relatedness of strains 
or isolates of the pathogen [109]. Passive antibody therapy for infectious diseases is 
aided by the large antigenic differences between the microorganism and the host 
and can be optimized by identifying and targeting molecules essential for infectivity 
and by understanding mechanisms of antibody-mediated neutralization [106, 141]. 
In some gastrointestinal diseases caused by microorganisms, prophylactic uses of 
specifi c antibodies have proven to be much more effective than conventional sup-
portive treatment, such as in human studies of enterotoxigenic E. coli-induced 
“travelers diarrhea” [142] and Shigella infections [143]. Unfortunately, rAbs have 
been found to possess a weaker neutralization effect on pathogens when compared 
with the corresponding monoclonal antibody [8].

Numerous variables can lead to a negative result from passive immunotherapy. 
Too little antibody can result in a lack of protective effi ciency. Too much antibody 
can produce a prozone-like effect, whereby more antibody provides less protection 
than less antibody. The antibodies used in therapy can also be affected by affi n-
ity/avidity, specifi city, isotype, idiotype, preparation, and route of administration. 
The genetic background and immune competency of the host can also affect treat-
ment as can route of pathogen infection, genetic background, and inoculum size of 
the pathogen [114]. A dramatic example of the limitations of passive antibody 
transfer experiments is provided by the observation that transfer of either too little 
or too much antibody can result in no protection [114].

Passive antibody therapy and prophylaxis have a natural place in animal health 
because mammalian species such as pigs, horses, sheep, and cows do not transmit 
maternal immunity prenatally (antibodies do not cross the barrier of the placenta, 
as is the case in humans) but postnatally through colostral antibodies [113].

Humanized Antibodies. For human immunotherapeutic applications, the optimal 
antibody should be of human origin. Immune libraries are perhaps the best way 
to produce neutralizing antibody responses to protective epitopes on infectious 
pathogens [26]. For therapeutic purposes, the effi cacy of nonhuman-derived 
monoclonal antibodies is limited by the induction of anti-mouse immune response. 
Using hybridoma methods to immortalize human B-cells for the construction of 
human monoclonal antibodies would avoid these issues. However, the absence of 
a suitable fusion partner and other technical issues has made methods that rely 
on human B-cell immortalization problematic, forcing reliance on nonhuman 
organisms [6].

The development of human(ized) antibody molecules is mostly aimed at reduction 
of unwanted immunological properties in medical applications. Useful antibodies 
have been isolated from mice and murine-based antibody libraries. However, these 
antibodies are immunogenic in humans. To use these molecules as successful thera-
peutic agents, they must be redesigned to reduce their immunogenicity, thereby 
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reducing the human–anti-mouse (HAMA) immune response [144]. The antigenicity 
of therapeutic antibodies can be reduced by chimerization, in which nonhuman 
domains are replaced by human domains, though fusion of unmodifi ed variable 
domains to the constant regions of the light and heavy chains of a human antibody 
[144]. Humanization involves not only fusion of the (usually murine) variable domains 
to human constant regions, but also the alteration of selected murine variable domain 
framework residues to more closely match the most related available human variable 
template sequence [18]. CDR grafting involves the substitution of nonhuman CDR 
from an antibody into the most closely related human antibody sequence available, 
so that only the CDR domains are nonhuman in origin [144]. Veneering involves 
changing only exposed residues so that they refl ect the human consensus sequences, 
whereas those residues that are buried are left unmodifi ed [144]. These strategies 
may often preserve the binding affi nity of the murine antibody while signifi cantly 
reducing immunogenicity [145].

Antibody-based therapies that use human or humanized antibodies have low 
toxicities and high specifi cities. The high specifi city of antibodies is both an advan-
tage and a disadvantage. The advantage of high specifi city is that antibody-based 
therapies target only the pathogenic organism that causes disease and, therefore, 
should not alter the host fl ora or select for resistance among nontargeted microor-
ganisms. However, high specifi city also means more than one antibody preparation 
might be required to target microorganisms with high antigenic variation [106].

Human naïve or semisynthetic libraries, such as the Tomlinson or Griffi n librar-
ies, can be screened for pathogen specifi c rAbs [146]. This eliminates the need for 
antibody humanization, making them readily available for immunotherapeutic 
applications in humans.

Delivery of Antibodies. Antibodies can be administered as human or animal 
plasma or serum, as pooled human immunoglobulin for intravenous (IVIG) or 
intramuscular (IG) use, as high-titer human IVIG or IG from immunized or 
convalescing donors, and as monoclonal antibodies [112]. Oral administration of 
large doses of antibodies resulting in high local concentrations can be given without 
the serious safety concerns related to systemic administration of foreign proteins 
(as would be the case for xenogeneic systemic administration). However, oral 
administration of antibodies is only feasible for treatment of certain types of 
mucosal infectious diseases, such as C. parvum-associated infections. There is a 
restriction to oral antibody delivery, specifi cally the possibility of gastrointestinal 
destruction of the antibody given the low gastric pH and the presence of gastric 
and intestinal proteases. As a result, duration of the antibody availability due to 
peristalsis is limited to the order of 1–2 hours [109]. These problems could be 
remedied by coadministration of antacids, enteric coatings (pH dependant release), 
bioerodable coating (delayed release, pH independent), or liposomal formulation 
(enzyme induced release). In addition to protective coatings, formulations must be 
able to disperse rapidly when the coating is shed [109]. Otherwise, antibodies in-
tended for therapeutic applications need to be administered systemically [113] to 
provide a much longer duration of activity, on the order of days rather than hours 
[109]. An important potential advantage of antibody therapies is that they can be 
synergistic or additive when combined with conventional antimicrobial chemotherapy 
against bacterial and viral diseases [106].
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As antibodies are natural products, they must be produced in cell lines or other 
live expression systems. This raises the theoretical concern that there could be 
contamination of antibody preparations by infectious agents such as prions or 
viruses. Although tight regulation and regulatory vigilance and surveillance can 
reduce this concern, the need for ongoing monitoring and testing for contamination 
contributes to the high cost of developing and administering antibody therapies 
[106].

6.6.4.2 Vaccine/Active Immunotherapy

The advent of recombinant DNA technologies has increased the available avenues 
for vaccine development. Although not related to rAbs, active immunotherapy is 
important for the prevention of illness due to infection by pathogenic microorgan-
isms. Active immunity is the response generated by the immune system after 
exposure to a vaccine or microorganism. Both antibodies and cell-mediated immu-
nity can be generated by active immunization. Because antibody therapy can be 
protective against an infectious disease, a vaccine that elicits similar antibodies 
should be protective against the relevant pathogen. Ideal vaccines should be safe, 
elicit the appropriate immune response, and provide long-term protection at low 
doses [147]. Vaccines against infectious organisms have been traditionally devel-
oped by administration of whole live attenuated or inactivated microorganisms 
[148]. Although live attenuated viral vaccines can elicit responses from cytotoxic 
T lymphocytes (CTLs) and from the humoral system, inactivated viruses and 
recombinant proteins are generally not potent inducers of CTLs [147]. However, 
subunit and recombinant vaccines hold promise for agents of bioterror because they 
deliver defi ned antigens, perhaps for multiple agents, and have the potential to 
reduce the immunogenicity of whole cell preparations [110]. Table 6.6-3 indicates 
a few infectious pathogens whose disease can be prevented, or minimized, by the 
use of recombinant antigens, recombinant viruses, or DNA vaccines.

Recombinant Antigens. Recombinant antigens are synthesized to represent the 
most immunogenic antigens from a particular pathogen. However, when purifi ed 

TABLE 6.6-3. Representative List of Pathogens Being Treated by Active 
Immunotherapy

Antibody Target Type of Vaccine Therapeutic Status Reference

Chlamydia pneumoniae DNA/Recomb Virus Mouse; In Vivo [149]
Cryptosporidium parvum Recomb Antigen Bovine; In Vivo [150]
Entamoeba histolytica Recomb Antigen Mouse; In Vivo [151]
HIV-1 Envelop Protein Recomb Virus Mouse: In Vivo [152]
Listeria monocytogenes DNA Vaccine Mouse; In Vivo [153]
Mycobacterium avium Recomb Antigen Lamb; In Vivo [154]
Plasmdodium falciparum Recomb Virus Human; In Vivo [155]
Vibrio anguillarum Recomb Peptide Piscine; In Vivo [156]
Virulent infectious Bursal  DNA Vaccine Chicken; In Vivo [157]
 Disease Virus



recombinant antigen is administered using traditional immunization protocols, the 
levels of cellular immunity induced are generally low and not capable of eliciting 
complete protection against diseases caused by intracellular microbes [148]. Most 
injected proteins are not effi ciently presented by major histocompatibility complex 
(MHC) class I, making this a major limitation for diseases in which cellular immune 
responses play a key role [147]. Recombinant antigens that have been used as 
vaccines are considered safe, but they do have limitations in their use. For example, 
a recombinant protein can have posttranslational modifi cations from the pro-tein 
present in the natural infection and may not elicit optimal responses. Immuniza-
tion with recombinant antigens requires that parasite epitopes involved in invasion 
and attachment are known and available as well as amenable to re-combinant DNA 
technology, and they can be produced in a pure form. Molecular techniques for 
producing recombinant antigens that elicit neutralizing antibodies have been 
developed that may serve as a means to provide vaccination against pathogens.

Recombinant Viruses. This type of vaccination is based on the use of recombinant 
viruses encoding specifi c antigens as immunization tools. Recombinant viruses can 
express the foreign antigens directly inside cells of the host organism, as would 
happen in natural infection. Antigens so expressed are made available to the 
intracellular antigen-processing machinery. Displayed antigens can be bound by 
MHC molecules, thus favoring their presentation to T lymphocytes [148]. The 
poxviruses, adenoviruses, and infl uenza viruses are three of the most attractive and 
effi cient vectors that can be used for vaccination purposes [148]. However, re-
exposure of the immune system to the same recombinant antigens expressed by 
the viral vectors may not recall the memory T-cell responses induced during the 
primary exposure, as subsequent administrations of the same virus were cleared 
faster from the organism due to immune responses induced against the virus itself 
[158]. In cases where immunization with one viral vector does not elicit suffi cient 
levels of immunity, researchers have successfully elicited immunization by the 
sequential administration of a different recombinant virus expressing the same 
antigen [158].

DNA Vaccines. DNA vaccines were introduced less than a decade ago, but they 
have already been applied to a wide range of infectious and malignant diseases, 
including those that are parasitic and diffi cult to control [159]. DNA vaccines 
involve the use of plasmids containing viral, parasitic, or bacterial genes that are 
expressing the protective antigen in mammalian cells after their introduction [160]. 
Uptake and expression of the DNA has been demonstrated in several species, for 
several parasitic and bacterial infections (reviewed in Ref. 147). DNA vaccination 
may also be useful to defi ne key genes that play a role as antigens for diseases that 
are not well understood. Vaccination with DNA have been administered via (1) 
direct injection of naked DNA, (2) administration of DNA complexed with liposome 
formulations or other compounds that target specifi c receptors, or (3) compact 
DNA associated with gold particle bombardment [147].

The main safety issues for DNA vaccines include integration of the plasmid into 
the host genomic DNA, production of pathogenic anti-DNA antibodies to the 
plasmid that could induce or exacerbate diseases such as systemic lupus erythema-
tosus, or immunologic tolerance to the antigen being expressed [147]. As a result, 
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to produce vaccines safely and effi ciently, the use of plasmids that do not replicate 
in mammalian cells is desirable for gene expression. The risk of chromosomal 
integration and subsequent activation of an oncogene or disruption of a tumor sup-
pressor gene or other regulatory gene is another safety issue [147].

6.6.5 CONCLUSIONS

With increased concern about the pathogen status in food and water, the applica-
tion of antibodies in the detection of these pathogens also continues to increase. 
Design of new rAbs that are more specifi c and have a higher affi nity for their target 
is becoming more commonplace. These new rAbs are making immunoassays more 
sensitive. When combined with advances in our understanding of the pathogenic 
nature of infectious diseases, rAbs are making immunotherapy more relevant in 
the prevention and treatment of diseases caused by pathogens. With the increased 
number of available antibody libraries and ease with which rAbs can be obtained, 
a rapid process exists for generation of specifi c, high-affi nity rAbs against virtually 
any target. As the parameters for improving in vivo effi cacy of rAbs becomes more 
understood, and bacterial fermentation provides a cost effective route to scale up 
production of many formats of engineered rAbs, their presence in pathogen diag-
nostic and therapies will be enhanced.
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6.7.1 INTRODUCTION

Cancer is a major health problem worldwide. It is estimated that more than 10 
million new cases of cancer are diagnosed annually around the globe and that more 
than 4 million individuals die each year from the disease [1]. Intense research over 
the past few decades has led to important discoveries by cancer biologists that are 
just now stimulating the development of potentially more effective and safer bio-
logically targeted therapies for the disease. One promising strategy for treating 
malignancies that exploits their biological phenotype is targeted in situ radiother-
apy [2]. In this approach, monoclonal antibodies (mAbs) that recognize tumor-
associated antigens or peptide ligands that specifi cally bind to cell-surface growth 
factor receptors are used as targeting vehicles to selectively deliver radionuclides 
to cancer cells for in situ radiation therapy. These two approaches are known as 
radioimmunotherapy (RIT) or peptide-directed radiotherapy (PDRT), respec-
tively. An extension of RIT or PDRT is to employ radiolabeled mAbs or peptides 
for imaging metastatic deposits for detection or to noninvasively characterize their 
phenotype in situ, known as molecular imaging [3]. Phenotypic characterization of 
tumors will be critical in the future to be able to appropriately select patients for 
treatment with new biologically targeted anticancer agents, including targeted 
radiotherapeutics. For example, it is known that breast cancers that exhibit high 
levels of amplifi cation of the human epidermal growth factor receptor-2 (HER2/
neu) gene respond best to treatment with the humanized anti-HER2/neu mAb, 
trastuzumab (Herceptin; Roche Pharmaceuticals Ltd., Nutley, NJ) [4]. HER2/neu 
gene amplifi cation is currently evaluated in a primary breast cancer biopsy by 
immunohistochemical staining for the HER2/neu protein or by fl uorescence in situ
hybridization (FISH) for the gene copy number. A recent report, however, suggests 
that molecular imaging of HER2/neu expression in breast tumors using indium-111 
(111In)-labeled trastuzumab may reliably predict which patients respond to Her-
ceptin as well as identify those who may be at risk for toxicity from the drug [5]. 
Moreover, imaging studies using radiolabeled forms of biopharmaceuticals could 
allow a noninvasive in situ assessment of their pharmacokinetic properties and, in 
particular, their tumor and normal tissue uptake and elimination. This may provide 
insight into their effectiveness as antitumor agents as well as their potential sites 
of normal organ toxicity. There have been many comprehensive reviews on the 
topics of imaging and targeted in situ radiotherapy of malignancies with radiola-
beled mAbs and peptides [2, 3, 6]. In this chapter, the radiopharmaceutical science 



that provides the foundation for these biomolecules for targeting radionuclides to 
tumors is discussed.

6.7.2 TUMOR AND NORMAL TISSUE TARGETING PROPERTIES OF 
MABS AND PEPTIDES

The tumor and normal tissue targeting properties of mAbs and their fragments 
and peptides must be considered when designing a radiopharmaceutical for molecu-
lar imaging or targeted in situ radiotherapy of cancer. Intact IgG mAbs (Mr =
150 kDa; Figure 6.7-1) are macromolecules that are cleared slowly from the blood 
with an elimination half-life of 2–3 days for murine forms and 4 days for chimeric 
and humanized mAbs [7]. This slow elimination provides multiple passes through 
a tumor at which extravasation and interaction with tumor cells may occur. Thus, 
the tumor accumulation [percent injected dose/g (% i.d./g)] of radiolabeled intact 
IgG mAbs is much greater than that of smaller and more rapidly cleared antibody 
fragments (e.g., Fab or scFv; Figure 6.7-1) or that of small peptides. This property 
renders intact IgG mAbs more attractive for RIT, because it maximizes the amount 
of radioactivity that is delivered to the tumor and, thus, the radiation absorbed dose 
delivered. However, the macromolecular properties of intact IgG mAbs severely 
restricts their tumor penetration. It has been shown that radiolabeled mAbs remain 
close to tumor blood vessels, whereas Fab and single-chain Fv (scFv) fragments 
penetrate more deeply into tumors [8]. This differential depth of penetration for 
intact IgG mAbs compared with their fragments may be related in part to antigen-
binding affi nity and avidity, because it has been hypothesized that a “binding-site 
barrier” restricts the penetration of antibodies into tumors as a consequence of 
interaction with antigens on cancer cells proximal to the blood vessels [9, 10]. 
Antibody fragments (Fab and scFv) are monovalent, which diminishes their avidity 
and affi nity compared with divalent IgG mAbs. The poor tumor penetration 

)´ba(FGgI 2 vFcsbaF

aDk52aDk05aDk001aDk051

Figure 6.7-1. Structures and corresponding molecular weights of various antibody forms 
used for imaging or targeted in situ radiotherapy of cancer.
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properties of intact IgG mAbs produces heterogeneous distribution of radioactivity 
within a tumor. Moreover, the Fc-domain of intact mAbs is recognized by asialo-
glycoprotein receptors on hepatocytes, which promotes liver accumulation of radio-
activity [7]. Retention of radioactivity in the liver interferes with detection of 
hepatic metastases, especially when radiometal-labeled mAbs and peptides are 
used for imaging. This is less problematic for radioiodinated biomolecules due to 
their intracellular catabolism and release of radioiodine from hepatocytes.

For tumor imaging, antibody fragments [F(ab’)2, Fab, or scFv] or peptides are 
the most useful because they are rapidly eliminated from the blood and most 
normal tissues (except the kidneys), which minimizes circulating background 
radioactivity and yields high tumor/blood (T/B) and tumor/normal tissue (T/NT) 
ratios that occur at early times after injection. The major challenge with radiola-
beled mAb fragments and peptides is their high accumulation in the kidneys. 
Kidney uptake is thought to be due to glomerular fi ltration of the fragments or 
peptides followed by charge interactions between cationic amino acid residues (e.g., 
lysine and arginine) in the proteins and the negatively charged renal tubular cell 
membrane [11]. High renal uptake of the somatostatin octapeptide analog, 
DOTATOC labeled with the β-emitter, 90Y is associated with serious kidney toxic-
ity in patients when used for PDRT of neuroendocrine malignancies [2]. However, 
renal toxicity can be avoided by co-administering intravenous solutions of lysine 
or arginine that competitively inhibit the interaction between renal tubular cells 
and radiolabeled mAb fragments or peptides [11, 12]. Furthermore, renal toxicity 
is not associated with the use of these radiopharmaceuticals for tumor imaging, 
because they are administered at much lower doses and labeled with low linear 
energy transfer (LET) γ-emitting radionuclides.

6.7.3 SELECTION OF A RADIONUCLIDE FOR TUMOR IMAGING

Radionuclides suitable for labeling mAbs or peptides for tumor imaging may be 
single γ-photon emitters (Table 6.7-1) or positron-emitters (Table 6.7-2). Images 
using single γ-photons are usually acquired in three-dimensional mode, known as 
single-photon emission computerized tomography (SPECT; Figure 6.7-2). The 
single γ-photons are detected by thallium-doped sodium iodide [NaI(Tl)] scintil-
lation crystals that are housed in two opposing heads of a γ-camera. The heads are 
rotated 180° around the subject to obtain a series of images. Images of the body, 
organ, or tissue of interest are reconstructed by back-extrapolation of the lines of 
detection acquired by each camera head. This technique allows the reconstructed 
images to be “sliced” to visualize a single image plane separate from any overlying 
or underlying interfering planes. Optimal γ-energies for SPECT imaging are 
100–300 keV. The corresponding imaging technique for positron-emitters is called 
positron-emission tomography (PET). Positrons are β+ particles that are emitted 
when a proton is converted to a neutron in the decay scheme of certain radionu-
clides to stable elements. The positrons travel a distance (0.7 to 5 mm) that is 
directly proportional to their energy before they are annihilated through interac-
tion with an electron in tissues. Positron annihilation creates two 511-keV γ-photons 
that travel out at approximately 180° from one another at the site of annihilation. 
PET relies on the simultaneous detection of these two γ-photons within a narrow 
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Figure 6.7-2. Clinical imaging systems used in nuclear medicine to visualize the distribu-
tion of radiopharmaceuticals labeled with single photon-emitting radionuclides or with 
positron-emitting radionuclides. Left Panel: A gamma camera used for single photon-
emission computed tomography (SPECT). Right Panel: A positron-emission tomograph 
used for PET scanning. (Photographs generously provided by Deborah Scollard.) (This 
fi gure is available in full color at ftp://ftp.wiley.com/public/sci_ tech_med/pharmaceutical_
biotech/.)

time window (“time of fl ight”) by a ring of lutetium silicate (LSO) or bismuth 
subgerminate (BGO) scintillation crystals surrounding the subject (Figure 6.7-2). 
Back-extrapolation of the lines of detection allows accurate identifi cation of the 
site of positron annihilation and yields high spatial resolution images. However, it 
is important to recognize that the spatial resolution of PET is impacted by the fi nite 
distance that the positron travels before its annihilation. This distance ranges from 
0.7 mm for the low-energy, 0.6-MeV β+ particles of 18F to 5.3 mm for the higher 
energy 1.7-MeV β+-particles emitted by 76Br (Table 6.7-2) [13].

It is important to consider the pharmacokinetic properties of the vehicle in 
selecting an appropriate radionuclide for tumor imaging. Intact IgG mAbs require 
several days to reach maximum tumor uptake and to be cleared from the blood 
and normal tissues. Therefore, single γ-photon-emitters such as 111In or 131I with a 
half-life of 2.8 or 8 days, respectively (Table 6.7-1), or longer lived positron-emitters 
such as 124I (half-life of 4 days; Table 6.7-2) are most suitable for labeling these 
vehicles for tumor imaging. Antibody fragments such as Fab or scFv are cleared 
more rapidly from the blood and most normal tissues (except the kidneys), yielding 
high T/B and T/NT ratios within 24 hours. Therefore, these vehicles may be labeled 
with short-to-intermediate half-life single γ-photon emitters such as 99mTc, 123I, or 
67Ga for SPECT (Table 6.7-1) or with 64Cu or 86Y for PET (Table 6.7-2). The shorter 
half-life positron-emitters such as 18F and 68Ga are reserved for labeling peptides 
and scFv fragments of mAbs that exhibit very rapid tumor uptake and elimination 
from the blood and normal tissues. Ultra-short-lived positron-emitters such as 15O, 
13N, or 11C or (half-lives of 2, 10 or 20 minutes, respectively) that have been used 
for labeling small molecules for PET, are not feasible for imaging using mAbs or 
peptides.

SELECTION OF A RADIONUCLIDE FOR TUMOR IMAGING 889
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6.7.4 SELECTION OF A RADIONUCLIDE FOR TARGETED 
IN SITU RADIOTHERAPY

Radionuclides suitable for targeted in situ radiotherapy of tumors (Table 6.7-3) emit 
either α-particles, β-particles, or Auger and conversion electrons [2]. The impor-
tant differences between these different forms of radiation are their range in tissues 
and their LET. α-Particles consist of two protons and two neutrons and carry a 2+

charge. These particles have the highest LET (100 keV/μm), are densely ionizing, 
and travel 50–100 μm (5–10 cell diameters) in tissues. α-emitters such as 211At, 212Bi, 
or 225Ac are most useful for eradicating small clusters of cancer cells or microme-
tastases. β-particles are high-energy electrons that have a 1− charge and travel 2–
12 mm in tissues (200–1200 cell diameters). β-particles deposit most of their energy 
at the end of their track length in tissues. However, for comparison with α-particles, 
the average LET of the β-particles emitted by 131I (Eβ = 0.6 MeV) over their 2-mm 
track length is 0.3 keV/μm. The average LET of the β-particles emitted by 90Y (Eβ
= 2.3 MeV) over their 10–12-mm track length is 0.2 keV/μm. Due to the long range 
of the β-particles emitted by 131I, 90Y, 186Re/188Re, or 175Lu conjugated to mAbs or 
peptides that are targeted to tumor cells, it is possible to irradiate and kill more 
distant nontargeted tumor cells (“cross-fi re” effect). This is advantageous for larger 
lesions (i.e., 2–10 mm in diameter) in which there is likely to be incomplete targeting 
of tumor cells. Inadequate targeting could allow some cells to survive. However, 
the “cross-fi re” effect of the β-particles also contributes to dose-limiting bone 
marrow toxicity in RIT, due to nonspecifi c irradiation of hematopoietic stem cells 
by circulating radioactivity perfusing the bone marrow [2].

Auger electrons are very low-energy electrons emitted by radionuclides that 
decay by electron capture (EC). In EC, a proton in the nucleus captures an electron 
from an inner orbital shell, creating a vacancy in the shell. This vacancy is fi lled by 
the decay of an electron from a higher shell. The excess energy released is trans-
ferred to an outer orbital electron that is then ejected from the atom, creating a 2+

atomic species. Because of their very low energy (<30 keV), Auger electrons travel 
only a few nanometers to at most a few micrometers in tissues (less than one cell 
diameter). Their LET approaches that of α-emitters (100 keV/μm). However, an 
antibody or peptide carrying an Auger electron-emitting radionuclide such as 125I, 
123I, 111In, or 67Ga must be internalized and, ideally, translocated to the nucleus for 
the electrons to be the most damaging to DNA. Biomolecules that recognize 
peptide growth factor receptors [e.g., epidermal growth factor receptors (EGFRs) 
or somatostatin receptors (SMSRs)] are frequently internalized into cells and in 
some cases translocated to the nucleus, which allows them to be employed for tar-
geted Auger electron radiotherapy of malignancies. The advantage of Auger elec-
tron-emitting radionuclides is that it is possible to restrict killing to cells that 
specifi cally bind and internalize radiolabeled mAbs or peptides. There is no “cross-
fi re” effect from Auger electron-emitting radionuclides, which should obviate any 
major nonspecifi c radiotoxicity to bone marrow stem cells, particularly if these cells 
do not express the target epitopes/receptors. On the other hand, in contrast to the 
more energetic β-emitters, the lack of a “cross-fi re” effect from Auger electron-
emitters does not permit killing of nontargeted cancer cells, although a “bystander 
effect” has been reported [14]. Auger electron-emitting radionuclides are therefore 
most useful for treating small tumor deposits or micrometastases for which delivery 
of radiolabeled biomolecules is more homogeneous.
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6.7.5 LABELING MABS AND PEPTIDES WITH RADIOHALOGENS

6.7.5.1 Iodine Radionuclides

Radioiodination is one of the simplest ways to radiolabel a biomolecule. Several 
radionuclides of iodine are available for SPECT or PET (123I, 124I, 131I; Tables 6.7-1 
and 6.7-2) or for targeted in situ radiotherapy of cancer (125I and 131I; Table 6.7-3). 
Iodine is present in a valence state of 1− in the alkaline solution in which it is sup-
plied. It requires oxidation to a 1+ valence state for electrophilic substitution into 
tyrosine amino acids in antibodies and peptides [15]. Reaction of radioiodine with 
histidine, cysteine, methionine, phenylalanine, and tryptophan residues is possible 
but less likely. The most commonly used oxidizing agents are chloramine-T (N-
chloro-4-methylbenzene sulfonamide) [16] and Iodogen (1,3,4,6-tetrachloro-3α,
6α-diphenylglycouril; Pierce Chemical Co. Rockford, IL) [17]. Chloramine-T pro-
vides higher radiolabeling yields than Iodogen (70–90% vs. 40–60%) but because 
it is a stronger oxidizing agent, it may damage mAbs, especially if the conditions 
are not carefully controlled. A typical chloramine-T-mediated radio-iodination 
involves diluting the antibody or peptide in a slightly alkaline buffer and incubating 
it with radio-iodine and 10–20 μg of chloramine-T in a glass tube for 30–60 seconds 
at room temperature [18]. The radio-iodination reaction is stopped by adding 20–
40 μg of the reducing agent, sodium metabisulfi te. Radio-iodinated antibodies and 
peptides can be purifi ed from free radioiodide by size-exclusion chromatography 
(SEC); alternatively, peptides may be purifi ed by reversed-phase chromatography. 
Iodogen is a water-insoluble oxidizing agent that is dissolved in chloroform; 10–
20 μg are then aliquoted into a glass tube and the chloroform is evaporated using 
a gentle stream of nitrogen to leave a coating of Iodogen on the inside surface of 
the tube. The biomolecule contained in a suitable buffer and radioiodide are then 
added to the tube and incubated for 1–2 minutes at room temperature. The reaction 
is stopped simply by transferring the radio-iodination mixture to a chromatography 
column for purifi cation, leaving the water-insoluble Iodogen remaining in the tube. 
Iodogen is a more gentle oxidizing agent than chloramine-T and is preferred for 
radio-iodinating mAbs and their fragments.

The main challenge for radio-iodination of mAbs and peptides is their instability 
in vivo to proteolysis, deiodination, and loss of radioactivity from tumor cells. It is 
widely recognized that radio-iodinated biomolecules are proteolytically degraded 
in cells to radio-iodotyrosine, which is effi ciently exported from the cells by mem-
brane amino acid transporters. Released radio-iodotyrosine is deiodinated by deio-
dinases found in tissues, and the free radio-iodine redistributes and accumulates 
in organs with sodium iodide symporter expression, particularly the thyroid, 
stomach, and salivary glands. For tumor imaging applications, these catabolic pro-
cesses diminish the tumor signal and increase normal tissue uptake of radioactivity. 
Moreover, in radiotherapeutic applications, these processes diminish the radiation 
absorbed dose to the tumor and increase the dose to normal tissues, thus narrowing 
the therapeutic index. To address this issue, several new radio-iodination methods 
have been developed that retain the radioactive catabolites within cells; these 
methods are known as “residualizing” techniques.

Zalutsky and Narula [19] fi rst reported a method for residualizing radio-iodine 
in cells in 1987. This group synthesized the N-succinimidyl ester of 3-(tri-n-



butylstannyl) benzoate (ATE), a precursor that could be radio-iodinated in anhy-
drous chloroform by iodo-destannylation using anhydrous t-butylhydroperoxide 
(TBHP) as an oxidant. Radio-iodinated ATE, termed N-succinimidyl-3-iodobenzo-
ate (SIB; Figure 6.7-3), was purifi ed on a silica gel Sep-Pak (Waters) and conjugated 
to the N-terminus or ε-amino groups of lysine residues on IgGs through its reactive 
N-succinimidyl ester side chain. In this method, radio-iodine is situated at a position 
on the aromatic ring of ATE that is not ortho- to a phenolic hydroxyl group (as in 
the case of radio-iodotyrosine); this renders the molecule resistant to in vivo de-
iodination. In mice, thyroid uptake of radioactivity was substantially decreased 
compared with IgGs labeled with radio-iodine using Iodogen. A paired-label experi-
ment comparing the tumor and normal tissue uptake of an F(ab’)2 fragment of the 
OC125 mAb labeled with 125I using SIB or 131I using Iodogen in mice implanted with 
OVCAR-3 ovarian carcinoma xenografts, revealed that thyroid uptake of radio-
iodine was reduced 100-fold using ATE [20]. There was also more rapid elimination 
of radioactivity from normal tissues, and at 96 hours post-injection (p.i.), T/NT 
ratios were fourfold higher. Similar promising results were observed in mice 
implanted with s.c. D-54 MG glioblastoma xenografts administered anti-tenascin 
mAb 81C6 labeled with 125I using ATE compared with labeling with 131I using 
Iodogen [21]. Zalutsky et al. [22] extended this residualizing strategy with an alter-
native radio-iodination agent, N-succinimidyl 5-[131I]iodo-3-pyridinecarboxylate 
(SIPC; Figure 6.7-3). SIPC was used to radio-iodinate 81C6 mAb IgG and the 
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F(ab’)2 fragment of anti-melanoma mAb Mel-14. It was hypothesized that SIPC, an 
iodopyridine, would be more dissimilar than SIB to iodotyrosine, and thus more 
resistant in vivo to de-iodination. The normal tissue distribution in mice of the 81C6 
mAb and Mel-14 F(ab’)2 fragment radio-iodinated using SIPC or ATE were similar 
and there was very low thyroid uptake of radioactivity [<0.2–0.3% injected dose (% 
i.d.) at 7 days p.i.] using either reaagent. The tumor-specifi c anti-EGFRvIII mAb 
L8A4, which internalizes into receptor-positive cells and is highly susceptible to de-
iodination, was radio-iodinated using SIPC resulting in improved tumor cell reten-
tion of radioactivity in vitro and increased accumulation in EGFRvIII positive 
tumor xenografts in mice providing enhanced T/NT ratios in comparison with 
L8A4 antibodies radio-iodinated using Iodogen [23, 24]. Radio-iodination using 
SIPC has also been applied to two 13-mer peptides: α-melanocyte-stimulating 
hormone (α-MSH) and its analog, [Nle4, D-Phe7]-α-MSH, resulting in preservation 
of receptor-binding properties in vitro and stability against de-iodination in vivo in 
mice [25]. However, conjugation of the peptides with SIPC increased their hydro-
phobicity. The catabolite of mAbs and peptides radio-iodinated with SIPC was 
found to be lysine-iodobenzoic acid (Lys-IBA).

One strategy that has been investigated to further enhance the retention of 
radio-iodine in cells is to use labeling techniques that generate a charged catabolite 
after intracellular proteolysis, which cannot traverse the lysosomal membrane and 
is thus resistant to exocytosis. Vaidyanathan et al. [26] synthesized N-succinimidyl 
4-guanidinomethyl-3-[131I]iodobenzoate (SGMIB; Figure 6.7-3), a radio-iodinating 
reagent that was expected to generate a positively charged catabolite at the acidic 
pH in lysosomes. They used this reagent to radio-iodinate anti-EGFRvIII mAb 
L8A4. There was three to fourfold greater retention of radioactivity in receptor-
positive U87MG glioblastoma cells when these antibodies were radio-iodinated 
using SGMIB than when Iodogen was used. Analysis confi rmed that the fi nal 
catabolites were cationic. SGMIB has advantages over SIPC as a residualizing 
radio-iodination reagent, in that a twofold improvement in tumor retention of 
radioactivity was observed for L8A4 mAbs in mice implanted s.c. with D-256 glio-
blastoma xenografts expressing EGFRvIII. Again, similar to the SIPC reagent, 
thyroid radioactivity was very low (<0.35% i.d.) [27]. An analogous approach 
was reported by Shankar et al. [28] who used N-succinimidyl 3-[131I]iodo-4-
phosphonomethylbenzoate ([131I]SIPMB) to radio-iodinate mAb L8A4; this 
reagent gen-erates an anionic catabolite that is retained within cells.

A different strategy for residualizing radio-iodine in cells uses radio-iodinated 
diethylenetriaminepentaacetic acid (DTPA)-containing peptides composed of one 
or more D-amino acids including D-tyrosine that are conjugated through a 
maleimide functional group to chemically reduced IgG mAbs [29]. Two such 
peptides: R–Gly–D–Tyr–D–Lys[1-(p-thiocarbonylaminobenzyl)DTPA], termed 
IMP-R1, and [R–D–Ala–D–Tyr–D–Tyr–D–Lys]2(CA-DTPA), termed IMP-R2, 
were described by Govindan et al. [29]. The BOC-protected peptides were radio-
iodinated at the D-tyrosine amino acid using chloramine-T and derivatized at their 
N-terminus with sulfo-SMCC to introduce maleimide groups. After deprotection, 
the maleimide-derivatized and radio-iodinated peptides were conjugated to thiol 
groups generated by dithiothreitol (DTT) reduction of some disulfi de linkages on 
the anti-CD20 mAb LL2 or the anti-EGP-1 mAb RS7. The premise of including 
DTPA in the peptides was that as it had been shown that mAbs labeled with 111In 



through introduction of a DTPA metal chelator (see section 6.7.3) were catabolized 
to 111In–DTPA–lysine, which was retained within the cells [30], it would be expected 
that radio-iodinated peptides containing this group would be trapped. The DTPA 
groups in the peptides are not used for radiolabeling. D-amino acids were included 
because these are more resistant to proteolysis than L-amino acids, and in particu-
lar, D-iodotyrosine is more resistant to in vivo de-iodination than L-tyrosine [31]. 
The immunoreactivity of the RS7 antibody was maintained using this labeling 
strategy (radio-iodinated LL2 was not tested for immunoreactivity), and both 
antibodies exhibited greater retention of radioactivity in tumor cells in vitro than 
antibodies radio-iodinated using chloramine-T. A series of radio-iodinated DTPA–
D-amino acid peptides (IMP-R1 to IMP-R8) that differed in their hydrophobicity 
and charge was synthesized and conjugated to a DTT-reduced RS7 mAb [32]. 
These peptides varied in their DTPA content and extent of maleimide derivatiza-
tion. Increasing the maleimide substitution in the peptides from one to two func-
tional groups per molecule increased the conjugation effi ciency with the R27 mAb 
from 30% to >80%. In mice implanted s.c. with Calu-3 lung carcinoma xenografts, 
tumor radioactivity was enhanced for mAb RS7 radio-iodinated using any of 
the DTPA–D-amino acid peptides compared with chloramine-T radioiodinated 
mAbs. However, normal tissue uptake was highest for the most hydrophobic 
peptides. IMP-R4: MCC–Lys(MCC)–Lys(1–((p-CSNH)benzyl)DTPA)–D–Tyr–
D–Lys(3–((p-CSNH)benzyl)DTPA)–OH, where MCC represents the maleimide 
groups, provided the greatest retention of radio-iodine in tumors and the lowest 
normal tissue accumulation. This approach has been optimized using a one-vial kit 
labeling procedure under GMP conditions to yield at least 100 mCi of highly pure 
(>95%) 131I-labeled humanized anti-CEA mAb hMN-14 that exhibits preserved 
immunoreactivity (>95%) for targeted in situ radiotherapy of malignancies [33]. A 
similar strategy was recently described by Foulon et al. [34]. This group used a poly-
cationic peptide composed of D-amino acids: D–Lys–D–Arg–D–Tyr–D–Arg–D–
Arg to radio-iodinate anti-EGFRvIII mAb L8A4. These peptides were fi rst 
radio-iodinated using Iodogen and then conjugated in 60% overall yield via a 
maleimide group to mAb L8A4, which was thiolated using 2-iminothiolane. Paired 
label experiments in mice implanted s.c. with U87 glioblastoma xenografts express-
ing EGFRvIII and administered mAb L8A4 labeled with 125I using this approach 
showed up to a fi vefold higher tumor accumulation compared with L8A4 labeled 
directly with 131I using Iodogen. However, use of the peptides for radio-iodinating 
L8A4 increased accumulation in the kidneys, perhaps because of binding of the 
positively charged catabolites to renal tubular cells [34].

Radio-iodine may also be residualized in cells by substitution onto an aromatic 
residue that is linked to a carbohydrate moiety attached to the biomolecule [35]. 
A sevenfold increase in tumor retention of radioactivity was observed in mice 
implanted with Calu-3 lung carcinoma xenografts at 7 days p.i. of radio-iodinated 
mAb RS7 using a dilactitol-tyramine (DLT) carbohydrate adduct compared with 
chloramine-T radio-iodination (38.0% vs. 5.5% i.d./g, respectively) [36]. Similar 
results were achieved using tyramine cellobiose (TCB)-radio-iodinated anti-
EGFRvIII mAb L8A4 in mice bearing receptor-positive tumor xenografts [37]. 
However, a limitation of this approach seems to be the higher liver and spleen 
uptake of radioactivity of mAbs radio-iodinated using TCB [38]. Epidermal growth 
factor (EGF), a 53-amino acid peptide ligand for the EGFR present on many 
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epithelial malignancies, has been labeled using an analogous approach by radio-
iodinating a tyrosine-modifi ed dextran and then conjugating this dextran molecule 
to EGF [39]. Glioblastoma cells expressing EGFR showed signifi cantly greater 
retention of radioactivity when incubated with dextran-EGF in which the radio-
iodine was present on the dextran moiety compared with EGF or dextran-EGF 
where the radio-iodine was substituted into tyrosine amino acids on the EGF mol-
ecule itself.

Since the advent of high-resolution PET/computed tomography (CT) [40] 
and small animal PET tomographs [41] and building on the success of 18F-
fl uorodeoxyglucose (18F-FDG) for PET of malignancies [42], there has been a 
growing interest in labeling mAbs and peptides with positron-emitters. 124I is a 
positron-emitter with a suffi ciently long half-life of 4.2 days that is feasible for 
labeling mAbs and peptides for PET. Nevertheless, 124I has limitations compared 
with 18F. These limitations include its lower abundance of positron decay compared 
with 18F (23% versus 100%); the higher β+ energies for 124I compared with 18F
(0.8–2.1 MeV vs. 0.6 MeV), which result in poorer spatial resolution (2.3 mm vs. 
0.7 mm); and the emission of high-energy γ-photons by 124I that degrade the PET 
image and contribute along with the higher positron energy and longer half-life to 
higher radiation absorbed doses [13]. Nevertheless, intact IgG mAbs [43–46], 
genetically engineered antibody fragments (e.g., minibodies and diabodies) [47, 
48], and peptides [49] have been labeled with 124I, in most cases using chloramine-T 
or Iodogen. It is important to add a small amount of ascorbic acid to the formula-
tion after labeling biomolecules with 124I in order to protect them from radiolytic 
decomposition caused by the high-energy positrons [46]. 124I-labeled antibodies 
have been successfully used for PET imaging of receptor/antigen-positive tumors 
in mouse xenograft models [43, 45–48] and in one study in a child with neuroblas-
toma [44]. One advantage of PET using 124I-labeled antibodies is that it allows 
accurate quantifi cation of radioactivity uptake in tumors and normal tissues. This 
could be useful for predicting the radiation absorbed doses for subsequent RIT 
using the corresponding 131I-labeled antibodies [47, 50].

6.7.5.2 Bromine Radionuclides

Although there has been interest in labeling mAbs and peptides with 124I for PET, 
another attractive positron-emitter is bromine-76 (76Br). 76Br decays with a half-life 
of 16.2 hours, emitting positrons in 54% abundance with energy of 3.4 MeV. The 
almost sixfold higher positron energy of 76Br compared with that of 18F (0.6 MeV) 
provides poorer spatial resolution (>5 mm vs. 0.7 mm, respectively) and a higher 
radiation absorbed dose [13]. Nevertheless, 76Br is more practical for labeling bio-
molecules for PET than 124I due to its greater abundance of positron emissions, 
and because it can be produced using low-energy biomedical cyclotrons by the 
76Se(p,n)76Br reaction [51]. Chloramine-T was initially studied for radiobromina-
tion of mAbs and peptides using 76Br. The weaker oxidizing agent, Iodogen, does 
not seem to be useful for 76Br labeling because of the greater resistance to oxidation 
compared with radio-iodine [52]. The colon cancer mAbs A33, 3S193, and 38S1 as 
well as EGF have been labeled with 76Br using chloramine-T in yields of 63–77% 
and with good preservation of antigen/receptor-binding characteristics [53]. Never-
theless, in one study, the immunoreactivity of 76Br-mAb 38S1 was diminished to 



45% and only radiobromination using bromoperoxidase was found to generate 
radiolabeled antibodies with preserved immunoreactivity [52]. Human colon cancer 
xenografts implanted into nude rats have been visualized by PET using 76Br-mAb 
38S1 [54, 55].

Despite the ability to directly radiobrominate some antibodies using chloramine-
T, many investigators obtained inconsistent and low yields and as mentioned, in 
some cases, decreased immunoreactivity using this approach. Therefore, newer 
strategies were explored for labeling mAbs with 76Br using N-succinimidyl para-
[76Br]bromobenzoate (76Br-SPBrB; Figure 6.7-4) [56]. 76Br-SPBrB was generated by 
bromodestannylation of N-succinimidyl-para-tri-n-butylstannylbenzoate (SPMB) 
using chloramine-T [56, 57]. The resulting 76Br-SPBrB was purifi ed by high-perfor-
mance liquid chromatography (HPLC) and conjugated through the activated N-
succinimidyl moiety to ε-amino groups of lysines on the antibodies. Using this 
approach, mAb 38S1 was labeled with 76Br in 49% yield and with good preservation 
of immunoreactivity (69–76%) [56]. Building on the strategy described by Vaidya-
nathan et al. [26] to radio-iodinate antibodies using reagents (e.g., SGMIB) that 
yield positively charged catabolites that are retained in cells, Mume et al. [58] syn-
thesized N-succinimidyl 5-[76Br]bromo-3-pyridinecarboxylate (Figure 6.7-4) by bro-
modestannylation of N-succinimidyl-5-(tributylstannyl)3-pyridinecarboxylate and 
conjugated it to the HER-2/neu mAb trastuzumab (Herceptin). The labeling yield 
was 45%, but after purifi cation, the immunoreactivity with HER2/neu positive 
SKOV-3 ovarian carcinoma cells was >75%. However, this method of radiobromina-
tion did not improve cellular retention of radioactivity compared with trastuzumab 
labeled with 76Br–SPBrB. A site-specifi c radiobromination technique was recently 
reported for labeling the affi body molecule (ZHER2-4)2–Cys with 76Br at a cysteine 
residue [59]. (ZHER2-4)2–Cys affi bodies are small recombinant proteins [Mr = 7 kDa 
(monomer) or 15 kDa (dimer)] that bind with high specifi city to HER2/neu recep-
tors, similar to antibody fragments but produced by phage display techniques [60]. 
A bifunctional reagent, ((4-hydroxy-phenyl)ethyl)maleimide (HPEM; Figure 6.7-4), 
reactive with thiols was synthesized and radiobrominated with 76Br using chlora-
mine-T. The radiobrominated HPEM was conjugated through its maleimide group 
to the free thiol on the cysteine residue of the (ZHER2-4)2–Cys affi bodies. 76Br–(ZHER2-

4)2–Cys exhibited preserved binding to HER2/neu-positive SKOV-3 cells in vitro
and achieved high tumor uptake (5% i.d./g) and T/NT ratios (up to 31 : 1) at 4 hours 
p.i. in vivo in mice implanted with SKOV-3 tumor xenografts.

Finally, a totally new approach to labeling antibodies with 76Br employed deriva-
tives of polyhedral boron clusters such as closo-dodecaborate (2−) or nido-
undecaborate (1−) anions (Figure 6.7-4) [61, 62]. These structures form strong 
boron–bromine bonds and were labeled with 76Br using chloramine-T. Once labeled 
with 76Br, they were conjugated through their benzylisothiocyanato side chain to 
ε-amino groups of lysine residues on mAbs. The idea was that, as 76Br is attached 
through a bromine–boron bond to a charged molecular structure that is completely 
foreign to the body, enzymatic debromination and exocytosis of radioactivity from 
cells would be substantially reduced. Bruskin et al. [61] labeled trastuzumab 
(Herceptin) with 76Br in >80% yield using this approach, resulting in a preparation 
that was immunoreactive with HER2/neu-positive SKBR-3 human breast cancer 
cells. Trastuzumab has also been labeled with 76Br using the related nido-
undecaborate (1−) anion [62].
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6.7.5.3 Fluorine Radionuclides

Fluorine-18 (18F) is the most widely used radionuclide for PET of tumors, usually 
in the form of 18F-FDG [42]. Due to its relatively low positron energy (0.6 MeV), 
18F provides excellent spatial resolution (0.7 mm); it also is associated with lower 
radiation absorbed doses compared with 124I or 76Br [13]. There has been consider-
able interest in labeling mAb fragments and peptides with 18F [63]. The pharma-
cokinetics of intact IgG mAbs, in particular their slow elimination from the blood, 
do not lend themselves to the use of 18F, due to its short half-life of 110 minutes. In 
contrast, antibody fragments (e.g., F(ab’)2, Fab, and scFv) and peptides are accu-
mulated rapidly in tumors and eliminated quickly from the blood and most normal 
tissues. Antibody fragments and peptides labeled with 18F could therefore be useful 
for PET. The principal challenge in labeling biomolecules with 18F is that nucleo-
philic substitution reactions are required; direct electrophilic radiofl uorination of 
biomolecules requires carrier fl uoride that yields low specifi c activity that is unsuit-
able for imaging epitopes/receptors on tumor cells [63]. To solve this problem, 
biomolecules are labeled with 18F by fi rst substituting 18F onto a prosthetic group 
and then chemically linking this group through a reactive side chain to the biomol-
ecules [63]. One primary consideration in designing methods for labeling antibody 
fragments and peptides with 18F is the amount of time required to complete the 
labeling and conjugation procedures due to the short 110-minute half-life of 18F. It 
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is desirable that the labeling procedure, including quality control testing, be com-
pleted in 1–1.5 hours, to minimize losses in yield, simply due to the physical decay 
of 18F.

Garg et al. [64] described an approach for labeling F(ab’)2 and Fab fragments 
of the antimyosin antibody R11D10 using 4-[18F]fl uorobenzylamine succinimidyl 
ester ([18F]SFBS; Figure 6.7-5). Although this method was rapid with a total label-
ing time of 1.5 hours, synthesis of [18F]SFBS required three separate reactions fol-
lowed by HPLC purifi cation of the reagent; the yield of [18F]SFBS was 25–40%. 
Conjugation of [18F]SFBS to antibody fragments through reaction of the succin-
imidyl ester with ε-amino groups on lysines was performed in a fourth step, which 
required purifi cation of the 18F-labeled fragments from excess [18F]SFBS by SEC. 
The immunoreactivity of the 18F-labeled F(ab’)2 and Fab fragments of R11D10 were 
relatively preserved (89% and 75%, respectively). Using [18F]SFBS as a prosthetic 
group, Garg et al. [65] labeled F(ab’)2 fragments of the anti-glioma mAb Mel-14 
and obtained high T/NT ratios (up to 14 : 1 at 4 hours p.i.) in a s.c. glioblastoma 
mouse tumor xenograft model. They also labeled Fab fragments of the TP-3 anti-
body with [18F]SFBS, which permitted PET of osteosarcoma tumors in dogs [66]. 
An analogous approach for labeling biomolecules with 18F uses the prosthetic 
group, [18F]-N-succinimidyl 4-(fl uoromethyl)benzoate ([18F]SFB; Figure 6.7-5) 
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[67]. The synthesis of [18F]SFB was optimized [68], and the reagent was used for 
labeling F(ab’)2 fragments of the anti-glioma mAb Mel-14. The immunoreactivity 
of 18F-labeled Mel-14 F(ab’)2 fragments using [18F]SFBS or [18F]SFB was indistin-
guishable (65% vs. 64%, respectively), and the radiolabeled fragments demon-
strated similar tissue distribution and pharmacokinetics in dogs [69]. The 13-amino 
acid α-MSH peptide analog, N-acetyl-Ser-Tyr-Ser-NorLeu-Glu-His-D-Phe-Arg-
Trp-Gly-Lys-Pro-Val-NH2, has been labeled with [18F]SFB with good preservation 
of receptor-binding affi nity [70].

Another reagent that has been used for labeling biomolecules with 18F is 4-
nitrophenyl 2-[18F]fl uoropropionate ([18F]NPFP; Figure 6.7-5) [71]. [18F]NPFP is a 
smaller prosthetic group that may have less impact on the receptor-binding proper-
ties and/or physico-chemical properties of peptides than [18F]SFBS or [18F]SFB. 
Accordingly, [18F]NPFP was used for labeling the octreotide peptide analog, SDZ 
223-228, with 18F resulting in full retention of biological activity [72]. It was neces-
sary to Boc-protect the ε-amino group on lysine-5 in SDZ 223-228 during labeling 
with [18F]NPFP and then deprotect afterward, because this residue is critical 
for SMSR-binding. Nevertheless, a radiofl uorination technique using 4-
[18F]fl uorobenzaldehyde ([18F]FB–CHO; Figure 6.7-5) that allows site-specifi c 
labeling of aminoxyacetic acid functionalized octreotide analogs without the need 
to protect/deprotect the ε-amino group on lysine-5 has been recently reported [73]. 
This method allowed PET imaging of s.c. transplantable AR42J rat pancreatic 
tumors in athymic mice at 1 hour p.i. of the 18F-labeled octreotide derivatives. In 
another study, D–Phe1–octreotide labeled with 18F using [18F]NPFP exhibited higher 
liver accumulation and hepatobiliary clearance of radioactivity than the corre-
sponding radio-iodinated derivative in Lewis rats bearing pancreatic islet cell 
tumors, suggesting that [18F]NPFP may increase the hydrophobicity of peptides 
[74]. Nevertheless, T/B ratios were 5.2 : 1 at 1 hour p.i. and 4.2 : 1 at 2 hours p.i., 
due to the rapid blood clearance of the 18F-D-Phe1-octreotide. [18F]NPFP and 
[18F]SFB have also been employed for 18F labeling of peptides that contain the argi-
nine-glycine-aspartic acid (RGD) sequence that binds to the αvβ3 integrin impli-
cated in tumor angiogenesis [75, 76]. In a study comparing labeling of proteins with 
[18F]NPFP, [18F]SFB, and another fl uorinating reagent, 4-azidofl uorophenacyl-
[18F]AFP (Figure 6.7-5), it was found that [18F]NPFP-conjugated human serum 
albumin was partially unstable under slightly basic conditions [77]. It was concluded 
that [18F]SFB may be the most suitable radiofl uorinating agent. Finally, [18F]FB-
CHO (Figure 6.7-5) has been used to site-specifi cally label human serum albumin 
with 18F at hydrazinenicotinamide (HYNIC) functional groups introduced into the 
protein using HYNIC N-hydroxysuccinimide ester [78]. This method 
has similarities with the use of HYNIC for labeling biomolecules with 99mTc 
(section 6.7.6.1).

6.7.5.4 Astatine Radionuclides

Astatine-211 (211At; Table 6.7-3) is an α-particle emitter with a half-life of 7.2 hours 
that is useful for labeling mAbs and peptides for targeted in situ radiotherapy of 
malignancies [2, 79]. 211At is produced in a cyclotron using the 209Bi(α,2n)211At 
reaction. However, the astatine–carbon bond is unstable [80] and direct electro-
philic astatination of biomolecules at tyrosine residues using oxidizing agents such 
as chloramine-T or hydrogen peroxide results in low yield [81] and susceptibility 



in vivo to de-astatination [82]. Zalutsky and Narula [83] addressed this problem 
by labeling N-succinimidyl 3-(tri-n-butylstannyl) benzoate (ATE) with 211At. The 
N-succinimidyl 3-[211At]astatobenzoate (SAB; Figure 6.7-6) was conjugated to ε-
amino groups on lysine residues in antibodies, which is similar to the strategy used 
for radio-iodination. Using SAB, intact mAb 81C6 IgG and F(ab’)2 fragments of 
mAb Mel-14 directed against glioblastoma were labeled with 211At with preserva-
tion of immunoreactivity in vitro and excellent targeting in vivo to s.c. D-54 MG 
human glioblastoma xenografts in mice [84]. Due to its short half-life (7.2 hours) 
and the short range of the α-particles (50–100 μm), F(ab’)2 fragments are more 
suitable for labeling with 211At than intact mAb IgG’s because they penetrate 
deeper into tumors and are cleared more quickly from the blood [7]. Despite their 
more rapid blood clearance than F(ab’)2, Fab fragments are not appropriate for 
labeling with 211At because they accumulate to high levels in the kidneys, thus 
posing a potential radiotoxicity hazard. Paired label experiments in normal mice 
of the anti-CEA mAb C110 or its F(ab’)2 fragment labeled with 211At or 131I using 
the ATE method revealed that there was greater tissue retention of 211At than for 
131I [85]. In another study, mice implanted s.c. with TK-82 human renal cell carci-
noma xenografts showed similar tumor and normal tissue uptake after administra-
tion of 211At or 125I-labeled A6H F(ab’)2 [86]. Tumor uptake in this mouse xenograft 
model was 30% i.d./g for 211At-A6H F(ab’)2 versus 19% i.d./g for 125I-A6H F(ab’)2

at 19 hours p.i. T/B ratios were 3 : 1 for both 211At and 125I. 211At-labeled anti-
tenascin mAb 81C6 has been produced using the SAB reagent in suffi cient quanti-
ties (2–10 mCi) under GMP conditions for use in a phase I clinical trial in 
glioblastoma patients [87]. Radiolytic decomposition of SAB due to the α-particles 
emitted by 211At and subsequent low radiolabeling yields is nevertheless a major 
challenge in producing clinical quality 211At-labeled mAbs [88, 89]. It seems that 
radiolytic decomposition is especially problematic when chloroform is used as a 
solvent for synthesizing SAB; benzene and methanol are alternatives that are less 
susceptible to the radiolytic effects of 211At.

Reist et al. [90] extended their previous residualizing radio-iodination approach 
using N-succinimidyl 5-[131I]iodo-3-pyridinecarboxylate (SIPC) to 211At. Anti-
EGFRvIII mAb L8A4 was labeled by conjugation with N-succinimidyl 5-
[211At]astato-3-pyridinecarboxylate (SAPC; Figure 6.7-6). Again, the premise is 
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that proteolysis of the 211At-labeled antibodies would yield a positively charged 
211At catabolite that would be unable to traverse the lysosomal membrane or be 
exocytosed. Immunoreactivity was maintained, and 211At- and 131I-labeled L18A4 
showed similar tumor and normal tissue accumulation in mice implanted s.c. with 
EGFRvIII-positive U87MG glioblastoma xenografts. Other biomolecules that 
have been labeled with 211At include octreotide [91] and the anti-CD20 mAb ritux-
imab (Rituxan; Roche Pharmaceuticals Ltd.) directed against non-Hodgkin’s 
B-cell lymphomas [92].

6.7.6 LABELING MABS AND PEPTIDES WITH RADIOMETALS

6.7.6.1 Technetium Radionuclides

Technetium-99m (99mTc; Table 6.7-1) is the most widely available, least expensive, 
and most commonly used radionuclide in nuclear medicine and is thus an attractive 
candidate for labeling mAbs, their fragments, as well as peptides for tumor imaging. 
99mTc is a metastable form of 99Tc, which decays by internal conversion to its ground 
state (99Tc) with a half-life of 6 hours, emitting a γ-photon of 140 keV that is easily 
imaged by gamma cameras available in all nuclear medicine facilities. 99mTc is pro-
duced from the decay of molybdenum-99 (99Mo) using a commercially available 
99Mo/99mTc generator at very low cost (less than $0.50 per mCi). Its relatively short 
half-life minimizes the radiation exposure to patients undergoing imaging proce-
dures, but it necessitates rapid labeling procedures for biomolecules. There are 
several approaches to labeling antibodies and peptides with 99mTc [93, 94]. These 
approaches include (1) direct methods that rely on the binding of 99mTc to endoge-
nous thiols generated by reduction of disulfi de linkages in mAbs or introduced 
chemically by reaction with thiolating agents such as 2-iminothiolane, and (2) 
indirect methods that involve binding of 99mTc to a chelating agent that is then 
conjugated to the mAb or peptide (“pre-formed chelator” approach) or to a chela-
tor already incorporated into the biomolecule. There are advantages and disadvan-
tages of each of these strategies with respect to ease of use, in vivo stability, and 
amenability to kit formulation.

Intact mAb IgGs can be labeled simply and directly with 99mTc by reduction of a 
small proportion (<5%) of the inter- or intrachain disulfi de bonds to free thiols by 
treatment with a 2000-fold molar excess of 2-mercaptoethanol (2-ME) for 30 minutes 
(Figure 6.7-7) [94]. The reduced IgGs are purifi ed from excess 2-ME by 
SEC and labeled to high effi ciency (>90%) by transchelation of 99mTc from 
99mTc-glucoheptonate or 99mTc-methylene diphosphonate (99mTc–MDP). 99mTc-
glucoheptonate or 99mTc–MDP are prepared from commercial kits and 99mTc pertech-
netate (99mTcO4

−) eluted from a 99Mo/99mTc generator. This method of labeling mAbs 
with 99mTc was introduced by Schwartz and Steinstrasser in 1987 [95] and later opti-
mized by Mather and Ellison in 1990 [96]. A recent modifi cation of the Schwartz 
method employed exposure of the anti-CD20 mAb rituximab (MabThera; Roche) 
to ultraviolet (UV) light of wavelength 320 nm for 20 minutes to photoreduce some 
disulfi de linkages to thiols, which were then labeled wth 99mTc by transchelation 
from 99mTc–MDP [97]. This photoreduction method was originally described by 
Stalteri and Mather in 1996 [98]; it does not require removal of any chemical reduc-
ing agents and is somewhat simpler and potentially more controllable than chemical 



reduction with 2-ME. The advantage of the Schwartz technique is that purifi ed 
reduced IgGs can be dispensed into vials and stably maintained either frozen or 
lyophilized until required for labeling with 99mTc, thus generating a kit formulation 
[99]. The major disadvantage of the method is that if too great an amount of reduc-
ing agent is used, too many disulfi de linkages are reduced, increasing the risk for 
disrupting key linkages needed to maintain protein folding, integrity, and immuno-
reactivity. This is especially a problem for mAb fragments such as F(ab’)2, Fab, and 
scFv. Likewise the method cannot be used for labeling small peptides with 99mTc that 
harbor disulfi de bonds required for maintaining biological activity (e.g., somatosta-
tin analogs). Careful control and optimization of reduction conditions through 
measurement of the number of free thiols generated using Ellman’s reagent [100, 
101] is needed to successfully apply this method for labeling biomolecules with 
99mTc. Another disadvantage is that IgGs labeled with 99mTc through direct binding 
to thiols are subject to loss of the radiolabel in vivo over time by exchange with 
endogenous thiol containing molecules such as cysteine and glutathione [94]. Never-
theless, the Schwartz method has been used for labeling several mAbs with 99mTc 
providing preserved immunoreactivity and the ability to target and image human 
cancers in mouse xenograft models [102, 103] and in patients [104, 105].
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Due to the limitations of the Schwartz method for labeling mAb fragments (e.
g., F(ab’)2 or Fab) and peptides with 99mTc, alternative strategies have been investi-
gated. One method uses hydrazinenicotinamide (HYNIC) and coligands such as 
ethylenediaminodiacetic acid (EDDA), ethlenediaminetetraacetic acid (EDTA), 
tricine, or glucoheptonate to form a stable 99mTc complex with the biomolecule 
(Figure 6.7-7) [106]. This method was described by Abrams et al. in 1990 [107]. 
HYNIC is conjugated to the mAb (or its fragments) or peptides using an excess of 
HYNIC N-hydroxysuccinimide ester (or other chemically reactive form), which 
forms an amide linkage with the N-terminus or ε-amino groups in lysines. After 
chromatographic purifi cation, the HYNIC-derivatized biomolecule is labeled with 
99mTc by incubation with 99mTcO4

− in the presence of SnCl2 and coligand. Coligands 
are needed because HYNIC occupies only one or two of the six coordination sites 
of 99mTc [106]. SnCl2 is included to reduce 99mTc from its 7+ valence state in 99mTcO4

−

to a valence of 4+ or 5+ for complexation with HYNIC-coligands. Our group has 
labeled Fab fragments of the HER2/neu mAb trastuzumab (Herceptin) with 99mTc 
using HYNIC [108]. 99mTc-HYNIC-trastuzumab Fab showed preserved binding 
affi nity for HER2/neu receptors on SKBR-3 human breast cancer cells in vitro (Kd

= 1.6 × 10−8 M−1) and demonstrated good tumor targeting in vivo in mice implanted 
s.c. with HER2/neu-positive BT-474 breast cancer xenografts (T/B ratio = 3 : 1 at 
24 hours p.i.). BT-474 tumors were visualized by imaging. Others have labeled mAb 
Fab fragments with 99mTc using HYNIC achieving preserved immunoreactivity and 
good tumor targeting [109, 110]. As mentioned, the Schwartz method is not ame-
nable to labeling peptides that harbor key intramolecular disulfi de linkages. 
However, the somatostatin analog, D-Phe1-Tyr3-octreotide (TOC), which contains 
a disulfi de bond essential for somatostatin receptor (SMSR)-binding, has been 
labeled with 99mTc by conjugation to HYNIC using a variety of coligands [111–113]. 
Similarly, the 53-amino-acid peptide, EGF, which harbors three disufi de bonds 
required for maintenance of its tertiary structure and receptor-binding properties 
has been labeled with 99mTc using HYNIC and tricine as a coligand [114]. In each 
case, receptor-binding was preserved in vitro, allowing tumor imaging in mouse 
xenograft models [113, 114] or in patients [111, 112].

An interesting fi nding is that the choice of coligand for HYNIC drastically 
affects the plasma protein binding, elimination from the blood, and tissue distribu-
tion of the 99mTc-labeled biomolecules. This effect was fi rst reported by Babich and 
Fischman in 1995 [115] who noted differences in radioactivity accumulation in the 
lungs, kidneys, liver, spleen, and gastrointestinal tract of rats for the chemotactic 
peptide (N–For–Met–Leu–Phe–Lys) conjugated to HYNIC and labeled with 99mTc 
using glucarate, glucoheptonate, mannitol, or glucamine as coligands. Use of 
EDDA as a coligand instead of tricine for 99mTc labeling of the somastatin analogs 
HYNIC–TOC or RC160 produced a more hydrophilic complex that cleared more 
quickly from the blood in rats and favored renal over hepatobiliary clearance [116]. 
However, substitution of the backbone of EDDA with dimethyl, diethyl, or dibenzyl 
moieties increased the hydrophobicity of 99mTc–HYNIC–RC160, resulting in a 
fi vefold to sixfold increased plasma protein binding in vitro and substantially 
increased liver uptake and hepatobiliary elimination in rats [117]. Tricine as a 
coligand for 99mTc–HYNIC–RC160 produced liver and intestinal radioactivity 
uptake intermediate between that of the EDDA and substituted EDDA deriva-
tives. HYNIC–TOC labeled with 99mTc using EDDA as a coligand showed excellent 
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tumor localization in a study of 10 patients with SMSR-positive tumors allowing 
imaging of lesions at 4 hours p.i. [112]. Similarly, in a study of 13 patients, 12 of 
whom had SMSR-positive malignancies, administered 99mTc–HYNIC–TOC labeled 
using tricine as a coligand, tumors were imaged as early as 10 minutes p.i. [111]. A 
comparison between these two studies revealed that the circulating blood back-
ground radioactivity was higher and that urinary excretion of radioactivity was 
lower in patients receiving 99mTc–tricine–HYNIC–TOC than those administered 
99mTc–EDDA–HYNIC–TOC, likely due to the increased plasma protein binding 
of 99mTc–tricine–HYNIC–TOC [118]. In almost all cases, the 99mTc–HYNIC-
labeled analogs detected the same lesions as 111In–DTPA–D–Phe1–octreotide, the 
“gold standard” for SMSR tumor imaging, but the images were clearer and lesions 
were detected earlier using the 99mTc analogs. 99mTc–tricine–HYNIC–TOC missed 
one liver lesion in a patient, which was detected with 111In–DTPA–D–Phe1–
octreotide, probably due to its higher liver uptake [111]. The effect of a coligand 
on plasma protein binding and blood clearance does not seem to be restricted to 
small peptides such as 99mTc–HYNIC–TOC. Ono et al. [119] found that 3-benzo-
ylpyridine (BP) ternary complexes of 99mTc–HYNIC-conjugated Fab fragments 
[99mTc–HYNIC–Fab(tricine)(BP)] exhibited lower plasma protein binding in vitro
than the corresponding binary complexes [99mTc–HYNIC–Fab(tricine)2] and were 
cleared more quickly from the blood in mice (0.35% vs. 0.98% i.d./g at 24 hours 
p.i., respectively). 99mTc–HYNIC–Fab(tricine)(BP) also exhibited lower liver 
uptake than 99mTc–HYNIC–Fab(tricine)2. They concluded that the 99mTc–tricine 
coligand exchanges in vivo with plasma proteins as well as lysosomal proteins in 
tissues, causing slow blood clearance and high liver retention of radioactivity. This 
loss of radioactivity was decreased using the more stable ternary 99mHYNIC–
Fab(tricine)(BP) complexes. Our group similarly found a slower blood clearance 
in mice for trastuzumab Fab labeled with 99mTc through HYNIC using glucohep-
tonate as a coligand than for 111In-labeled trastuzumab Fab (3.2% vs. 1.4% i.d./g 
at 24 hours p.i., respectively) [108, 120]. There was also higher liver uptake for 
99mTc–HYNIC–trastuzumab Fab than for 111In–trastuzumab Fab at 24 hours p.i. 
(3.8% vs. 2.4% i.d./g, respectively). As 99mTc labeling effi ciencies for antibodies and 
peptides are high (>90%) using HYNIC, kit formulation is possible, and indeed 
kits have been created for labeling HYNIC–TOC with 99mTc [111].

A particularly useful method for labeling biomolecules with 99mTc, especially 
those produced by protein engineering techniques and that contain polyhistidine 
affi nity tags, employs a 99mTc(I)–carbonyl complex (Figure 6.7-7) [121, 122]. This 
method, described by Waibel et al. in 1999 [122], involves a simple one-vial syn-
thesis of the organometallic aqua–ion complex [99mTc(H2O)3(CO)3]+, which then 
effi ciently complexes through release of its water molecules with imidazole nitro-
gens in histidine-containing biomolecules. The [99mTc(H2O)3(CO)3]+ complex is 
formed by heating 99mTcO4

−, Na2CO3, and NaBH4 fl ushed with carbon monoxide 
(CO) at 75°C for 30 minutes. The yield of [99mTc(H2O)3(CO)3]+ is >95%. A 
commercial kit for producing the [99mTc(H2O)3(CO)3]+ complex (Iso-Link; 
Mallinckrodt, Petten, Belgium) is available. Labeling with 99mTc is achieved simply 
by mixing the [99mTc(H2O)3(CO)3]+ complex with the histidine-containing protein 
or peptide and heating for 20–30 minutes at 37°C. An scFv containing a polyhisti-
dine tag was labeled with the 99mTc(I)–carbonyl complex resulting in a stable 
complex in vitro in human serum and retaining 87% of its radioactivity over 24 
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hours at 37°C [122]. It was also stable to challenge in vitro with a 5000-fold molar 
excess of histidine, retaining 94% of its radioactivity [122]. This technique is attrac-
tive because recombinant antibodies and peptides often incorporate polyhistidine 
affi nity tags for their purifi cation, thus allowing them to be directly and easily 
labeled using the 99mTc(I)–carbonyl complex. Moreover, Re(I)–carbonyl complexes 
have also been prepared for this method, allowing extension to radionuclides of 
rhenium (e.g., 186Re or 188Re; Table 6.7-3) for targeted in situ radiotherapy of malig-
nancies [123].

Finally, tetradentate chelators such as N3S (triamidothiols), N2S2 (diamidodithi-
ols), or N2S4 (diaminotetrathiols) have been used for labeling mAbs and peptides 
with 99mTc (Figure 6.7-7) [106]. The advantage of these chelators is that they form 
stable, well-defi ned 99mTc complexes, but they require introduction into biomole-
cules through reaction of a chemically reactive ester in a side chain with ε-amine 
groups on lysines. This conjugation step is nonspecifi c and has the potential to target 
a key lysine required for maintenance of antigen or receptor-binding. This problem 
can be solved in the case of small peptides by incorporating the tetradentate chelator 
at a specifi c position into the biomolecule during its solid phase synthesis using 
sequences of amino acids such as cysteine-glycine-glycine-glycine (N3S) [124]. 
Moreover, there is the possibility that 99mTc will bind to low-affi nity endogenous 
metal-binding sites in anti bodies in addition to the high-affi nity sites introduced 
with the tetradentate chelator. Therefore, to avoid this possibility, a “preformed 
chelator” approach was reported by Fritzberg et al. [125]. In this preformed chelator 
approach, a stable 99mTc–N2S2 complex is synthesized fi rst and then conjugated to 
the mAbs through a reactive tetrafl uorophenyl ester side chain. However, this strat-
egy is complex and time consuming; the conjugation step is ineffi cient; and it does 
not lend itself easily to kit formulation. Despite these limitations, tetradentate chela-
tors have been employed for labeling various mAbs and peptides with 99mTc [94, 
106]. An interesting application of a tetradentate chelator was described for 94mTc 
labeling of the somatostatin analog, demotate [126]. 94mTc is a positron-emitter (β+

72%; Eβ+ max 2.5 MeV; Table 6.7-2) with a half-life of 52 minutes. Demotate incor-
porating the 1,4,8,11-tetraazaundecane (N4) tetradentate chelator was labeled with 
94mTc in the presence of SnCl2. 94mTc-demotate exhibited preserved receptor-binding 
to A-427 non-small cell lung cancer cells infected with the AdHASSTR2 adenovi-
rus encoding the SMSR subtype 2. A-427 xenografts infected with AdHASSTR2 
implanted s.c. into athymic mice were visualized by PET at 1 hour p.i. of 
94mTc-demotate.

6.7.6.2 Rhenium Radionuclides

Methods for labeling antibodies and peptides with radionuclides of rhenium have 
been developed from techniques used for labeling with 99mTc, due to the similarity 
in the chemistry of technetium and rhenium [127]. Two radionuclides of rhenium 
(186Re and 188Re) are useful for targeted in situ radiotherapy of cancer (Table 6.7-3). 
186Re decays with a half-life of 3.7 days emitting a β-particle with maximum energy 
(Emax) of 1.07 MeV as well as a low abundence (9%) γ-photon of 137 keV, which is 
useful for imaging. 188Re decays with a 17-hour half-life emitting a β-particle with 
Emax of 2.12 MeV and a low abundance (15%) γ-photon of 155 keV that can be 



imaged. The twofold higher β-particle energy of 188Re compared with 186Re pro-
vides a threefold longer range in tissues (8 vs. 3 mm, respectively), making it more 
useful for treating larger tumors (i.e., >1 cm in diameter) or tumors in which there 
is incomplete targeting of radiolabeled mAbs or peptides to cancer cells. On the 
other hand, the relatively short half-life of 188Re (17 hours) may limit its feasibility 
for labeling intact IgG mAbs for radiotherapeutic applications due to their slow 
kinetics of tumor uptake and clearance from the blood and normal tissues. Anti-
body fragments and peptides may be more suitable for labeling with 188Re. A major 
advantage of 188Re is that it can be produced carrier-free and in high purity using 
a 188W/188Re generator system [128], which would make the radionuclide available 
at low cost in any nuclear medicine facility.

Both direct and indirect methods have been used for labeling antibodies with 
186Re/188Re [127]. Direct methods rely on the binding of reduced 186Re/188Re to free 
thiols on the antibodies generated by reduction with 2-ME as described for 99mTc 
(Section 6.7.6.1). However, the chemistries of technetium and rhenium are not 
identical. In particular, rhenium is more diffi cult to reduce from its 7+ valence state 
to its lower valence states of 4+ or 5+ for labeling biomolecules, and it is more easily 
re-oxidized [129, 130]. Thus, a greater amount of SnCl2 reducing agent is required. 
The optimal pH for labeling with 186Re/188Re is also lower than that for 99mTc-
labeling (pH 4.5–5.0 vs. pH 7.0–7.5, respectively) and pH values >5.0 can result in 
re-oxidation of rhenium [129]. Moreover, radiolysis of antibodies and peptides 
caused by the high-energy β-particles emitted by 186Re/188Re can be a problem, and 
thus, radioprotectants such as ascorbic acid, gentisic acid or human serum albumin 
are often incorporated into the formulations. In one study, ascorbic acid was 
employed as both a radioprotectant and a reducing agent for the disulfi de bonds 
for labeling IgG with 186Re [130]. Much longer incubation times (17–24 hours) have 
been used for direct labeling of mAbs with 186Re/188Re [130, 131] than for 99mTc 
labeling (30 minutes) [132]. However, in one study [133], a kit formulation was 
developed for labeling the anti-CD20 mAb ritiximab (Rituxan; Roche) with 188Re. 
A labeling effi ciency >97% was obtained in only 1–1.5 hours after the addition of 
188Re perrhenate eluted from a 188W/188Re generator to the kit.

Tetradentate chelators (e.g., N3S; Figure 6.7-7) have also been used for labeling 
mAbs and their F(ab’)2 fragments [134, 135] as well as the somatostatin peptide 
RC-160 [136] with 186Re/188Re. In the case of antibodies, the “preformed chelate” 
approach was used, whereas for RC-160, the N3S chelator was introduced during 
solid phase peptide synthesis. One method that has been used for direct labeling 
of antibodies using 188Re employs the hydroxamic acid, trisuccin. Trisuccin differs 
from most tetradentate ligands (e.g., N3S structures) in that it does not contain a 
free thiol. Therefore, it can be conjugated directly to a mAb and used for labeling 
with 186Re/188Re without the risk of the free thiol reacting with disulfi des on the 
antibodies. Safavy et al. [137] labeled two different humanized forms of the tumor-
associated glycoprotein-72 (TAG-72) mAb CC49 with 188Re using trisuccin conju-
gated through a 6-oxoheptanoic acid linker molecule. The labeling effi ciency ranged 
from 80% to 98%, and the immunoreactivity ranged from 69% to 77%. High 
tumor uptake of radioactivity (18%–23% injected dose/g) was found in mice 
implanted with s.c. TAG-72-positive LS174T human colon cancer xenografts. 
Finally, bombesin, a 14-amino acid analog of gastrin-releasing peptide (GRP) that 
binds to GRP receptors on prostate, breast, lung, and pancreatic cancers, has been 
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labeled using a 188Re(H2O)(CO)3–carbonyl complex similar to that described for 
labeling biomolecules with 99mTc (Section 6.7.6.1) [138]. Targeting of PC-3 prostate 
cancer xenografts in mice was achieved with 188Re-labeled bombesin.

6.7.6.3 Indium Radionuclides

Indium-111 (111In; Table 6.7-1) is a γ-emitting radionuclide (Eγ = 172 and 245 keV) 
with a half-life of 67 hours that is routinely used for labeling mAbs and peptides for 
SPECT imaging of tumors. The positron-emitter, 110mIn (Table 6.7-2), has a half-life 
of 69 minutes and is useful for labeling peptides for PET. The β+ energy of 110mIn 
(2.26 MeV) provides a spatial resolution of 3.0 mm compared with 0.7 mm for 18F
[13]. Octreotide was labeled with 110mIn and used for PET of a patient with a SMSR-
positive intestinal carcinoma metastasis [139]. 114mIn and its daughter product, 114In, 
are long-lived radionuclide impurities in 111In, but they have potential for targeted 
in situ radiotherapy of malignancies. 114mIn decays to 114In with a half-life of 49.5 days 
emitting an imageable γ-photon of 190 keV, as well as Auger and conversion elec-
trons that can kill cancer cells. 114In decays to 114Cd (0.5%) or 114Sn (99.5%) with a 
half-life of 72 seconds emitting β− particles (Emax = 1.98 MeV) that are also useful for 
treatment of tumors. Octreotide has been labeled with 114mIn [140]. Antibodies and 
peptides are labeled with 111In by introducing the chelator, diethylenetriaminepen-
taacetic acid (DTPA), by reaction of ε-amino groups on lysine residues or the N-
terminal amine of the biomolecules with reactive forms of DTPA (Figure 6.7-8), 
such as DTPA dianhydride (cDTPAA) [141], DTPA mixed anhydride [142], or 
DTPA p-benzylisothiocyanate (SCN-Bz-DTPA) [143, 144]. Conjugation with 
cDTPAA involves suspending cDTPAA in anhydrous chloroform, dispensing an 
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aliquot of the suspension containing a known amount of cDTPAA into a clean, dry 
glass tube, and evaporating the chloroform to dryness using a gentle stream of nitro-
gen to leave a fi lm of cDTPAA on the inside surface of the tube. The antibody or 
peptide dissolved in 50-mM sodium bicarbonate buffer, pH 7.5, is then added to the 
tube. Reaction with cDTPAA occurs rapidly within 1–2 minutes, although 15–30 
minutes are often allowed. DTPA conjugation effi ciency is dependent on protein 
concentration, pH, and the molar ratio of cDTPAA: antibody/peptide. The DTPA-
derivatized biomolecule is separated from excess DTPA by SEC and/or by ultra-
fi ltration. Pure DTPA-conjugated antibodies or peptides can be dispensed into 
unit-dose vials to produce kits that can be labeled to high radiochemical purity 
(RCP > 90%) simply by adding 111In to the vial and incubating at room temperature 
for 15–30 minutes [145]. Radiolabeling is achieved by transchelation of 111In from 
acetate or citrate complexes to DTPA. The acetate or citrate counterions are used 
to maintain the solubility of 111In at pH 5–7.5 used for labeling. 111In–acetate or –
citrate complexes are formed by mixing 111InCl3 with 0.5–1-M sodium acetate or 
citrate buffer, pH 5.0. One critical parameter that must be considered for labeling 
biomolecules with 111In is the presence of trace amounts of divalent or trivalent 
metal ions (e.g., Fe, Al, Cd, and Zn) in the labeling reaction. These trace metals may 
exist at even higher levels than 111In, which is in commercial 111InCl3 solutions [146], 
and can interfere with labeling by occupying the small number of DTPA metal-
binding sites present in biomolecules. Trace metal contamination is minimized by 
acid-washing of glassware, by using trace-metal-free plasticware, through storing 
DTPA-conjugated proteins frozen (to avoid leaching of metals into the solution 
from the glass container), and by purifi cation of conjugation buffers on a cation-
exchange column (e.g., Chelex-100) [147]. A method has been reported for ultra-
purifi cation of 111In from trace metals in 111InCl3 solution by selective extraction of 
111In as an iodide complex into anhydrous diethyl ether [146].

Hnatowich et al. [141] found that the reaction between cDTPAA and IgG is 
dependent on pH (optimum between pH 7.5 and 8.5) and protein con centration 
(optimum >15 mg/mL). There was an inverse relationship between the molar ratio 
of cDTPAA : IgG and the conjugation effi ciency with the greatest effi ciency (>70%) 
found at a 1 : 1 ratio using a protein concentration of 15 mg/mL. However, it may 
not always be possible to achieve these high protein concentrations, and thus, 
greater molar ratios of cDTPAA : antibody/peptide (e.g., 5 : 1 to 20 : 1) are used to 
compensate for the lower conjugation effi ciency at lower concentrations (e.g., 2–
5 mg/mL). One limitation of the cDTPAA method is that the reagent contains two 
anhydride moieties that can react with ε-amino groups on lysines or the N-terminal 
amine of biomolecules. Reaction of cDTPAA with lysines on two biomolecules 
causes intermolecular cross-linking, leading to the formation of dimers and higher 
molecular weight polymers. Reaction of cDTPAA with two lysines on the same 
biomolecule generates intramolecularly cross-linked species. This latter possibility 
is especially troublesome because in contrast to intermolecularly linked species, 
intramolecularly cross-linked biomolecules are not easily detected or measured by 
chromatographic techniques but may signifi cantly diminish immunoreactivity or 
receptor-binding properties due to protein misfolding [148]. The proportion of 
intermolecularly linked molecules is directly proportional to the molar ratio of 
cDTPAA : IgG and protein concentration in the conjugation reaction, and the 
resulting substitution level (moles DTPA/mole biomolecule) of the conjugate. 
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Hnatowich et al. [141] reported that the proportion of polymers increased from 
0.3% when IgG was conjugated with cDTPAA at a 1 : 1 molar ratio (cDTPAA : IgG) 
to as much as 40% at a molar ratio of 10 : 1 when the IgG concentration was 15 mg/
mL. Our group found less than 11% IgG dimers when the HER-2/neu mAb trastu-
zumab (Herceptin) was modifi ed with a fourfold molar excess of cDTPAA using 
a protein concentration of 5 mg/mL. In this instance, there were two DTPA mole-
cules/trastuzumab IgG [149]. Another limitation of the cDTPAA method is that 
one of the fi ve carboxylic acid groups of DTPA is used to form an amide linkage 
with the antibody or peptide. This converts DTPA to diethylentriaminetetraacetic 
acid (DTTA), which forms a much less stable heptadentate complex with 111In. This 
instability is manifested by a moderate rate of transchelation in vivo (7–10% per 
day) of 111In from DTPA-conjugated antibodies to transferrin, which then causes 
deposition of radioactivity in the liver and bone marrow [150, 151]. In contrast, the 
transchelation rate from an octadentate 111In–DTPA complex to transferrin is 1–
2% per day [151, 152]. Despite these limitations of cDTPAA as a bifunctional 
chelator, its has been used for 111In labeling of intact IgG mAbs [18, 120, 147, 151], 
single-chain Fv fragments [153], and peptides [18, 154, 155]. In the case of peptides 
that harbor critical lysine residues necessary for receptor-binding, these amino 
acids must be Boc-protected during conjugation of the N-terminal amine with 
DTPA, and then deprotected afterward [155].

To address the limitations of cDTPAA, other forms of DTPA have been syn-
thesized that position a reactive group on the methylene carbon of one carboxy-
methyl arm instead of using one carboxylic acid group to link with an antibody or 
peptide [143, 144]. One of these DTPA bifunctional chelators is the p-benzyliso-
thiocyanate derivative of DTPA (p–SCN–Bz–DTPA; Figure 6.7-8). The p–SCN–
Bz–DTPA chelator reacts with ε-amino groups or the N-terminus of biomolecules 
to form a thiourea linkage. As there is only one reactive moiety on the p–SCN–
Bz–DTPA chelator, there is no possibility of inter- or intramolecular cross-linking, 
which helps to preserve immunoreactivity or receptor-binding affi nity [143, 144]. 
Our group found that the immunoreactive fraction of mAb 2G3 reactive with a 
330-kDa glycoprotein on breast and ovarian cancer was 0.52 when conjugated with 
0.5–1.5 moles of DTPA using cDTPAA, but it was 0.77 when conjugated with p–
SCN–Bz–DTPA [151]. Importantly, the retention of all fi ve carboxylic acid groups 
in the DTPA molecule for binding 111In preserves the highly stable octadentate 
111In–DTPA complex, which diminishes the loss of 111In to transferrin in plasma. 
The B-cell lymphoma antibody Lym-1 conjugated with p–SCN–Bz–EDTA (a che-
lator similar to p–SCN–Bz–DTPA) and labeled with 111In showed a lower rate of 
loss of 111In in serum than Lym-1 conjugated with DTPA using cDTPAA (<1% vs. 
14% over 5 days, respectively) [156]. Similar results were obtained in vitro in serum 
and in vivo in plasma in mice for other 111In–SCN–Bz–EDTA or SCN–Bz–DTPA 
immunoconjugates [157]. However, our group did not observe increased stability 
of 111In-labeled mAb 2G3 conjugated to SCN–Bz–DTPA in vitro in serum com-
pared with 111In–DTPA–mAb 2G3 (both had transchelation rates of 7% per day), 
but we did fi nd a lower rate of loss of 111In from 111In–SCB–Bz–DTPA–2G3 to 
ascites fl uid from ovarian cancer patients (5% vs. 11% per day) [151]. Avoidance 
of polymerization and increased serum stability of p–SCN–Bz–DTPA conjugated 
biomolecules decreases liver uptake and retention of radioactivity, a common 
problem with 111In-labeled mAbs and peptides [158].



Methods have been developed to site-specifi cally conjugate DTPA to the Fc 
domain of antibodies for labeling with 111In in order to better preserve their immu-
noreactivity [159]. Site-specifi c conjugation of DTPA was achieved by reaction of 
the N-terminal amine of the tripeptide, glycine–tyrosine–lysine–DTPA (GTK–
DTPA) with aldehydes generated in the Fc-domain by sodium periodate oxidation 
[160]. Stabilization of the resulting Schiff base linkage between GTK–DTPA and 
the antibodies was achieved by sodium borohydride reduction. This approach posi-
tions the DTPA chelator at a position that is remote from the Fab antigen-binding 
region. Nevertheless, the sodium periodate oxidation step can diminish antibody 
immunoreactivity if not controlled [161]. The number of aldehydes generated by 
sodium periodate oxidation can be measured by a spectrophotometric assay that 
relies on the reaction of the aldehyde groups with dinitrophenylhydrazine (DNPH), 
generating a derivative that absorbs at 360 nm [162]. Our group recently reported 
a novel strategy for site-specifi c labeling of recombinant biomolecules with 111In 
that takes advantage of its high affi nity for transferrin (Ka = 1028 L/mole). We fused 
the gene for the n-lobe of human transferrin (hn-Tf) through a DNA sequence that 
encoded a fl exible polypeptide linker [(GGGGS)3] to the gene for vascular endo-
thelial growth factor (VEGF165) and expressed the recombinant fusion protein in 
Pichia pastoris [163]. The hnTf–VEGF protein bound 111In directly through its 
hnTf moiety and retained its binding affi nity for VEGF receptors on human umbili-
cal vascular endothelial cells (HUVECs). The protein did not bind to transferrin 
receptors on cells, because such binding requires both the n- and the c-lobes of 
transferrin. 111In–hnTf–VEGF localized specifi cally in angiogenic U87MG glio-
blastoma xenografts implanted s.c. in athymic mice permitting tumor imaging at 
72 hours p.i. However, 111In–hnTf–VEGF exhibited relatively high liver uptake and 
there was a moderately rapid loss of 111In in vitro from the protein to transferrin in 
plasma (21% per day). This transchelation was not likely due to a lower affi nity of 
the hnTf moiety for 111In, but it was caused by competition with the higher concen-
trations of transferrin present in plasma.

Limiting the metal chelator substitution of a biomolecule to one to two DTPA 
or EDTA groups per molecule in order to preserve its immunoreac tivity or 
receptor-binding affi nity restricts the specifi c activity that can be achieved for label-
ing with 111In. For example, monosubstitution of EGF with DTPA restricts the 
maximum specifi c activity that can be practically achieved with 111In to 40 MBq/μg
(2.4 × 105 MBq/μmole). At this low specifi c activity, only one in eight EGF mole-
cules carries an 111In atom and almost 90% of EGFRs in a tumor would be targeted 
by non-radiolabeled EGF. To address this issue, Remy et al. [164] conjugated 
maleimide-derivatized EGF with a thiol-containing multibranched peptide con-
taining four EDTA-like metal chelators for 111In. However, the MCP–4–EDTA–
S–MB–EGF conjugate showed a 40-fold decrease in receptor-binding affi nity in a 
competition assay with MDA–MB–468 human breast cancer cells compared with 
unmodifi ed EGF. In contrast, our group found that derivatization of EGF directly 
with one to two DTPA metal chelators and labeling with 111In yielded a radiophar-
maceutical with receptor-binding affi nity identical to that of 125I-labeled EGF (Ka

= 7.3 × 108 L/mole) [18]. Greater success was achieved by our group in maximizing 
the specifi c activity of 111In–EGF by conjugating maleimide-derivatized EGF to 
thiolated human serum albumin (HSA), which presents 60 lysine residues for 
DTPA conjugation [165]. Conjugation of EGF to HSA diminished its receptor-
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binding affi nity 15-fold (Ka = 5.1 × 107 L/mole), but there were no further decreases 
in affi nity when up to 23 DTPA chelators were preferentially substituted into the 
HSA moiety. The specifi c activity of 111In–DTPA–HSA–EGF was increased 10-
fold compared with 111In–DTPA–hEGF. 111In–DTPA–HSA–EGF retained its 
receptor-mediated internalization and nuclear translocation properties in MDA–
MB–468 cells and was fourfold more growth-inhibitory toward the cells. An analo-
gous strategy was reported by Manabe et al. [166] that used a polylysine peptide 
carrier to conjugate as many as 42 DTPA molecules to the anti-HLA mAb H-1 
with > 90% retention of immunoreactivity. Similarly, starburst dendrimers that 
display 64 amine groups on their surface were derivatized with up to 43 1B4M 
DTPA-like chelators, and then were conjugated through a maleimido bond to mAb 
OST7 [167]. The maximum specifi c activity achieved for labeling these starburst 
dendrimer immunoconjugates with 111In (8.4 MBq/μg; 1.3 × 106 MBq/μmole) was 
48-fold higher than directly conjugated 1B4M-OST7. In another study, poly(ethylene 
glycol) (PEG) containing an amine functional group was used to conjugate DTPA 
chelators to the anti-EGFR mAb C225 with good preservation of immunoreactivity 
[168]. This approach provides a method of labeling with 111In while minimizing 
nonspecifi c retention of radioactivity in the liver due to conjugation with PEG 
[169].

High retention of radioactivity in the liver with 111In–DTPA-conjugated mAbs 
is thought to be due to intracellular trapping of 111In-catabolites. 111In–DTPA-
labeled IgG antibodies interact with glycoprotein receptors on hepatocytes through 
their Fc-domain and are internalized into endosomes. The antibodies are routed 
to lysosomes for proteolytic degradation. The ultimate catabolite of proteolysis has 
been identifi ed as 111In–DTPA–ε–Lys [30, 170]. This catabolite cannot easily cross 
the lysosomal membrane due to its positive charges or be exocytosed due to its 
poor recognition by cell membrane amino acid transporters and, thus, becomes 
trapped. An analogous mechanism has been proposed for retention of 111In-labeled 
mAb fragments and peptides by renal tubular cells. 111In-labeled mAb fragments 
or peptides are fi ltered by the glomerulus and reabsorbed by renal tubular cells. 
Proteolytic catabolism within renal tubular cells of 111In–DTPA–F(ab′)2 fragments 
yields 111In–DTPA–ε–Lys, which is trapped within the cells [171]. Proteolysis of 
111In–DTPA–D–Phe1–octreotide or 111In–DTPA–L–Phe1–octreotide similarly 
results in retention of 111In–DTPA–D–Phe1–OH or 111In–DTPA–L–Phe1–OH 
catabolites, respectively, in renal tubular cells [172, 173].

The macrocyclic chelator, 1,4,7,10-tetraazacyclododecane N,N′,N″,N′″-tetraacetic 
acid (DOTA) (Section 6.7.6.4) has been less commonly used for labeling mAbs and 
peptides with 111In because the kinetics of binding 111In by DOTA are much slower 
than those of DTPA. Elevated temperatures of 37–43°C for mAbs [174] and heating 
at 100°C for peptides [175] combined with longer incubation times (30–45 minutes) 
are required to obtain complete incorporation of 111In into DOTA-conjugated bio-
molecules. Nevertheless, intact IgG mAbs [174, 176], Fab fragments [177] and 
diabodies [178], as well as octreotide [175] have been labeled with 111In using 
DOTA. The stability of 111In–DOTA-conjugated mAbs in serum is greater than 
that of 111In–DTPA-conjugated antibodies. Lewis et al. [174] found that there was 
less than 0.8% loss of 111In in serum from 111In–DOTA–cT84.66 mAb over 10 days 
compared with 13.0% for 111In–DTPA–cT84.66. The advantage of conjugating 
mAbs or peptides with DOTA for labeling with 111In is that it provides an analog 



for the corresponding yttrium-90 (90Y)–DOTA–biomolecule used for targeted in 
situ radiotherapy. Imaging with the 111In–DOTA–biomolecule can be used to 
predict radiation dosimetry estimates to tissues for the 90Y–DOTA–biomolecule 
[179, 180]. Use of an 111In–DTPA–conjugated mAb or peptide for this purpose may 
yield inaccurate dosimetry estimates because of major differences in stability 
in vivo between 111In– and 90Y–DTPA complexes.

6.7.6.4 Yttrium Radionuclides

Two radionuclides of yttrium, 86Y and 90Y, are available for labeling biomolecules 
for imaging or radiotherapeutic purposes, respectively. 86Y (Table 6.7-2) is a posi-
tron-emitter with a half-life of 14.7 hours that is produced in a cyclotron using the 
86Sr(p,n)86Y reaction [181]. The spatial resolution for detection of the positron 
annihilation from 86Y is 1.8 mm compared with 0.7 mm for 18F [13]. 90Y (Table 6.7-3) 
is a pure β-emitter with a half-life of 2.7 days that is produced by a strontium-90 
(90Sr)/90Y generator [182]. 90Y is an attractive radionuclide for in situ radiotherapy 
of cancer because it does not emit γ-radiation, which minimizes the radiation expo-
sure to health-care personnel and family members from a patient-administered 
90Y-labeled mAb or peptide. For example, patients with non-Hodgkin’s B-cell lym-
phoma treated with 90Y-ibritumomab tiuxetan (Zevalin; Biogen Idec, Cambridge, 
MA) do not need to be isolated for radiation safety reasons and can be treated as 
outpatients, whereas patients receiving 131I-labeled tositumomab (Bexxar; Glaxo-
SmithKline, Uxbridge, Middlesex, UK) require special radiation safety precautions 
to be taken [183]. However, as 90Y does not emit γ-radiation, the tissue distribution 
of 90Y-labeled mAbs and peptides cannot be easily imaged (only poor-resolution 
Bremstrahlung images can be acquired). Therefore, the radiation absorbed doses 
to tissues in patients from 90Y-labeled biomolecules are often estimated by imaging 
studies with 111In-labeled analogs [179, 180]. However, as mentioned (see Section 
6.7.3), differences in the in vivo stability of 111In- and 90Y-labeled biomolecules can 
produce discrepancies in their pharmacokinetics and normal organ distribution, 
yielding inaccuracies in the dosimetry estimates. PET imaging using 86Y-labeled 
analogs has been suggested as a means of more accurately estimating the radiation 
absorbed doses from 90Y-labeled biomolecules [184].

The macrocyclic chelator, DOTA (Figure 6.7-9), is the chelating agent of choice 
for labeling mAbs and peptides with yttrium-90 (90Y) due to the high stability of 
90Y-DOTA complexes (Ka = 1024 L/mole) [185]. Initially, DTPA was used as a chela-
tor for 90Y-labeling [186], but it was discovered that 90Y–DTPA complexes were 
unstable in vivo, which caused bone accumulation of free 90Y released from the 
immunoconjugates. The stability of 90Y-labeled biomolecules is of paramount 
importance because even a small amount of free 90Y sequestered in the bone can 
contribute signifi cantly to bone marrow toxicity due to the long range (10–12 mm) 
of the β-particles (“cross-fi re” effect). This is one reason that the maximum toler-
ated dose of 90Y-labeled mAbs (e.g., Zevalin) is 32 mCi, whereas up to 150 mCi of 
131I-labeled mAbs can be safely administered [2]. Bz–SCN–DTPA (Figure 6.7-8) 
yields more stable 90Y complexes than those formed with DTPA, but the complexes 
are not as stable as 90Y–DOTA complexes. In one study [187], the bone uptake of 
radioactivity in mice implanted s.c. with SK–RC–52 renal cell carcinoma xenografts 
at 7 days p.i. of 90Y–DOTA-conjugated chimeric G250 mAbs was only 0.4% i.d./g, 
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compared with 1.2% i.d./g for Bz–SCN–DTPA- and 10.7% i.d./g for DTPA-
conjugated antibodies. Similarly, a threefold lower bone uptake of radioactivity at 
10 days p.i. in mice was observed for 88Y–DOTA–hLL2 anti-CD22 mAbs compared 
with 88Y–Mx–DTPA–hLL2 mAbs [188].

DOTA, which was fi rst described by McCall et al. in 1990 [189], can be conju-
gated to mAbs by conversion to its reactive form, p-bromoacetamidobenzyl–DOTA 
(BAD; Figure 6.7-9) followed by reaction of BAD with free thiols introduced into 
the antibodies by reaction with 2-iminothiolane (2-IT) [190]. 2-IT also creates a 
spacer between the mAbs and the DOTA chelator that allows more effi cient label-
ing with 90Y. An alternative approach involves reaction of an N-hydroxysuccinimi-
dyl ester of DOTA with ε-amino groups on lysine residues or the N-terminus of 
biomolecules [191]. Labeling of DOTA-conjugated mAbs is achieved by incubation 
with 90Y chloride (90YCl3) mixed with 0.5-M ammonium acetate buffer, pH 7.0–7.5, 
for 30 minutes at 37°C [192]. Similar conditions have been employed for labeling 
DOTA-conjugated peptides with 90Y, except that a temperature of 80–100°C was 
used to accelerate the incorporation of 90Y [193]. Labeling of biomolecules with 
90Y using DOTA is highly susceptible to the effects of divalent trace metal ion 
contamination, especially Ca2+, Fe2+, and Zn2+. In fact, the affi nity constant (Ka)
for binding of Fe2+ by DOTA is 100,000 times higher than that for binding 90Y
[185]. It is critical to exclude trace-metals as much as possible from the 90Y labeling 
reaction. One recent Letter to the Editor even suggests that minor trace-metal 
contamination of pipette tips can seriously diminish the labeling effi ciency of 
DOTA-conjugated peptides with 90Y [194]. Another important issue in labeling 
biomolecules with 90Y is the potential for radiolysis. Interaction of the moderate 
energy (Emax 2.2 MeV) β-particles emitted by 90Y with water molecules in the 
buffers used to formulate the radiopharmaceuticals generates highly reactive free 
radicals that degrade the metal chelator as well as the biomolecules themselves. 
The radiolysis effect is dependent on specifi c activity and on radioactivity concen-
tration. For example, 90Y–BAD–2–IT–Lym–1 antibodies formulated at a specifi c 
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activity of 1–2 mCi/mg remained pure and relatively immunoreactive (>75%) in 
storage over a 3-day period [195]. However, at a specifi c activity of 4 mCi/mg, the 
radiochemical purity (RCP) of 90Y–BAD–2–IT–Lym–1 dropped to 65% and the 
immunoreactivity decreased to 28%. At a specifi c activity of 9.4 mCi/mg, the RCP 
of 90Y–BAD–2–IT–Lym–1 decreased to 21% and the immunoreactivity was virtu-
ally abolished (3%). Radiolysis can be minimized by inclusion of radioprotectants 
such as ascorbic acid, gentisic acid, or human serum albumin in the formulation 
and by freezing the radiolabeled biomolecules to minimize diffusion of free radi-
cals in the aqueous solutions [195, 196]. In one study, it was shown that ascorbic 
acid may also act as a suitable buffering agent, thereby removing the need for the 
ammonium acetate buffer [197].

A controversial issue with respect to the use of DOTA as a metal chelator for 
90Y and other radiometals is its potential immunogenicity in humans. In a phase I/II 
clinical trial in which six ovarian cancer patients received 90Y–DOTA–HMFG1 
murine mAbs intraperitoneally, all patients developed anti-DOTA antibodies and 
three patients developed serum sickness [198]. Four of eight patients who received 
111In–DOTA-conjugated mAbs intravenously developed anti-DOTA antibodies. 
The immune response seems to be directed against the DOTA ring structure and 
not the benzyl-containing side chain. The immune response to DOTA is also 
dependent on the antigenicity of the biomolecule to which it is conjugated, because 
rabbit IgG conjugated to DOTA did not induce anti-DOTA antibodies in rabbits, 
whereas mouse IgG–DOTA immunoconjugates administered to rabbits stimulated 
an immune response toward the chelators [199]. Moreover, an immune response 
to DOTA has not been found with all mAbs. Anti-DOTA antibodies were not 
detected in the serum of 18 lymphoma patients administered multiple doses of 
111In–BAD–2–IT–Lym–1 mAbs, although these patients typically do not mount a 
strong immune response to radioimmunoconjugates [200]. Similarly, 90Y–
DOTATOC, an octapeptide somatostatin analog, does not seem to be immuno-
genic, again suggesting that the biomolecule carrier must be considered in assessing 
the potential immunogenicity of DOTA [201].

6.7.6.5 Gallium Radionuclides

Gallium-67 (67Ga; Table 6.7-1) is a cyclotron-produced radionuclide with a half-life 
of 78.2 hours that has been used for many years in nuclear medicine as 67Ga citrate 
for tumor imaging [202]. Despite its history of use, the properties of 67Ga are not 
ideal for imaging, however, due to the high energy of two of its γ-photons (Eγ = 300 
and 393 keV), which make it diffi cult to collimate. Nevertheless, 67Ga has recently 
received attention as a radiolabel for mAbs for in situ radiotherapy of cancer, 
exploiting its abundent Auger and conversion electron emissions [203]. Most of the 
recent interest in gallium radionuclides has been focused on labeling peptides with 
68Ga for PET (Table 6.7-2) [204]. Antibodies have not been labeled with 68Ga for 
PET, because their kinetics of tumor uptake and elimination from the blood and 
normal tissues is too slow. 68Ga is conveniently produced using a germanium-68 
(68Ge)/68Ga generator system that could allow production of the radionuclide for 
up to one year in a nuclear medicine facility using a single generator, due to the 
long half-life of 68Ge (270 days) [205]. 68Ga decays with a half-life of 68 minutes to 
68Zn. Its positron energy is 1.92 MeV, which provides a spatial resolution of 2.4 mm 
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versus 0.7 mm for 18F [13]. 66Ga is a longer lived positron-emitting radionuclide 
(half-life of 9.5 hours), which has also been studied for labeling peptides for PET 
[206].

Initially, desferrioxamine (DFO) was used as a chelator for labeling peptides with 
68Ga [74, 207], but more recently DOTA has been used (Figure 6.7-9) [204, 208]. 
Most PET tumor imaging studies with 68Ga-labeled peptides have focused on 
DOTATOC, a synthetic octapeptide analog of somatostatin. Labeling DOTATOC 
involves adjusting the pH of 68GaCl3, which is eluted in 0.5-M HCl from the 
68Ge/68Ga generator to pH 4.8 with 50-mM sodium acetate buffer. The required 
amount of 68Ga acetate complex is then mixed with DOTATOC (10–20 nmols) and 
heated at 95°C for 15 minutes in a heating block. Early studies in which DOTATOC 
was labeled with 68Ga using this technique yielded labeling effi ciencies that were 
about 50%, thus requiring postlabeling purifi cation on a C-18 Sep-Pak cartridge 
[208, 209]. The fi nal radiochemical purity was >95%. The large volumes of 68Ga 
eluates eluted from the 68Ge/68Ga generator system as well as contamination with 
trace metals were believed to be responsible for the low labeling effi ciencies for 
DOTATOC with 68Ga. Improvements in the concentration of 68Ga eluates using an 
ion-exchange cartridge combined with more homogeneous microwave heating of 
the labeling reaction for 10–20 minutes have recently yielded almost complete incor-
poration of 68Ga in to extremely small quantities (<1 nmole) of DOTATOC, thus 
increasing the specifi c activity by almost 100-fold [210].

Interestingly, DOTATOC labeled with 68Ga has a fi vefold higher binding affi nity 
for SMSR subtype 2 (IC50 = 2.5 nmol/L) compared with 90Y–DOTATOC (IC50 =
11 nmol/L) and a ninefold higher affi nity than that of 111In–DTPA–octreotide (IC50

22 nmol/L) [211]. Combined with the high spatial resolution and sensitivity of PET, 
this provided a greater sensitivity for imaging small meningioma lesions (100% vs. 
85%) in patients compared with SPECT imaging with 111In–DTPA–octreotide 
[209, 212]. The somatostatin analog DOTANOC, which binds to SMSR subtypes 
2 and 5, has been labeled with 68Ga and used for PET of a patient with metastases 
from a neuroendocrine tumor [213]. Preclinical studies have been performed in 
mouse tumor xenograft models using 68Ga–DOTA–α–melanocyte-stimulating 
hormone (α-MSH) for imaging melanoma [214] or 68Ga–DOTA–EGF to image 
gliomas or epidermoid carcinoma xenografts [215]. Due to the convenient avail-
ability of a generator system for 68Ga, it is not necessary for a nuclear medicine 
facility to have access to a cyclotron, and therefore, it is likely that more studies 
ultimately leading to clinical application of many different 68Ga-labeled peptides 
for PET imaging of tumors will be performed in the near future.

6.7.6.6 Copper Radionuclides

Several radionuclides of copper are suitable for labeling mAbs, their fragments, or 
peptides for PET (e.g., 60Cu, 61Cu, or 64Cu; Table 6.7-2) [216]. 64Cu decays with a 
half-life of 12.7 hours by three different pathways: (1) electron capture (41%) emit-
ting Auger and conversion electrons, (2) positron (β+) emission (19%), and (3) β−

emission (40%). The β− emissions make the radionuclide useful not only for PET 
but also for radiotherapy of tumors. Indeed, in one study, 64Cu-labeled octreotide 
inhibited the growth of CA20948 rat pancreatic tumors in Lewis rats [217]. In 
another study, 64Cu-labeled 1A3 mAbs were used to treat hamsters implanted s.c. 



with GW39 human colon carcinoma xenografts [218]. 64Cu is most commonly pro-
duced in a biomedical cyclotron by the 64Ni(p,n)64Cu reaction using a 64Ni-enriched 
target [219, 220]. The positron energy of 64Cu is almost identical to that of 18F
(0.657 MeV vs. 0.635 MeV, respectively), and the intrinsic spatial resolution is indis-
tinguishable (0.73 vs. 0.70  mm, respectively) [13, 221]. However, due to the lower 
abundance of positron emission with 64Cu compared with 18F (19% vs. 97%), the 
sensitivity for PET with 64Cu is about fi vefold lower than that with 18F [221]. The 
short-lived positron-emitter, 61Cu (half-life 3.32 h), has a greater abundance of 
positron emission than 64Cu (60% vs. 19%) and has been used for labeling octreo-
tide for PET of CA20948 tumors in rats [222]. 67Cu (Table 6.7-3) can be used for 
labeling mAbs and peptides for targeted in situ radiotherapy. 67Cu decays with a 
half-life of 2.6 days emitting β− particles with energies of 0.395 (51%), 0.484 (28%), 
and 0.577 (20%) MeV as well as several γ-photons with energies ranging from 91 
to 300 keV that are imageable [223]. 67Cu is produced in a biomedical cyclotron 
using the natZn(p,2p)67Cu or 68Zn(p,2p)67Cu reactions or in a nuclear reactor using 
the natZn(n,p)67Cu reaction [223].

DTPA (Figure 6.7-8) and benzyl-EDTA were initially examined for chelating 
67Cu, but it was soon found that these complexes formed were unstable, releasing 
70–95% of their radiolabel in vitro in serum over 5 days [224]. In contrast, the 
macrocyclic chelator, 1,4,8,11-tetraazacyclotetradecane-N′,N″,N′″-tetraacetic acid 
(TETA; Figure 6.7-9), provided a more stable 67Cu complex that lost only 2–6% of 
the radiolabel in serum when conjugated to Lym-1 antibodies [224]. This greater 
stability of 67Cu–TETA vs. 67Cu–DTPA or Bz–EDTA complexes is not due to a 
higher thermodynamic stability, but it is believed to be due to the structural rigidity 
of the 67Cu–TETA complex, which shields the radionuclide from attack by endog-
enous copper binding proteins. Copper is bound in plasma by albumin and trans-
cuprein, which transport the metal to hepatocytes [216]. Copper internalized by 
hepatocytes is used to synthesize metalloenzymes such as superoxide dismutase 
(SOD), is stored bound to metallothionein (MT), or is secreted back into the 
plasma complexed to ceruloplasmin. DOTA (Figure 6.7-9) and its analogs form 
stable complexes with copper radionuclides, but TETA is the most widely used 
chelator [216].

BAT (Figure 6.7-9) is a modifi ed form of TETA, which contains a bromo-
acetamidobenzyl side chain that is reactive with antibodies modifi ed with 2-
minothiolane (2-IT) to present a free thiol. The inclusion of the 2-IT spacer 
improves the labeling effi ciency of the antibodies with 67Cu and 64Cu [225]. DOTA 
and TETA chelators can be introduced into peptides during solid phase synthesis 
for labeling with 64Cu/67Cu [226, 227]. Labeling of TETA-conjugated mAbs or 
peptides is achieved by incubation with 64Cu/67Cu in a 100-mM ammonium citrate 
buffer, pH 5.5, at room temperature for 30–60 minutes [226, 228]. Disodium EDTA 
is added to chelate any unbound radiometal, and the 64Cu/67Cu-labeled biomole-
cules are purifi ed by SEC. 64Cu/67Cu labeled peptides are usually purifi ed on a C-18 
Sep-Pak (Waters Associates Inc., Milford, MA). Using TETA, mAb1A3 IgG and 
its F(ab′)2 fragments were labeled with 64Cu for PET in a phase I/II trial of 36 
patients with colorectal carcinoma [229] and Lym-1 antibodies were labeled with 
67Cu for RIT of 12 patients with non-Hodgkin’s lymphoma [228]. Several different 
peptides have been labeled with 64Cu using DOTA or TETA for PET of tumors, 
including octreotide analogs [226, 227, 230, 231], RGD peptides that recognize αvβ3
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integrins [232], vasoactive intestinal polypeptide (VIP) analogs [233], and bombe-
sin derivatives [234].

64Cu/67Cu labeled intact IgG antibodies exhibit high accumulation in the liver, 
whereas 64Cu/67Cu-labeled F(ab′)2 fragments and peptides are retained by the 
kidneys. In rats administered 1A3 mAbs labeled with 67Cu using four different 
chelators, including 1-[(1,4,8,11-tetraazacyclotetradec-1-yl)methyl]benzoic acid 
(CPTA), a macrocycle related to TETA, it was found that there was a slow rate of 
transchelation of 67Cu to SOD in the liver [235]. In contrast, 67Cu-labeled F(ab′)2

fragments of mAb 1A3 were rapidly catabolized to 67Cu–CPTA–ε–lysine. Simi-
larly, transchelation of radiometal to SOD in the liver was observed for 64Cu–
TETA–octreotide in rats [236]. However, in a clinical study, in which 10 patients 
received 67Cu–2IT–BAT–Lym-1 antibodies [237], only a small fraction (0.8–7.8%) 
of the injected dose of 67Cu was recycled by the liver and, in this case, mostly to 
ceruloplasmin. There was no transchelation to SOD detectable. The higher con-
centration of SOD in the liver of rats compared with humans may account for this 
species-dependent catabolic route for 64Cu/67Cu-labeled biomolecules [236].

6.7.6.7 Lutetium Radionuclides

Lutetium-177 (177Lu; Table 6.7-3) is a β-emitting radionuclide (Eβ = 0.495 MeV) 
with a half-life of 6.7 days that is useful for labeling mAbs and peptides for targeted 
in situ radiotherapy of tumors. In addition, 177Lu emits γ-photons of energies 113 
and 208 keV that can be imaged. 177Lu is produced in a nuclear reactor by neutron 
irradiation of 176Lu2O3. Several chelators have been employed for labeling mAbs 
and peptides with 177Lu including derivatives of DOTA (e.g., PA–DOTA and CA–
DOTA) and analogs of DTPA (e.g., CHX–A–DTPA and SCN–Bz–DTPA) [238]. 
The difference between the two DOTA chelators is that in PA–DOTA, the ben-
zylisothiocyanate side chain used for conjugation is attached to one nitrogen in the 
macrocycle, whereas in CA–DOTA, it is attached to a methylene carbon. PA–
DOTA forms a less stable complex with 177Lu than CA–DOTA or CHX–DTPA 
[238]. The instability of the 177Lu–PA–DOTA complex may account for the pro-
longed retention of radioactivity in the reticuloendothelial system (RES), including 
the bone marrow of patients administered 177Lu–PA–DOTA–CC49 mAbs for RIT 
of TAG-72 positive malignancies and, consequently, the observed dose-limiting 
hematopoietic toxicity [239]. 177Lu released from biomolecules is expected to be 
sequestered in the skeleton because lutetium competes with calcium for bone depo-
sition [240]. It has been shown that by adding DTPA to 177Lu–DOTA0–Tyr3]octreotate 
used for PDRT of SMSR-positive tumors, the small amount (<2–5%) of free 177Lu 
impurity in the radiopharmaceutical can be rapidly eliminated from the body by 
renal excretion as 177Lu–DTPA, thus minimizing bone uptake of radioactivity [241]. 
In addition to labeling intact IgG CC49 mAbs with 177Lu [239, 242], dimeric scFv 
fragments of this antibody have been labeled with 177Lu for radiotherapeutic pur-
poses [243].

6.7.6.8 Lead, Bismuth, and Actinium Radionuclides

DOTA (Figure 6.7-9) is a also useful bifunctional chelator for labeling antibodies 
with radionuclides of lead, bismuth, and actinium for targeted in situ radiotherapy 



[2]. Lead-212 (212Pb) decays to the α-emitter, bismuth-212 (212Bi). The α-emitter, 
actinium-225 (225Ac), decays to a series of daughter radionuclides that are α-emit-
ters (221Fr, 217At, 213Bi) or β-emitters (213Po, 209Tl, 209Pb, 209Bi). The use of 225Ac as 
a radiolabel for mAbs has been termed an “atomic nanogenerator” because the 
decay of 225Ac generates the daughter radionuclides locally in tumors that then emit 
several different forms of radiation that kill cancer cells [244]. The main concern 
for employing radionuclides such as 212Pb or 225Ac that do not decay directly to 
stable elements is that the decay process may decrease the stability of the metal 
chelate complex due to the transformation of one element into another (i.e., 212Pb 
is converted into 212Bi). In particular, bismuth has an affi nity for the kidneys, and 
it was shown that even low doses of 225Ac-labeled HuM195 antibodies caused severe 
renal toxicity and anemia in monkeys, likely due to release of 213Bi from the anti-
bodies and redistribution of the radionuclide to the kidneys [245]. Bismuth radio-
nuclides are also stably bound by CHX–A–DTPA and CHX–B–DTPA, two analogs 
of DTPA [246, 247]. HER2/neu mAbs AE1 and trastuzumab (Herceptin) have 
been labeled with 212Pb or 225Ac, respectively, using DOTA as the metal chelator 
[248, 249].

6.7.7 CHARACTERIZATION OF RADIOLABELED MABS 
AND PEPTIDES

It is important to fully characterize the properties of radiolabeled mAbs and pep-
tides intended for tumor imaging or targeted in situ radiotherapy of malignancies. 
Characterization includes (1) analytical tests that evaluate homogeneity and radio-
chemical purity; (2) radioligand binding assays that assess the ability to specifi cally 
bind target antigens/receptors in vitro; (3) stability studies that assess the loss of 
radiolabel in vitro in biologically relevant media; and (4) biodistribution, pharma-
cokinetic, dosimetry, and imaging studies that reveal tumor and normal tissue 
uptake in vivo in an animal model and predict radiation absorbed doses in 
humans.

6.7.7.1 Evaluation of the Homogeneity of Radiopharmaceutical Bioconjugates

Evaluation of homogeneity is especially important for mAbs or peptides conjugated 
to chelators for labeling with radiometals (Section 6.7.6). Substitution of these 
biomolecules with too many chelators may signifi cantly decrease their immunore-
activity or receptor-binding affi nity [159]. The substitution level (moles chelators/
mole of biomolecule) may be measured by spectrophotometric, fl uorescence, or 
radiochemical assays. For example, HYNIC substitution in biomolecules intended 
to be labeled with 99mTc or 186Re/188Re (see sections 6.7.1 and 6.7.2) can be measured 
by a colorimetric assay that relies on reaction of the HYNIC groups with p-
nitrobenzaldehyde to form a complex that absorbs at 385 nm [162]. DTPA substitu-
tion for labeling biomolecules with 111In (see Section 6.7.6.3) can be measured by 
several different techniques: (1) radiochemical assays that rely on the binding of 
111In or 57Co by DTPA [141, 250]; (2) spectrophotometric assays that generate a 
colored arsenazo III DTPA complex [251]; (3) fl uorescence assays that measure 
the binding of europium(III) by DTPA [252]; or (4) immunoelectrofocusing (IEF) 
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that reveals changes in pI associated with DTPA substitution [253]. The most 
common method is simply to radiolabel an aliquot of the impure DTPA conjugation 
mixture with a trace amount of 111In and separate the resulting 111In–DTPA–
biomolecule from free 111In–DTPA by silica gel instant thin-layer chromatography 
(ITLC–SG) developed in 100-mM sodium citrate, pH 5.0. The conjugation effi -
ciency is then calculated from the ITLC–SG results and multiplied by the molar 
ratio of cDTPAA : antibody/peptide used in the reaction to estimate the average 
number of moles of DTPA per mole of biomolecule. Typically, a substitution level 
of one to two moles DTPA per mole of biomolecule is desirable to minimize polym-
erization and/or interference in immunoreactivity or receptor-binding affi nity 
[159]. The number of DOTA chelators introduced into antibodies or peptides for 
labeling with 90Y, 68Ga, 177Lu, 212Bi, or 225Ac (see Sections 6.7.4, 6.7.5, 6.7.7, and 6.7.8) 
can be measured by a spectrophotometric assay, which measures the decrease in 
absorbance at 656 nm for a Pb(II)–arsenazo III complex upon transchelation of 
Pb2+ to DOTA [254].

The polymerization of biomolecules as a consequence of metal chelator substitu-
tion may be assessed by size-exclusion HPLC with UV detection (Figure 6.7-10) 
or by sodium dodecylsulfonate–polyacrylamide gel electrophoresis (SDS–PAGE; 
Figure 6.7-10). Polymerization is most commonly due to cross-linking of mAbs or 
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Figure 6.7-10. Two analytical methods used to assess the purity and homogeneity of metal-
chelated monoclonal antibodies or peptides. Left Panel: Size-exclusion HPLC analysis of 
trastuzumab (Herceptin) IgG conjugated with the bicyclic anhydride of DTPA (cDTPAA) 
on a BioSep-SEC-S2000 column eluted with 150-mM sodium chloride/10-mM sodium 
phosphate buffer, pH 6.8, at a fl ow rate of 0.6 mL/min with UV detection at 280 nm. The 
molar ratio of cDTPAA : IgG was 4 : 1. Peak with a retention time (tR) of 7.81 minutes rep-
resents a DTPA-conjugated trastuzumab monomer. Peak with tR of 7.15 minutes represents 
a DTPA–trastuzumab dimer caused by cross-linking of the antibody molecules through the 
two chemically reactive groups on cDTPAA. Peak with tR of 13.0 minutes represents a small 
amount of unconjugated DTPA (detected through a change in refractive index). Right 
Panel: SDS–PAGE analysis of trastuzumab (Herceptin) IgG conjugated with cDTPAA on 
a 4–10% Tris HCl gradient mini-gel stained with Coomassie Brilliant Blue. There is an 
increase in the proportion of dimerized (300 kDa) and polymerized (>300 kDa) IgG species 
as the molar ratio of cDTPAA : IgG is increased from 1 : 1 to 50 : 1. (Data generously pro-
vided by Kristin McLarty.)



peptides by bifunctional chelators such as cDTPAA that contain two reactive 
groups that interact with ε-amino groups on lysines on two separate biomolecules 
(intermolecular linkage) or within one biomolecule (intramolecular linkage) [141, 
151]. Such polymerization can be eliminated by using a bifunctional chelator that 
contains only a single reactive group (e.g., SCN–Bz–DTPA). The level of polym-
erization that is tolerable depends on the biomolecule, but less than 10% of higher 
molecular weight species is desirable to avoid diminishing immunoreactivity or 
receptor-bindng affi nity, as well as to minimize sequestration by the reticuloendo-
thelial system (RES) [158].

6.7.7.2 Measurement of Radiochemical Purity (RCP)

In our laboratory, we determine the radiochemical purity (RCP) of radio labeled 
mAbs or peptides by size-exclusion HPLC on a BioSep SEC-S 2000 column 
(Phenomenex, Canada) eluted with 100-mM sodium phosphate buffer, pH 7.4 at a 
fl ow rate of 1.0 mL/minute, and interfaced with a PerkinElmer diode array detector 
set at 280 nm and an FSA radioactivity detector (Figure 6.7-11). The RCP of radio-
labeled peptides could also be measured by reversed-phase HPLC on a C-18 
column eluted with trifl uoroacetic acid/methanol/water combinations. Through 
overlaying the UV and radioactivity traces, these HPLC chromatograms confi rm 
that the biomolecule is radiolabeled. Furthermore, they identify and quantify any 
radiochemical impurities, such as free radiolabeled chelators or radionuclides. 
However, for rapid measurement of RCP, paper chromatography or ITLC systems 
are more commonly used. The level of RCP purity required for radiolabeled mAbs 
and peptides depends on their intended clinical application and the toxicity associ-
ated with the impurities. An RCP > 90% would be acceptable for mAbs or peptides 
labeled with a single γ-photon-emitter (e.g., 99mTc or 111In) or a short-lived positron-
emitter (e.g., 18F or 68Ga) and intended for tumor imaging. On the other hand, 
biomolecules labeled with α-emitters (e.g., 211At) or β-emitters (e.g., 131I or 90Y) for 
targeted in situ radiotherapy of malignancies require a higher RCP (>95%) because 
of the larger amounts of radioactivity administered and the inherent toxicity of the 
radiochemical impurities, particularly if they concentrate in a sensitive organ (e.g., 
bone or thyroid). For example, free 90Y is sequestered in vivo by bone, increasing 
the risk for bone marrow toxicity [255].

6.7.7.3 Measurement of Immunoreactivity or Receptor-Binding Properties

The immunoreactivity or receptor-binding characteristics of mAbs or peptides con-
jugated to chelators for radiometal labeling must be assessed because these effect 
tumor uptake in vivo [159]. Similarly, these properties should be evaluated for the 
fi nal radiolabeled biomolecules. Two parameters are measured: (1) the antigen/
receptor-binding affi nity and (2) the immunoreactive fraction (IRF) or receptor-
binding fraction (RBF). The affi nity constant (Ka) or dissociation constant (Kd) are 
measured in direct or indirect competition antigen/receptor-binding assays and 
compared with those of the unmodifi ed mAbs or peptides. Direct binding assays 
(previously known as Scatchard assays) are performed by incubating increasing 
concentrations of radiolabeled mAbs or peptides with tumor cells that express the 
target epitopes/receptors. These assays may also be performed by incubating the 
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Figure 6.7-11. Left Panel: A size-exclusion HPLC system with a diode array UV detector 
and FSA fl ow-through radioactivity detector for evaluating the radiochemical purity and 
homogeneity of radiolabeled monoclonal antibodies and peptides. Right Panel: Typical 
HPLC chromatograms obtained for analysis of 111In–DTPA-conjugated trastuzumab 
(Herceptin). The radioactivity signal is offset from the UV signal because of the distance 
of tubing between the two detectors, which are in sequence. The radioactivity signal has 
less resolution than the UV signal due to its larger fl ow cell. 111In–DTPA–trastuzumab IgG 
in this example has less than 5% free 111In–DTPA impurity (indicated by small peak on the 
radioactivity trace at tR = 13.8 minutes). The major peak with tR of 7.7 minutes in the UV 
trace and 9.5 minutes in the radioactivity trace represents a 111In–DTPA–trastuzumab IgG 
monomer. The smaller peak with tR of 7.1 minutes in the UV trace and 8.25 minutes in the 
radio activity trace represents a 111In–DTPA–trastuzumab IgG dimer. (Data generously 
provided by Kristin McLarty.) (This fi gure is available in full color at ftp://ftp.wiley.com/
public/sci_ tech_med/pharmaceutical_biotech/.)

radiolabeled biomolecules with purifi ed antigens/receptors coated onto wells in a 
micro ELISA plate. The binding of the radiolabeled biomolecules to the cells is 
measured in the absence [total binding (TB)] or presence [nonspecifi c binding 
(NSB)] of an excess (e.g., 100 nM) of non-radiolabeled biomolecules to saturate the 
epitopes/receptors on the cells. Specifi c binding (SB) is obtained by subtracting 
NSB from TB and is plotted versus the concentration of radiolabeled mAbs or pep-
tides (Figure 6.7-12). The curve is fi tted to a direct antigen/receptor-binding model 
using nonlinear fi tting software (e.g., Prism; Graphpad Software, San Diego, CA) 
and the Ka and maximum number of binding sites/cell (Bmax) estimated. Competi-
tion radioligand binding assays can be performed by measuring the binding of 
radiolabeled mAbs or peptides to cells displaying the target epitopes or receptors in 
the presence of increasing concentrations of unmodifi ed biomolecules. The Kd is 



then estimated from the concentration of unmodifi ed antibodies or peptides required 
to displace 50% of the initial binding of the radiolabeled biomolecules to the cells. 
Finally, the IRF or RBF of radiolabeled mAbs or peptides may be measured by the 
Lindmo assay [256]. In this assay, a small amount of radiolabeled biomolecules (e.
g., 5–10 ng) is incubated with increasing concentrations of cancer cells that display 
the target epitopes/receptors. The total radioactivity counts added divided by the 
bound counts (T/B) is plotted versus the inverse of the cell concentration (1/[cells]). 
The intercept on the ordinate of this plot is 1/IRF or 1/RBF (Figure 6.7-12, right 
panel). The IRF or RBF provides information that is different than that of Ka or Kd,
in that these parameters describe the fraction of radiolabeled biomolecules that can 
bind their target epitopes/receptors at “infi nite antigen excess,” irrespective of their 
binding affi nity. Ideally, measurement of Ka or Kd as well as determination of IRF 
or RBF should be performed to assess immunoreactivity or receptor-binding 
characteristics.

6.7.7.4 Evaluation of In Vitro and In Vivo Stability

Studies to evaluate the in vitro and in vivo stability of radiolabeled mAbs and 
peptides are an integral part of their development. Kits used to prepare radiola-
beled biomolecules (Section 6.7.7.7) must meet specifi cations established for label-
ing effi ciency, immunoreactivity/receptor binding, homogeneity, sterility and 
apyrogenicity, and other quality control tests over the expected storage period 
[145]. Similarly, the radiolabeled biomolecule must maintain the specifi ed level of 
RCP over the interval from the time of labeling until it is administered. The results 
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Figure 6.7-12. Left Panel: Results for a direct binding assay for a 111In–DTPA–trastuzumab 
(Herceptin) IgG incubated with SK–BR-3 human breast cancer cells over expressing HER2/
neu. The Ka and Bmax in this example were 1.2 × 108 L/mole and 1.0 × 106 receptors/cell, 
respectively. Right Panel: Results for measurement of the immunoreactive fraction (IRF) 
of a 111In–DTPA–trastuzumab IgG incubated with SK–BR-3 cells using the Lindmo method 
[256]. In this example, the intercept on the ordinate (1/IRF) was 1.7 and the IRF was 
therefore 0.59. (Data generously provided by Kristin McLarty.)
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of these stability studies will defi ne the expiry times for the kits and/or radiolabeled 
mAbs or peptides [145]. The stability of the radiolabeled biomolecules in vitro in 
biologically relevant media such as plasma or serum must also be determined. The 
anticipated mechanism of loss of radiolabel in vivo should be taken into account 
in designing these studies. For example, studies examining the transchelation of 
radiometal to trans ferrin in serum/plasma are necessary for 111In- or 67Ga-labeled 
biomolecules [151], whereas studies that measure transchelation to albumin or 
other copper-binding proteins are required for 64Cu/67Cu-labeled biomolecules 
[224]. Cysteine-challenge studies are required for 99mTc-labeled biomolecules, 
especially those labeled using the Schwartz technique [94, 257]. Frequently, stabil-
ity in vitro does not predict stability in vivo, because the radiolabeled biomolecules 
may be catabolized in tissues, resulting in release and redistribution of the radio-
nuclide. For example, radioiodinated proteins are stable in vitro in serum/plasma 
but in vivo may be internalized by tumor and normal cells, in which they are rapidly 
catabolized by lysosomal proteases and deiodinases, resulting in release and redis-
tribution of free radioiodine. This instability in vivo can be addressed by employing 
residualizing radio-iodination techniques (Section 6.7.5.1). Nevertheless, due to the 
limitations of in vitro stability studies, it is important to evaluate the stability of 
radiolabeled mAbs and peptides in vivo by chromatographic analysis of plasma/
serum samples to identify any circulating radioactive catabolites, as well as by 
monitoring changes in tissue distribution of radioactivity over time by imaging or 
biodistribution studies (see Section 6.7.7.5). In these studies, it is critical to sample 
tissues that are known to sequester the radionuclide, should it be released from the 
biomolecule, i.e., bone for 90Y or 177Lu and thyroid and stomach for iodine radio-
nuclides. Noninvasive SPECT or PET imaging studies in humans allow these stabil-
ity studies to be continued into clinical trials of the radiolabeled biomolecules.

6.7.7.5 Preclinical Biodistribution, Tumor Imaging, and Dosimetry Studies

It is important to evaluate the tumor and normal tissue distribution of radiolabeled 
biomolecules in an animal model. For radiolabeled mAbs and peptides intended 
to target solid tumors, these studies are performed in athymic mice implanted 
subcutaneously (s.c.) with human tumor xenografts [18, 108, 120, 132, 258]. In the 
case of hematological malignancies (e.g., B-cell lymphoma or leukemias), athymic 
or non-obese diabetic severe combined immunodefi cient (NOD-scid) mice may be 
engrafted s.c. or inoculated intravenously (i.v.) with malignant cells to establish a 
tumor model [259–261]. Tumor-bearing mice are injected i.v. with 25–100 μCi (0.9–
3.7 MBq) of radiolabeled mAbs or peptides. Control groups may consist of (1) mice 
bearing the same tumors but injected with radiolabeled nonspecifi c biomolecules 
that do not recognize the target epitopes/receptors, (2) mice bearing these tumors 
but injected with the radiolabeled mAbs or peptides mixed with a large excess of 
unlabeled biomolecules to saturate the epitopes/receptors, or (3) mice implanted 
with a tumor that does not express the target epitopes/receptors and receiving the 
radiolabeled mAbs or peptides. Goups of fi ve to six mice are sacrifi ced at selected 
times postinjection (p.i.) depending on the anticipated pharmacokinetics. The 
tumor and samples of blood and normal tissues are obtained and weighed, and the 
radioactivity in each is measured by γ-scintillation counting. For pure β-emitters 
(e.g., 90Y), liquid scintillation counting may be used to measure the radioactivity 



in tissues, or alternatively, the Bremstrahlung radiation caused by interaction of 
the β-particles with the tissues can be measured in a γ-counter. The tumor and 
normal tissue uptake is expressed as the percent injected dose per gram of tissue 
(% i.d./g). The tumor/blood (T/B) and T/NT ratios are calculated. Tumor uptake 
varies from 1% to 2% i.d./g for radiolabeled peptides to as high as 10% to 20% 
i.d./g for intact IgG mAbs [18]. Tumor uptake should be signifi cantly greater than 
that in control groups of mice. The T/B ratio should be >2 : 1 and, ideally, as high 
as 5 : 1 to 10 : 1. In addition to biodistribution studies, imaging studies of γ-emitting 
or positron-emitting biomolecules may be performed using dedicated high-
resolution (1–2 mm) microSPECT or microPET small animal imaging devices 
(Figure 6.7-13) [262, 263]. These images can be quantifi ed by region-of-interest 
(ROI) analysis and are useful to follow any changes in the biodistribution of 
radioactivity in an individual animal over time. In addition, preclinical small 
animal imaging studies provide “proof-of-principle” for radiolabeled biomolecules 
intended for tumor imaging applications in humans. The results of biodistribution 
and imaging studies can be used to predict the radiation absorbed doses to 
organs in humans for subsequent clinical trials using computer software such as 
OLINDA [264, 265].

6.7.7.6 Preclinical Studies to Evaluate Anti-Tumor Effects and Normal 
Tissue Toxicity

Radiolabeled mAbs and peptides intended for RIT or PDRT of malignancies need 
to be fi rst evaluated preclinically in mouse tumor xenograft models. These studies 
involve administration of increasing doses of the radiolabeled biomolecules to mice 
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Figure 6.7-13. Imaging of an athymic mouse bearing a subcutaneous HER2/neu-positive 
BT-474 human breast cancer xenograft (arrow) at 72 hours postintravenous (tail vein) injec-
tion of 111In-DTPA-trastuzumab (Herceptin). The tumor is clearly visualized using the 
radiopharmaceutical. (Image generously provided by Kristin McLarty and Deborah 
Scollard.) (This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_ tech_
med/pharmaceutical_biotech/.)
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and monitoring the tumor growth or survival of the animals over time [258]. 
Control groups of mice receive either the formulation vehicle (e.g., saline) or the 
nonspecifi c radiolabeled mAbs of the same class and isotype or peptides that do 
not recognize the target epitopes/receptors. Generalized and gastrointestinal toxic-
ity is monitored by weighing the animals every few days to identify any weight loss 
(>10%), whereas bone marrow toxicity is assessed by determining leukocyte, red 
blood cell, and platelet counts in blood samples. Liver toxicity is evaluated by fol-
lowing serum transaminases, whereas kidney toxicity is determined by measuring 
serum creatinine. Hematopoietic toxicity, if present, is usually observed within 2–3 
weeks after injection of the radiolabeled biomolecules and normalizes within 6–8 
weeks, whereas liver and kidney toxicity may require an extended observation 
period (4–8 weeks). An ideal radiotherapeutic agent will exhibit clearly evident 
and specifi c antitumor effects with minimal–moderate and manageable normal 
tissue toxicity [258].

6.7.7.7 Kit Formulation and Associated Pharmaceutical Testing

Labeling methods for mAbs and peptides that involve the chelation of radiometals 
(e.g., 99mTc, 111In, 68Ga, 90Y, 177Lu, and 64Cu) allow formulation of radiopharmaceuti-
cal kits [99, 145]. These kits consist of a unit dose of a solution of the metal 
chelator–biomolecule conjugates dispensed into a glass vial sealed with a rubber 
septum and aluminum crimp. The kits may be stored at 2–8°C, kept frozen at −
10°C, or lyophilized, depending on the particular mAb or peptide. Radiolabeling 
is performed simply by adding a buffered solution of the radionuclide to the vial 
and incubating for a predetermined period of time and temperature. The kits are 
designed such that the labeling effi ciency is >90–95%, thus requiring no post-
labeling purifi cation and only minimal quality control testing (e.g., assay for total 
radioactivity, pH measurement, and RCP testing). Other quality control testing 
procedures are performed on the kit formulation before its use for labeling biomol-
ecules. These tests include protein/peptide purity and homogeneity, evaluation of 
immunoreactivity or receptor-binding properties, estimation of the level of chelator 
substitution, measurement of protein concentration and pH, and stability studies. 
Key pharmaceutical tests such as the USP Sterility Test and USP Bacterial Endo-
toxins Test also need to be performed on the kits. The radiolabeled biomolecules 
may be tested retrospectively for sterility and apyrogenicity, provided that the kits 
have been validated using trial batches to produce a sterile, apyrogenic product.

6.7.8 SUMMARY

Radiolabeled mAbs and peptides offer the opportunity for molecular imaging of 
tumors in order to probe their phenotypic properties. Various strategies have been 
developed for labeling these biomolecules with single γ-photon-emitters or posi-
tron-emitters for SPECT and PET imaging, respectively. These approaches can be 
extended for labeling biomolecules with α- or β-emitters or radionuclides that emit 
Auger and conversion electrons for targeted in situ radiotherapy of malignancies. 
Establishment of specifi cations for radiolabeled mAbs and peptides supported by 
comprehensive characterization testing procedures assures the quality of these 
novel biopharmaceuticals for human evaluation in clinical trials.
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7.1.1 INTRODUCTION

Human gene therapy (HGT) is defi ned as the transfer of nucleic acids (DNA or 
RNA) to somatic cells of a patient, which results in a therapeutic effect, by either 
(1) correcting genetic defects, (2) overexpressing proteins that are therapeutically 
useful, or (3) inhibiting the production of “harmful” proteins (e.g., by shRNA). 
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Although it has several theoretical advantages, so far HGT has not delivered the 
promised results: Convincing clinical effi cacy in pivotal phase III clinical trials has 
not yet been demonstrated in the United States or Europe (although two gene 
therapy products for cancer treatment have recently been approved and marketed 
in China). HGT is a complex process, involving multiple steps in the human body 
(delivery to organs, tissue targeting, cellular traffi cking, regulation of gene expres-
sion level and duration, biological activity of therapeutic protein, safety of the 
vector and gene product, to name just a few), most of which are not completely 
understood.

In most applications, gene therapy represents a new, innovative drug delivery 
system making use of the technical and scientifi c advances of the last two decades 
in microbiology, virology, organic chemistry, molecular biology, biochemistry, cell 
biology, genetics, genomics, and genetic engineering. It is more than “gene trans-
fer,” which is only a part of the complex, multiphase process of identifi cation, 
manufacturing, preclinical testing, and clinical development of gene therapy prod-
ucts (see Section 7.1.3).

The prerequisites of successful HGT include therapeutically suitable genes (with 
a proven role in pathophysiology of the disease either by its lack, mutation, or 
overexpression), appropriate gene delivery systems (e.g., viral and nonviral vectors), 
proof of principle of effi cacy and safety in appropriate preclinical models, and suit-
able manufacturing and analytical processes to provide well-defi ned HGT products 
for clinical investigations.

The principle of gene therapy has specifi c therapeutic advantages over existing 
therapeutic modalities (such as small molecules or biologics) in certain disease 
indications. These include (1) correction of the genetic cause of a disease, (2) selec-
tive treatment of affected (diseased) cells and tissues (the cells and tissues produce 
their own “remedy”), and (3) long-term treatment after a single application. It may 
be best suited for so-called “nondrugable” targets (i.e., the modulation of target 
molecule is not feasible with small-molecule or protein drugs). Based on these 
theoretical principles, at the time of its fi rst introduction more than 17 years ago, 
gene therapy promised to be an effective and safe treatment modality, which will 
soon cure diseases and replace classic therapies.

Over the past few years, signifi cant progress has been made in various enabling 
technologies and in the molecular understanding of diseases and the manufactur-
ing of vectors. These advances, combined with the growing experience with gene 
transfer in humans, promises to contribute to the ultimate success of this new class 
of therapeutics.

7.1.2 BASIC PRINCIPLES

7.1.2.1 From Nucleic Acid Delivery to Therapeutic Effects

Gene therapy consists of multiple biological processes in the body, the exact nature 
of which is in most cases still unknown (Figure 7.1-1). Gene therapy is initiated 
with the introduction of an appropriate vector (viral or nonviral) either into the 
body locally (direct tissue injection), into body cavities (e.g., peritoneum or cerebro-
spinal fl uid), or into the bloodstream (systemic delivery). The vector needs to “fi nd” 



Figure 7.1-1. Multiple biological processes of in vivo gene transfer. The following main 
steps are required for successful gene transfer in the human body: (1) vector (viral, nonviral, 
cell-based) delivery (localized tissue delivery or systemic delivery via blood circulation) of 
a gene (DNA); (2) vector “recognition” by specifi c receptors (Rv) on cells in target tissue; 
(3) uptake of the vector by cells, traffi cking to the nucleus and delivery of vector DNA in 
to the nucleus; (4) transcription (expression) of therapeutic (trans) gene in the nucleus; (5) 
translation of mRNA into therapeutic protein in the cytoplasm; (6) interaction of therapeu-
tic protein with its receptors (Rp) within the “producing” cell (intracrine mechanism), on 
the surface of “producing” cell (autocrine mechanism) or on neighboring “target” cell 
(paracrine mechanism). For some applications, the therapeutic protein enters the circula-
tion and acts distant from the target tissue (endocrine mechanism) (e.g., erythropoietin, 
coagulation factors VIII and IX, and growth hormone); and (7) after interaction with its 
receptor, the protein induces a biological effect, which results in therapeutic benefi ts. 
(Reproduced with permission from Pergamon Press.)
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its target tissue, after which it enters the target cell membrane and traffi cs through 
the cytoplasm to reach and enter the nucleus. Once there, the therapeutic (trans)gene 
needs to be transcribed and the formed mRNA needs to be appropriately trans-
lated into the therapeutic protein. The protein then acts on its receptor(s) either 
on the cell that produced it (intracrine or autocrine mechanism), on neighboring 
cells (paracrine mechanism), or at distant sites after entering the blood circulation 
(endocrine mechanism, e.g., erythropoietin, coagulation factors, and growth 
hormone). Finally, after interacting with its receptor, the protein needs to induce 
an appropriate biological effect that results in therapeutic benefi ts. For gene cor-
rection or gene knock-down approaches, the steps are similar to those outlined 
above, except that the last step is modifi cation of the genome (“gene correction”) 
or blockade of mRNA transcription (siRNA/shRNA) of endogenous genes, 
respectively.

Although the factors needed for successful gene therapy are not different from 
any new therapeutic modality (which include technical [gene delivery and expres-
sion], clinical [therapeutic effi cacy and safety], and socioeconomic factors), the 
specifi c technical success factors are unique for gene therapy approaches. They 
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include the choice of appropriate therapeutic gene(s) (with a proven role in the 
pathomechanism of the disease, specifi cally targeted and of suffi cient potency), 
gene delivery systems (of suffi cient targeting ability, transfection effi ciency, and 
safety), and gene expression regulation systems to control the level and timing of 
transgene expression.

The therapeutic and socioeconomic success of gene therapy products includes 
the requirement that the benefi ts of gene therapy should outweigh the risks and 
should offer advantages over conventional (usually less expensive) treatments, 
before this new approach will become accepted in the general medical practice.

7.1.2.2 Essential Components and Selected Technical Features of a Gene 
Therapy Product

Gene Delivery Vectors. The goal in the discovery and development of most gene 
therapy vectors is to deliver and express genes at the appropriate site and at 
therapeutically meaningful levels in a controlled manner. The fi rst-generation 
gene therapy vectors have used the ability of viral systems to deliver genetic 
information to human cells. Attempts are also made to develop nonviral synthetic 
vectors and hybrid synthetic-viral systems that are potentially safer alternatives for 
gene delivery. A third approach uses isolated human cells (stem cells, progenitor 
cells, or somatic cells) as a means to introduce the therapeutic genes into specifi c 
human cell populations where the therapeutic product is required.

Viral Vectors. Viruses “acquired” numerous biological properties over millions of 
years of evolution that allow them to effectively recognize and enter cells, traffi c 
within the cytosol to the nucleus, translocate into the nucleus, and express their 
genes in the host cell (Figure 7.1-2).

The most frequently used viral vectors in clinical trials so far are retro viruses 
and adenoviruses (Table 7.1-1). Several other viral vectors are in preclinical devel-
opment or are under clinical evaluation, including adeno-associated virus (AAV), 
lentivirus, herpes simplex virus (HSV), and others.

Retroviruses can lead to a stable integration of the transfected gene into the host 
genome and therefore produce long-lasting gene transfer. Replication-defi cient 
retroviruses are produced in vitro in specifi c packaging cells transfected previously 
with retroviral genes (G, P, E) that have been deleted from the genome of the 
therapeutic retroviruses. Major limitations of the retroviruses are their low titers, 
their inability to infect nondividing cells, and the potential risk of insertional muta-
genesis. The development of new pseudotyped retroviruses has increased virus 
titers that will permit more effi cient gene transfer.

There are more than 50 known serotypes of adenoviruses, but until recently, 
serotype 5 (Ad5) and to a lesser extent serotype 2 (Ad2) (both class C adenovi-
ruses) have been used as recombinant, nonreplicating gene delivery vectors.
Recombinant Ad5 can be produced in high titer. Ad5 vectors do not lead to stable 
integration of the transgene into the host genome (only at very low frequency in 
cell culture [2]), and they usually remain extrachromosomal and cause only a 
transient transgene expression. Replication-defi cient adenoviruses are produced 
in vitro in specifi c packaging cells that complement gene products (e.g., E1 and E3)
deleted from the genome of the therapeutic adenoviruses. They give effective tran-
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Figure 7.1-2. Cellular recognition, uptake, and traffi cking of adenoviral gene delivery 
vectors. Receptor-mediated entry of adenovirus into cells depends on interaction of two of 
its coat proteins with two different cell-surface receptors. The viral fi ber knob protein medi-
ates attachment to the cell via the CAR. After attachment, an RGD tripeptide motif in the 
penton base protein binds to intergrins (αvβ3 or αvβ5), which mediates internalization. 
Knowledge of these domains and processes helped to design novel strategies to change the 
natural tropism of adenoviral vector (“re-targeting”; see text for details.) Once inside the 
cell, the adenovirus effectively and quickly (within less than 60 minutes) reaches the nucleus 
(via the endosome, microtubules, and the lysosome) and translocates into the nucleus via 
nuclear pores with the help of the nuclear localization signal (NLS) peptide in the viral coat 
protein. (Reproduced with permission from Pergamon Press.)
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TABLE 7.1-1. Gene Delivery Systems (Vectors) Used in 
Gene Therapy Clinical Trials (1989–Present)1

Delivery System Number of Trials

Retrovirus 254
Adenovirus 240
Naked DNA 132
Lipofection 85
Poxvirus 52
Vaccinia virus 30
Herpes simplex virus 26
Adeno-associated virus 19
RNA transfer 10

1 From Ref. 1.
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sient gene expression in proliferating and nonproliferating cells, but fi rst-generation 
adenoviruses have the disadvantage of producing immunological and infl ammatory 
reactions. These complications should be lessened with second-generation adeno-
viral vectors [3].

Some adenoviruses are human pathogens (wild-type Ad5, for example, causes 
the “common cold” syndrome), and most patients have already been exposed to 
them during their lifetime, resulting in the presence of various levels of circulating 
neutralizing anti-viral antibodies (NABs). This exposure may hinder the effective-
ness of their systemic application. Use of viral vectors that are not human patho-
gens (e.g., various serotypes of adenoviruses, AAV, or nonhuman adenoviruses) 
can avoid this problem. Immune response evoked by the fi rst application of the 
viral vector (human or nonhuman) may interfere with their repeated application 
(although the immune response may depend on the route of delivery and dose 
used). First- and second-generation adenoviral vectors have limited cloning size 
(<10 kb), which prevents the use of large therapeutic genes, multiple genes, or 
complex gene regulatory elements. The use of “gutless” adenovirus avoids this 
problem, allowing a cloning capacity of up to ∼30 kb, but fi lling the vector with 
“useless” DNA is a challenge, and so is the proper manufacturing of these modifi ed 
vectors, which require the presence of helper viruses.

AAVs have been used for effective gene transfer to muscle [4]. Numerous AAV 
serotypes have been identifi ed (AAV1–9) recently, with a different tissue tropism, 
which gives us hope for using them in a tissue-specifi c manner [5].

In addition to pseudotyping (retroviruses) or deletion of nonessential viral genes 
(adenoviruses), several other strategies are pursued to improve viral vectors for 
human therapeutic use. This is a very active fi eld, the overview of which is beyond the 
scope of this chapter. Some notable activities include changing viral coat proteins 
(fi bers, pentons, etc.) to redirect the tropism of the virus and incorporation of specifi c 
gene regulatory systems (gene-switches, tissue-specifi c promoters, etc.) to allow 
proper timing, duration, extent, and localization of therapeutic gene expression.

Nonviral Vectors. The existing synthetic vectors (naked DNA, cationic liposomes, 
etc.) are far from being perfect delivery systems. Although they are less pathogenic 
and may have reduced toxicity compared with some existing viral vectors, depend-
ing on the dose injected, liposomes may aggregate in the blood and can cause severe 
toxic reactions [6].

Plasmid and liposome complexes are easy to produce and are safer, but they 
have low gene-transfer effi ciency. However, novel lipid formulations and synthe tic 
cationic polymer carriers have clearly improved the effectiveness of plasmid-
mediated gene transfer [7–9].

In the future, the “perfect” gene delivery vector may be synthetic, incorporating 
many advantages of viruses (which over their evolution acquired the perfection of 
gene delivery to host organisms, such as dense DNA “packaging,” cell recognition, 
cellular uptake, cytosolic traffi cking, effi cient nuclear uptake, and gene expression 
in the host cell nucleus, Figure 7.1-3), but avoiding the unwanted properties of 
viruses (e.g., off-target tropism, pathogenicity, cell toxicity, and immune and infl am-
matory reactions).

Dense DNA packaging (a prerequisite for effi cient gene transfer) can be achieved 
by using, for example, protamine sulfate (a “trick” borrowed from sperm cells, 



which similar to viruses package DNA effi ciently). The particle should be “shielded” 
from binding to plasma proteins, blood cells, or to each other to allow longer cir-
culating plasma half-life and more effi cient uptake in target tissues (e.g., at the site 
of leaky vessels in tumors) (“passive” targeting). They will be engineered to contain 
cell recognition ligands (e.g., transferring for proper “active” targeting of cancer 
cells), cell membrane fusion proteins, and nuclear localization signals (all “bor-
rowed” from viruses) for effi cient cellular traffi cking. Chromosomal localization 
and insertion for long-term expression of the therapeutic gene will be achieved by 
adding, for example, the rep gene, which allows targeting and insertion of the DNA 
to chromosome 19 [10]. These examples are just a few that are being tested today. 
However, even more sophisticated systems can be expected in the future, along 
with appropriate manufacturing and analytical processes, which will allow their 
introduction to human subjects.

Cell-Based Delivery of Therapeutic Genes. Although cell therapies have been 
used in medicine for several decades (e.g., blood transfusion), the use of cells 
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Figure 7.1-3. The “ideal” synthetic (nonviral) gene delivery vector. After dense DNA 
packaging is accomplished (e.g., by protamine sulfate), the surface of synthetic particles 
(which is usually positively charged) needs to be “shielded” (e.g., by poly (ethylene-glycol) 
[PEG]) so that they do not attach to blood elements or to each other and, therefore, have 
an extended circulating plasma half-life (1) (passive targeting to “leaky” vessels”). The 
surface of the particles will contain specifi c ligands for active targeting to selected cells/
tissues (2). By engineering viral fusion proteins to the particle coat, cell entry is facilitated 
(3). Cellular traffi cking will be enhanced and intracellular degradation of DNA prevented 
(4). Nuclear uptake will be facilitated by viral nuclear localization signal (NLS) peptides 
(5). Chromosomal localization will be augmented (e.g., by the rep gene, which allows target-
ing to chromosome 19) and gene expression regulated by specifi c transcriptional control 
elements (6). (Reproduced with permission from Pergamon Press.)
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manipulated ex vivo with therapeutic genes and then reintroduced into patients 
offers a new strategy by which to deliver therapeutic genes.

Human hematopoietic stem cells, mesenchymal stem cells, neuronal stem cells, 
embryonic stem cells, and peripheral T cells are the focus of ongoing research 
efforts [11, 12]. The panel of stem cells available for gene therapy purposes will 
increase as isolation and culturing procedures improve and appropriate factors are 
identifi ed that can be used to drive their differentiation along distinct cell lineage 
pathways. Issues currently being addressed include the development of vectors 
(e.g., lentiviruses) for effi cient stem cell gene transduction, expression and regula-
tion of therapeutic genes during lineage progression from stem cells to differenti-
ated cells, control of stem cell growth, expansion ex vivo, and engraftment and 
differentiation in vivo. Genetically engineered stem cells or less pluripotent pro-
genitor cells are currently being tested for therapeutic angiogenesis (endothelial 
cell progenitors), Parkinson’s disease (neuronal stem cells), bone marrow trans-
plantation (hematopoiectic stem cells), and AIDS (e.g., hematopoietic stem cells 
transfected with the RevM10 gene) [11–13].

“Customized” Gene Delivery Vectors. It is important to emphasize that there will 
not be a “universal” vector that is optimally useful for all indications. On the con-
trary, each disease target will have a specifi c set of technical requirements, and the 
“perfect” vector for a specifi c disease should be optimized according to these spe-
cifi c criteria. For example, some diseases will require local delivery (e.g., ischemia, 
retinitis pigmentosa, and Parkinson’s disease), whereas others necessitate systemic 
delivery (e.g., cancer). For certain diseases, the gene of a secreted protein (e.g., 
coagulation factors VIII and IX for hemophilia A and B, respectively; growth 
hormone; and erythropoietin) can be expressed in almost any tissue of the body. 
Sometimes only transient, short-lived gene expression will be needed (e.g., thera-
peutic angiogenesis and cancer), whereas in other cases long-term (sometime life-
long) gene expression duration will be necessary (e.g., most monogenic diseases, 
such as familial hypercholesterolemia, hemophilia, and SCID). For certain disease 
targets, most, if not all, target cells need to be transfected (cancer), whereas in 
other cases, this will not be necessary (e.g., with most secreted therapeutic 
proteins).

In certain diseases, tight control of gene expression will not be important (e.g., 
coagulation factors), whereas in others very tight regulation of the gene expression 
will be essential (e.g., insulin). Some diseases will require specifi c targeting of the 
vector for effi cient and safe delivery after systemic application (e.g., cancer). Other 
disease targets will require tissue-or disease-specifi c promoter elements (e.g., arte-
riosclerosis and cancer). In some instances, conditionally inducible gene expression 
regulation (gene-switch) will allow precise dosing and timing of gene expression, 
which will also be an essential element for safety reasons (i.e., ability to “turn off” 
the gene if serious side effects occur).

Most vectors optimized for a certain disease target will consist of multiple “com-
ponents,” each fulfi lling some necessary technical, biological, or therapeutic need. 
As the different elements will probably be perfected (and patented) by different 
companies, the introduction of the optimal multicomponent vector may be diffi cult 
because of intellectual property rights and commercial obstacles.



Gene Delivery Targeting. The effectiveness of gene therapy is determined by a 
combination of the effects of gene delivery into the target tissue, the entry of the 
new genetic material into cells, and the expression of the transfected gene in the 
target tissue (Figure 7.1-1). When specifi c physical or biological targeting methods 
are available, they generally improve the expression of the transfected gene in the 
target organ and reduce gene expression in off-target tissues, which may lead to 
unwanted side effects.

Physical Targeting. A variety of physical gene delivery methods has been intro-
duced to achieve better local tissue targeting of vectors. An example of the effective 
physical targeting is catheter-mediated gene transfer to various regions of the body 
(e.g., feed arteries of organs, such as leg muscles, heart, and liver, or retrograde injec-
tion via veins) [14–16]. Intramuscular injection of plasmid DNA or viral vectors 
encoding angiogenic growth factors has been used in ischaemic myocardium [17] 
and peripheral vascular disease [18, 19]. Another approach to local delivery to small 
arterioles and capillaries is injection of biodegradable microspheres coated with 
recombinant growth factors or plasmid DNA [20]. Ultrasonography [21], alone or 
in combination with microbubbles [22], can also potentially be used to improve the 
effi ciency of gene transfer. For facilitation of intramuscular, intratumoral, or intra-
dermal delivery of naked, plasmid, or cationic liposome-carried DNA, gene gun 
technology [23] and electroporation [24] can be used. Although these delivery 
methods offer certain advantages in specifi c disease targets, they are being progres-
sively replaced by more specifi c biological targeting methods.

Biological Targeting. Biological vector targeting uses modifi cation of viral coat 
proteins (for viral vectors) or surface properties of synthetic vectors (e.g., 
liposomes).

Passive targeting makes use of alteration of the pharmacokinetics of vectors by 
“shielding” them from binding to blood cells, plasma proteins, immunoglobulins, 
unwanted tissues, or to each other, allowing them to circulate for longer periods of 
time in the blood and accumulate in specifi c tissues with “leaky” blood vessels 
(such as tumors).

Active (vector) targeting aims at directing vector binding and uptake to specifi c 
cells in the body by selective “targeting” molecules attached to the surface of the 
vectors by a variety of technologies (e.g., chemical and genetic). Recent advances 
in the biological understanding of adenovirus structure and adenovirus receptor in-
teractions have lead to the development of targeted adenovirus vectors. Receptor-
mediated entry of adenovirus serotype 5 (Ad5) into cells has been found to depend 
on two of its coat proteins. The fi ber knob protein mediates primary attachment 
to the cell via the coxsackie-adenovirus receptor (CAR) protein [25]. After cell 
attachment via fi ber–CAR interaction, an RGD tripeptide motif in the penton base 
protein binds to integrins (αvβ3 and αvβ5) that mediate cellular internalization [26, 
27] (Figure 7.1-2). Other adenovirus serotypes use different cell-surface receptors 
(e.g., the group B adenoviruses bind to CD46 [28]), most of which have not been 
identifi ed yet.

Two basic requirements are necessary to create a (re)targeted Ad5 vector: Inter-
action of adenovirus with its native receptors (e.g., CAR) must be fi rst removed, 
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and novel, tissue-specifi c ligands must be added to the virus [29–31]. Three gen-
eral approaches have been used to achieve these basic requirements. In the “two-
component” approach, a bispecifi c molecule is complexed with the adenovirus [29, 
32]. The bispecifi c component simultaneously blocks native receptor (CAR) binding 
and redirects virus binding to a tissue-specifi c receptor (e.g., to integrins using the 
RGD motif). In the “one-step” approach, the adenovirus is genetically modifi ed in 
the fi ber protein domains to remove native receptor interactions and a novel ligand 
is genetically incorporated into one adenovirus coat protein [31–33]. The third 
approach is to use specifi c polymers to cover the entire virus and “shield” it from 
unwanted interactions. This method creates a truely “stealth” virus, preventing its 
interaction, not only with its primary (CAR, via fi ber) and secondary cell-surface 
receptors (integrins, via penton RGD), but also with plasma proteins (including 
neutralizing antibodies), blood cells, and most tissue sites, providing an ideal situ-
ation for extended persistence in the circulation and passive targeting [34]. The 
polymer coat allows covalent attachment of specifi c “ligands” of choice to its 
surface, effectively retargeting the vector to a desired tissue (active targeting)
[35].

Transcriptional Targeting. Receptor targeting technology can be combined with 
“transcriptional targeting” approaches (by the use of cell-, tissue- or disease-
specifi c promoters).

A tissue- or disease-specifi c promoter will allow therapeutic gene expression 
only in cells that express transcription factor proteins binding to these specifi c 
promoter sites. Some tissue- or disease-specifi c promoters, identifi ed and tested in 
animal models to date, include the promoter of the prostate-specifi c antigen (PSA) 
gene [36], osteocalcin gene [37], glucose “sensing” molecules for insulin gene 
delivery, and hypoxia response element (HRE) activated by hypoxia inducible 
factors (HIFs) in hypoxic/ischemic tissues (e.g., tumors) [38].

Gene Expression Control Systems. Regulating therapeutic gene expression will 
be necessary for both the clinical effi cacy and the safety of most HGT applications. 
Gene therapy offers the promise of replacing frequent injections of an expensive 
therapeutic protein or antibody with an infrequent or even one-time administration 
of a gene delivery vector, which would then provide continuous therapeutic protein 
production at the desired site. An appropriate system of gene expression will 
control and allow titration of protein levels, dosing to be adjusted as the disease 
evolves, and therapy to be initiated repeatedly or terminated at will. Regulation 
can be achieved by a physiological/pathological signal (e.g., glucose and hypoxia) 
[39, 40] or via dose-dependent ligand binding and activation of chimeric transcription 
factor proteins, which then interact with DNA elements incorporated into the 
vector and regulate therapeutic gene expression [41].

Much progress has been made on control systems, where gene expression is 
regulated pharmacologically by a small-molecule drug. Four major systems are 
known to date that have already been tested in animals: those regulated by the 
antiobiotic tetracycline (Tet) [42], the insect steroid ecdysone or its analogs [43], 
the anti-progestin mifepristone (RU486) [44], and chemical dimerizers such as the 
immunosuppressant rapamycin and its analogs [45–47]. They all involve small-
molecule-dependent recruitment of a transcriptional activation domain to a basal 



promoter driving the gene of interest, but they differ in the mechanism of recruit-
ment. Such a pharmacological gene expression regulation system should meet the 
following criteria. Basal expression should be very low and inducible to high levels 
over a wide dose range. Induction should be a positive effect (adding rather than 
removing a drug) and use an orally active small molecule that has no untoward 
pharmacological effects in humans. The regulatory protein(s) should have no 
effects on endogenous gene expression and should be of human origin to minimize 
immunogenicity. An example of one of the most advanced systems (GeneSwitch), 
developed by Valentis, Inc.  (Burlingame, CA) is shown in Figure 7.1-4. It has been 
successfully used for the timing (Figure 7.1-5) and dosing (Figure 7.1-6) of circulat-
ing plasma levels of therapeutic proteins (such as IFNβ) expressed in the hind limb 
muscle of mice after i.m. delivery of their DNA in the form of AAV-1 (Figure 7.1-5) 
or naked plasmid combined with electroporation (Figure 7.1-6).

7.1.2.3 Disease Targets for Gene Therapy

Ever since the fi rst clinical attempt of gene transfer more than 17 years ago, numer-
ous monogenic (Table 7.1-2) and complex (multigenic) diseases (Table 7.1-3) were 
targeted with a large variety of gene therapy strategies.

In 1989, Rosenberg et al. performed the fi rst human gene therapy trial [49] when 
they used a retrovirus to introduce the gene coding for resistance to neomycin into 
human tumor-infi ltrating lymphocytes before infusing them into fi ve patients with 
advanced melanoma.
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Figure 7.1-4. The two-plasmid GeneSwitch gene expression control system. Plasmid 1 
contains the DNA of the mutated ligand binding domain (LBD) of the human progesterone 
receptor (hPR) driven by a tissue specifi c promoter (e.g., actin promoter for muscle applica-
tions). It also contains the GAL4 DNA-binding domain and the p65 activator domain (all 
combined called the “regulator protein”). After expression, the regulator protein remains 
inactive until an anti-progestin small molecule compound (e.g., mifepriston, MFP) binds to 
it, and initiates conformation change and dimerization. The active regulator protein binds 
to the promoter region of Plasmid 2, which induces the expression of the therapeutic gene 
of interest (in this example interferon β, IFNβ).
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Figure 7.1-5. Long-term regulated expression of human Interferon b (hIFNb) in mice.
Three groups of male C57B16/J mice (n = 10 each) were injected with hIFNβ protein (50 ng, 
intramuscular, i.m.; diamonds), adeno-associated virus serotype 1 (AAV1) carrying the 
hIFNβ gene driven by the constitutive CMV promoter (1010 vp/animal; i.m.; dotted line), 
or AAV1 carrying the hIFNβ gene regulated by the GeneSwitch (GS) inducible promoter 
(columns). Circulating plasma hIFNβ level (ng/mL) was measured by ELISA. I.m. injection 
of IFNβ protein resulted in transient increase in plasma IFNβ levels with very rapid clear-
ance (T1/2: 6 hours). In contrast, single i.m. injection of AAV1 CMV IFNβ resulted in 
long-term (at least up to 12 months) elevation of plasma hIFNβ protein levels. IFNβ protein 
expression could be repeatedly induced by intraperitoneal (i.p.) administration of MFP 
(once every 6 weeks up to 12 months; arrows) after single i.m. administration of AAV1GS 
IFNβ. The induced plasma hIFNβ levels from the GS construct were similar to the sus-
tained plasma levels produced by the constitutive (CMV) promoter.

Figure 7.1-6. Reproducible dose-dependent induction of IFNb by Mifepristone (MFP).
C57B16/J mice (n = 35) were injected intramuscularly (followed by electroporation) with a 
plasmid (250 μg) containing the murine (m) IFNβ gene regulated by GeneSwitch upon 
induction by MFP. Groups of mice (n = 5 each) were given different doses (0 to 1 mg/kg) 
of MFP intraperitonally (i.p.). Plasmid injection and MFP dose-response were repeated 
three times, every other month, for 6 months. The level of mIFNβ protein in plasma was 
estimated by the IFNβ-induced marker protein, IP-10. Note the linear dose-response to 
MFP over a two log dose-range (0.01–1.0 mg/kg), which was reproducible upon readminis-
tration of the plasmid.
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TABLE 7.1-2. Disease Targets for Gene Therapy: Monogenic Diseases

Disease Gene(s) Number of Clinical
  Protocols/Trials
  (1990–1999)1

Cystic fi brosis CFTR, α-1-anti-trypsin 24
Severe combined  ADA 3
 immunodefi ciency (SCID)
Gaucher disease Glucocerebrosidase 3
Canavan disease Aspartoacylase 2
Hemophilia A Factor VIII 2
Hemophilia B Factor IX 2
Chronic granulomatous disease Gp91 phox 2
ALS CNTF 1
Familial hypercholesterolemia LDL-R 1
Hunter disease ldurinate-2-sulfatase 1
Leukocyte adherence defi ciency CD 18 1
Muscular dystrophy Sarcoglycan, dystrophin,  1
  utrophin
Fanconi anemia Group A gene 1
Purine nucleoside phosphorylase PNP 1
 defi ciency
Ornithin transcarbamylase  OTC 1
 defi ciency

1 From Ref. 48.

TABLE 7.1-3. Disease Targets for Gene Therapy: Multigenic Diseases1

Cancer Vascular disease
Gynecological: breast, ovary, cervix Peripheral arterial disease
Nervous system: glioblastoma, leptomeningeal Coronary heart disease
 carcinomatosis, glioma, astrocytoma,  Venous ulcers
 neuroblastoma Vascular complications of
Gastrointestinal: colon, colorectal, liver  diabetes
 mestastases, post-hepatitis liver cancer
Genito urinary: prostate, renal Other diseases
Skin: melanoma Infl ammatory bowel disease
Head and neck Rheumatoid arthritis
Lung: adenocarcinoma, small cell, non-small cell  Chronic renal disease
Mesothelioma Carpal tunnel syndrome
Hematological: leukemia, lymphoma, multiple Alzheimer’s disease
Myeloma Fractures
Sarcoma Diabetic neuropathy
Germ cell tumors Parkinson’s disease
 Erectile dysfunction
Infectious Superfi cial corneal opacity
HIV/AIDS Retinitis pigmentosa
Tetanus Glaucoma
CMV infection
Adenovirus infection

1 From Ref. 1.



956 BASIC PRINCIPLES AND THE ROAD FROM BENCH TO BEDSIDE

The fi rst trials have been designed to establish feasibility and safety, to demon-
strate the expression of therapeutic protein(s) in vivo by the genes transferred, and 
in some cases, to show therapeutic benefi t.

As of January 31, 2004, there were 918 trials in 24 countries on record [1]. The U.S. 
accounts for two thirds of these trials. Cancer is by far the most common disease 
indication, followed by inherited monogenic diseases and cardiovascular diseases. 
Viral vectors have been the most frequently used vehicles for transferring genes into 
human cells, with retroviruses and adenoviruses representing the vast majority. Over 
100 distinct genes have been transferred.

7.1.3 FROM BENCH TO BEDSIDE: THE DEVELOPMENT OF 
AD5FGF-4 TO TREAT PATIENTS WITH RECURRENT ANGINA

A brief summary of the preclinical and early clinical development and manufacturing 
of the Ad5FGF-4 gene therapy product for the facilitation of angiogenesis in patients 
with chronic myocardial ischemia (recurrent angina) is provided below for the purpose 
of illustrating the complex processes involved in the many stages of preclinical and 
clinical development of an HGT product.

7.1.3.1 Preclinical Effi cacy

Specifi c criteria need to be fulfi lled for angiogenic gene therapy to be successful. 
The gene selected should code for a protein with proven angiogenic activity, the 
vector should provide high gene-transfer effi ciency, the delivery technique should 
target the ischemic tissue, and the procedure should be safe, in both the short and 
the long term [50]. In addition, appropriate current Good Manufacturing Practices 
(cGMP) need to be established (for details, see Section 7.1.3.3). Preclinical and 
initial clinical studies indicate that angiogenic gene transfer with Ad5FGF-4, deliv-
ered by a single intracoronary injection, may meet these criteria [16, 50–55].

Proof-of-Concept Study. Preclinical investigation of Ad5FGF-4 involved 
demonstration of myocardial angiogenesis in a porcine model of stress-induced 
myocardial ischemia [51]. In this experimental model, an ameroid constrictor is 
placed around the proximal left circumfl ex coronary artery, leading to gradual 
closure of the artery over the following weeks. The subsequent development of 
collateral vessels allows normal myocardial function and blood perfusion at rest, 
but blood fl ow is insuffi cient to prevent ischemia during periods of increased oxygen 
demand. In the proof-of-concept studies, stress-induced (atrial pacing) left 
ventricular function and blood fl ow changes were evaluated by two-dimensional 
echocardiography approximately 35 days after ameroid placement. Ad5FGF-4 (1011

viral particle [v.p.] per animal) (n = 6) was then administered by intracoronary 
injection. Ventricular function and blood fl ow were reassessed 14 days later, and 
the animals were killed to quantify the presence of adenoviral DNA and FGF-4 
mRNA and protein expression in the myocardium.

Polymerase chain reaction (PCR) and reverse-transcription–PCR (RT–PCR) 
analysis demonstrated the presence of Ad5 DNA and FGF-4 mRNA, respectively, 
in the injected pig hearts [51]. Immunoblotting showed that pigs treated with 



Ad5FGF-4 expressed FGF-4 protein in heart tissue but not in other organs, such 
as the liver and eye. Contractile function, assessed as the degree of wall thickening 
of the ischemic region during atrial pacing, had improved signifi cantly 2 weeks after 
FGF-4 gene transfer compared with preinjection (Figure 7.1-7A). This functional 
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Figure 7.1-7. Proof-of-principle pig studies for angiogenic gene therapy after intracoro-
nary delivery of Ad5FGF-4. (A) Regional contractile function. Basal wall thickening in 
the ischemic region of the ameroid-equipped pig heart was normal, but atrial pacing 
(200 bpm) was associated with reduced wall thickening. At 2 weeks after intracoronary 
Ad5FGF-4 gene transfer (1012 v.p.), there was a 2.3-fold increase in wall thickening in the 
ischemic region during pacing (p < 0.0001); similar to results observed after Ad5FGF-5 
gene transfer. Pigs receiving Ad5LacZ showed a similar degree of pacing-induced defi cit in 
the ischemic region before and 2 weeks after gene transfer. (B) Regional myocardial blood 
fl ow. Before gene transfer, animals showed a defi cit in blood fl ow in the ischemic region 
during pacing. At 2 weeks after Ad5FGF-4 gene transfer, the animals showed improved 
fl ow in the ischemic region (p < 0.0001); this was similar to results observed after Ad5FGF-5 
gene transfer. Pigs receiving Ad5LacZ showed a similar degree of pacing-induced defi cit in 
the ischemic region before and 2 weeks after gene transfer. Columns represent mean values 
for number of experiments shown below the columns; error bars denote 1 SD. (Reproduced 
with permission from Mary Ann Liebert, Inc.)
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improvement was associated with a normalization of regional blood fl ow during 
atrial pacing (Figure 7.1-7B) [51]. Thus, this study provided experimental evidence 
that a single intracoronary injection of Ad5FGF-4 ameliorates defi cits in myocar-
dial blood fl ow and function in the setting of chronic myocardial ischemia in 
pigs.

Follow-up studies in the same pig model showed that the effect of single Ad5FGF-
4 injection lasted at least for 3 months, and that the effect was dose dependent 
[51].

7.1.3.2 Toxicology and Biodistribution

A Good Laboratory Practices (GLP) toxicology and biodistribution study was 
performed to determine the potential adverse effects of Ad5FGF-4 in healthy pigs 
after either intracoronary or left ventricular (systemic) administration (1012 v.p. left 
ventricular, 1010–1012 v.p. intracoronary). Systemic biodistribution of the product 
was also assessed.

This study found no signifi cant test article-related toxicologic effects [51]. PCR 
analysis for adenoviral DNA and RT–PCR analysis for the transgene (FGF-4) 
mRNA were performed to assess vector biodistribution. Adenoviral DNA was 
detected in 27 of 110 organs examined from animals injected intracoronary with 
1012 v.p. Ad5FGF-4. Adenoviral DNA was detected in the lung, liver, spleen, and 
testis. Detectable adenoviral DNA typically decreased over time in most organs. 
The presence of viral DNA in the testis was observed at 5 days but not at 28 or 84 
days. In no case in which adenoviral DNA was present in extracardiac sites was 
transgene expression detectable at the mRNA level after RT–PCR analysis [51]. 
These results (along with cGMP; see Section 7.1.3.3) supported the submission of 
an investigational new drug (IND) application in 1998.

7.1.3.3 cGMP Manufacturing and Characterization of the Gene 
Therapy Vector

This section summarizes the various activities required in the course of cGMP 
manufacturing and testing of the Ad5FGF-4 product for the initiation and advance-
ment of its clinical development and reaching a “well characterized product” status 
with the Regulatory Authorities.

Vector Construction. Construction of the recombinant replication incompetent 
(E1/2 deleted) adenovirus serotype 5 (Ad5) expressing the human FGF-4 cDNA 
required three components: the FGF-4 transgene, a plasmid shuttle vector to carry 
the transgene as well as 5′ Ad5 sequences, and a second plasmid carrying the bulk 
of the Ad5 genome.

The full-length cDNA for human FGF-4 (the “transgene”) was isolated from a 
cDNA library, which was constructed from mRNA of Kaposi’s sarcoma DNA 
transformed NIH3T3 cells [56]. The cDNA that encodes the FGF-4 peptide is 
approximately 1.2 kB in size, and the FGF-4 protein has 206 amino acids, including 
a 33-amino-acid signal peptide at the N-terminus.

Plasmid pACCMVplpASR(-) (the “shuttle vector”) contains the heterologous 
CMV promoter, a polylinker, and SV40 polyadenylation sequences fl anked by 
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partial human Ad5 sequences [57]. The FGF-4 cDNA was subcloned, as an Eco 
R1 fragment, into this adenovirus shuttle vector at its single Eco R1 site.

Plasmid pJM17 (the “adenovirus plasmid”) contains the required Ad5 sequences 
except that the E1 region is disrupted by the insertion of pBR322 sequences [58]. 
A unique feature of this plasmid is the presence of some nonviral sequences in the 
E3 region [59] that become relevant for the viral vector identity testing.

To generate the Ad5FGF-4 viral vector, plasmids pACSR/FGF-4 and pJM17 
were co-transfected into HEK 293 cells using a calcium phosphate method. The 
cells were overlaid with nutrient agarose. Homologous recombination between the 
vectors created E1-deleted, FGF-4 gene-containing vector genomes capable of 
replication in HEK 293 cells.

Master Virus Bank. Six clones were isolated from one round of virus plaque 
purifi cation and were screened for protein expression. One clone was selected, 
amplifi ed on HEK 293 cells, purifi ed by cesium chloride (CsCl) ultracentrifugation, 
and used for preparation of a Master Virus Bank (MVB). A purifi ed Ad5FGF-4 
virus seed was propagated through three consecutive rounds of plaque purifi cation. 
A fi nal plaque was then expanded and purifi ed by anion exchange chromatography, 
sterilized by fi ltration, and stored at −70°C. This virus stock was checked for 
sterility and absence of measurable replication competent adenovirus (RCA). An 
MVB was then created by one additional cycle of propagation in serum-free 
suspension culture of HEK 293 cells, and this virus was purifi ed, aliquoted, and 
frozen. The MVB was tested and confi rmed to be free of RCA as well as adventitious 
agents. The MVB was stored at −70°C.

Master Cell Bank and Manufacturer’s Working Cell Bank. A scalable 
manufacturing process to meet clinical, as well as commercial, needs for recombinant 
adenovirus vector would only be attractive if it could be performed without using 
bovine serum in the culture medium. For these reasons, attachment and serum-
dependent HEK 293 cells were fi rst adapted to suspension culture by direct transfer 
into shake fl asks in a modifi ed William’s essential medium containing 2% fetal 
bovine serum (Hyclone, Gamma irradiated). The cultures were passaged continually 
for over 6 weeks in the same environment until the cells exhibited a consistent 
growth pattern of less than 48 hours of doubling time and greater than 90% 
viability. These suspension-adapted cells were subsequently adapted to serum-free 
medium (modifi ed IS293, Irvine Scientifi c) by gradual weaning. Cells from this 
bank were thawed and expanded and then used to generate a Master Cell Bank 
(MCB). Culture identifi cation as human cells, growth on soft agarose to assess 
potential tumorigenicity, and screening for adventitious agents were also performed 
(according to current cell-line testing guidelines). Starting from the MCB, a 
Manufacturer’s Working Cell Bank (MWCB) was prepared and then similarly 
tested before routine use.

Manufacture of the Bulk Drug Substance. The Ad5FGF-4 vector was manufactured 
under cGMP in a state-of-the-art, validated facility, following Biosafety Level 2 
(BL2) practices. For the preparation of the Ad5FGF-4 drug substance, cells from 
the MWCB and virus from the MVB were employed. The virus was propagated in 
suspension cultures of HEK 293 cells using serum-free medium and the virus 
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progeny was purifi ed using a combination of anion exchange chromatography 
(AIEX) and ultra-fi ltration (UF). The purifi ed bulk drug substance was stored at 
−70°C.

Drug Substance (Virus) Purifi cation. Medium components and extracellular 
(nonviral) contaminants were largely removed from adenoviral infected HEK 293 
cells using three successive physiological buffer solution (PBS) washes and 
centrifugation of the cells at the time of harvest. The harvested cells were then 
frozen in a solution of PBS with 2% sucrose and stored at −70°C, until purifi cation. 
The virus purifi cation process was initiated with two additional cycles of freeze and 
thaw steps. After the fi nal thaw, the ruptured cell suspension was centrifuged to 
remove cell debris. Virus purifi cation was established with a protocol based on 
traditional protein purifi cation techniques: column chromatography and ultra-
fi ltration. Separation from nucleic acid contaminants was achieved by combining 
strategic peak collection and utilization of a tangential fl ow ultra-fi ltration step with 
a 100-kDa molecular-weight cutoff pore size membrane. Both of these purifi cation 
procedures are readily and linearily scaled up and thus can support the large-scale 
production of Ad5FGF-4 for both clinical testings and commercial use.

Manufacture Scale-Up. The adenovirus harvest process consisted of three general 
steps: concentration, lysis, and clarifi cation. In the small-scale process, the intact 
adenovirus-infected cells in culture medium were aliquoted and batch centrifuged 
to achieve a 30-fold concentration, and the supernatant was manually removed and 
replaced with a smaller volume of the freeze buffer. Although suffi cing for harvest 
volumes of no more than 10 L, such a manual process would prove to be inadequate 
on a larger manufacturing scale.

A successful harvest method was identifi ed using continuous centrifugation in 
a Westfalia CSC-6 disk-stack device with a hydroheratic feed system (HHFS). 
Scale-up of the adenovirus harvest process using a continuous centrifuge with 
HHFS has been shown to effi ciently separate and concentrate an infected cell pellet 
while allowing the relatively easy exchange of growth medium for freezing buffer 
without open, manual manipulation. This patented process step combined separa-
tion of the cell pellet from culture medium, medium/buffer exchange, cell concen-
tration, and then cell lysis in a single-unit operation step. The resulting lysate could 
be clarifi ed and the virus purifi ed.

Analytical Techniques and Release Specifi cations of Bulk Virus Lots. The crude 
viral harvest was tested for adventitious agents as needed to comply with current 
regulatory guidelines. Purifi ed virus was tested to confi rm the absence of RCAs, 
residual host cell proteins and DNA, and endotoxin, and to quantify total and 
infectious vector particles and, thus, the infectivity ratio. Bulk virus lots were 
released after meeting specifi cations, which included <1 endotoxin unit/mL and 
infectivity ratios of >2% (infectious titer/total viral particles).

Chromatographic Assays for the Quantitation of Intact Viral Particles. One main 
challenge in the development of the adenovirus purifi cation process is the quantita-
tion of intact viral particles in crude samples. Nonaggregated, purifi ed viral samples 
were easily quantifi ed by the reverse phase (RP)–high-performance liquid chro-



matography (HPLC) method [60]. The RP–HPLC assay quantitates the individual 
structural proteins with UV absorbance at 214 nm as the basis for the measurement 
of the adenovirus concentration. Unfortunately this assay could not be used to 
calculate the yields of the purifi cation steps because it could not reliably quantitate 
crude samples. To solve this problem, an anion exchange (AIEX)–HPLC proce-
dure was developed using a trimethyl anion exchange (TMAE) resin. The TMAE–
HPLC was suitable for the analysis of all in-process samples ranging from clarifi ed 
cell harvest to the fi nal formulated, purifi ed recombinant adenovirus product.

Endpoint Dilution (EPD) Assay for Infectivity. To determine infectivity, an end-
point dilution assay was developed [61]. The precision of this assay has a standard 
deviation of 0.2 when viral titers are expressed in log10.

Replication Competent Adenoviruses (RCA). Recombination between the viral E1 
gene carried by HEK 293 cells and the E1 deleted recombinant adenovirus can and 
does occur at low frequency to generate RCAs, essentially wild-type Ad5 lacking 
the FGF-4 transgene. A highly sensitive assay involving viral amplifi cation and 
cytopathic effect (CPE) readout has been described [62]. The limit of detection of 
this assay was one RCA in 3.2 × 1012 virus particles. Virus banks and bulk Ad5FGF-
4 virus batches testing positive for RCA were not used in clinical studies.

Host Cell Protein Detection by ELISA. Typically biotechnology products have 
been produced in cell lines not of human origin. In such cases, residual host cell 
proteins (HCPs) are perceived as a safety concern to the patient. In the case of 
Ad5FGF-4 produced in HEK 293 cells, it is expected that the patient may respond 
to viral proteins with an immune response, but it is less clear that human HCPs 
will be immunogenic or pose a serious safety concern. One approach to detection 
of such HCP is by enzyme-linked immunosorbent assay (ELISA) using a polyclonal 
antibody reagent such as the HEK 293 HCP detection kit offered by Cygnus Tech-
nologies (Renchesler, MD). This ELISA was used to show a consistent, high HCP 
titer in crude cell lysates and to show that the diethyl-aminoethyl (DEAE) chro-
matography step is suffi cient and reproducible to reduce HCPs to below the level 
of quantitation (20 ng/mL).

Residual DNA. Two methods were used to quantitate residual host cell (HEK 293) 
DNA in Ad5FGF-4 preparations. The fi rst, using membrane hybridization of an 
oligonucleotide probe followed by chemiluminescent detection, was based on a 
procedure described by Walsh et al. [63]. Extracted samples were blotted onto a 
positively charged nylon membrane using a slot blot apparatus, the blot was then 
hybridized with a biotinylated oligonucleotide probe specifi c to the primate alpha-
satellite sequence D17Z1, and the bound probe was detected with a streptavidin–
alkaline phosphatase conjugate, followed by a chemiluminescent alkaline 
phosphatase substrate. The second method used TaqMan PCR quantitation of Alu
repeat sequences in virus samples extracted using the Qiagen QIAAmp Viral RNA 
Mini Kit. In-process sample testing showed that the two methods gave similar 
results, both demonstrating a greater than 3 log reduction in the level of host cell 
DNA by the purifi cation process, with fi nal purifi ed material containing less than 
0.5-ng/mL DNA.
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Product Identity Tests by PCR. The adenoviral backbone of the Ad5FGF-4 
genome is derived from dl309, an Ad5 mutant, commonly used for the construction 
of E1-deleted adenoviral vectors. This mutant has a short stretch of foreign DNA 
inserted in place of a portion of the E3 region [59]. PCR confi rmation of the type 
of adenovirus backbone (dl309 or wild-type Ad5 E3 region) served as a test for 
product identity and purity. It was possible to confi rm transgene orientation as well 
as differentiate the product digest pattern from those obtained from either wt Ad5, 
RCA, or vectors containing different transgenes.

Product Potency Tests. Two assays were developed that measure the potency of the 
FGF-4 protein. In the fi rst case, a “one-step” growth promotion assay is conducted 
on normal, human retinal pigment epithelial cells (ARPE-19). The assay measures 
metabolic activity (Alamar blue dye metabolism) after infection of ARPE-19 cells 
with a serial dilution of the drug substance (Ad5FGF-4). The increase in metabolic 
activity correlated with FGF-4 protein production (determined by an FGF-4 
ELISA), increased de novo DNA synthesis (measured by BrdU incorporation), and 
an increase in cell number.

The second assay measured the production of FGF-4 protein produced in and 
secreted by A549 cells after infection with different doses of Ad5FGF-4. An FGF-4 
specifi c ELISA (R&D Systems) allowed quantitation of FGF-4 protein present in 
the cell culture medium. The FGF-4 produced was confi rmed as biologically active 
by stimulating the growth of ARPE-19 cells (see above).

DNA Sequencing of the Entire Viral Vector. The complete DNA sequence of the 
Ad5FGF-4 genome was determined using double-stranded DNA sequencing of 
Ad5FGF-4 DNA extracted from an MVB expansion. A total of 166 oligonucleotide 
primers were used to obtain overlapping readings from both strands of DNA. The 
observed sequence was compared with that predicted for Ad5FGF-4 by insertion 
of the FGF-4 transgene sequence into the wild-type Ad5 sequence [64], (Genbank 
Accession Number M73260, originally deposited as NC001406), into which the 
dl309 specifi c mutations had been incorporated [59]. The observed sequence 
matched the predicted 5′ 4.9 kB of vector sequence including the FGF-4 transgene. 
The sequence data distal to the transgene (3’ end) confi rmed that the Ad5FGF-4 
backbone was derived from the Ad5 mutant d/309.

Genome Analysis. As a further safety precaution, and as a specifi c regulatory 
request, the DNA sequence of the FGF-4 transgene was analyzed for other possible 
open reading frames (ORFs) that might encode unexpected foreign proteins upon 
infection of target cells with the recombinant adenovirus. This analysis also included 
any reading frames that crossed the transgene/virus junctions and might therefore 
involve viral sequences. The genome analysis confi rmed that only FGF-4 protein 
is made from the transgene carried in Ad5FGF-4.

The cGMP manufacturing and analytical process (outlined above) and the facil-
ity where it took place (Berlex Biosciences, Richmond, CA) have been approved 
by both the U.S. Food and Drug Administration (FDA) and the European Regula-
tory Agencies. Based on the test data, the FDA qualifi ed Ad5FGF-4 as a “well 
characterized product.”



7.1.3.4 Clinical Studies

There are several goals of Ad5FGF-4 angiogenic gene therapy for patients with 
chronic myocardial ischemia. It should promote new collateral vessel formation in 
the heart. In turn, this should increase perfusion of ischemic regions, leading to 
improved myocardial oxygen delivery and left ventricular function. From the 
patient’s perspective, the ultimate goal of treatment should be to reduce or ame-
liorate symptoms of angina, increase exercise capacity, improve quality of life, and 
decrease the long-term risk of acute coronary events (such as acute myocardial 
infarction).

The clinical development program was initiated in 1998 to determine whether 
the improvement in cardiac perfusion and function (without any product-related 
adverse effects) detected in pigs translates into a clinical therapeutic benefi t in 
patients with chronic stable angina. Four clinical studies [Angiogenic Gene Therapy 
(AGENT) phase 1/2 trial, AGENT 2 phase 2 trial, and AGENT 3 and 4 phase 
2B/3 trials] have been initiated, and some (AGENT and AGENT-2) have been 
completed to date.

The Phase 1/2 AGENT Trial. The Angiogenic Gene Therapy Trial (AGENT) 
was the fi rst ever randomized, double-blind, placebo-controlled (12 sites) U.S. 
clinical trial of angiogenic gene therapy for myocardial ischemia. The objectives of 
the AGENT trial were to evaluate the safety and anti-ischemic effects of fi ve 
ascending doses of Ad5FGF-4 (3.2 × 108 to 3.2 × 1010 v.p.), randomizing in a ratio 
of 1 : 2 (placebo : active) in patients with chronic stable exertional angina, who had 
recurring angina despite optimal medical treatment and were not in need of 
immediate surgical revascularization.

A total of 79 patients with chronic stable angina were enrolled. Patients could 
exercise for ≥3 minutes in an exercise treadmill test (ETT) using the modifi ed 
Balke protocol. The adenovirus vector was infused over 90 seconds through sub-
selective catheters into all major patent coronary arteries and grafts, 40% into the 
right coronary distribution and 60% into the left coronary distribution. Repeat 
treadmill exercise tests were performed at 4 and 12 weeks posttreatment.

The increase from baseline in treadmill exercise duration at weeks 4 and 12 was 
greater among patients receiving 1010 v.p. Ad5FGF-4 than among those receiving 
placebo (the difference at week 4 was statistically signifi cant) (Figure 7.1-8) [52]. 
Analysis of the subgroup of patients with a baseline ETT time of <10 minutes 
showed the gene therapy produced a statistically signifi cant increase in exercise 
capacity compared with placebo at 12 weeks (27% vs. 12%; p = 0.01).

The Phase 2 AGENT-2 Trial. AGENT 2 was designed to assess whether Ad5FGF-
4 improved myocardial perfusion in patients with stable angina. It was also designed 
to further evaluate safety. Based on the results of the AGENT trial, a dose of 
1010 v.p. was selected. The primary endpoint was the change in stress-related 
(adenosine-induced) reversible perfusion defect size (RPDS) as assessed by single-
photon emission computed tomography (SPECT), 8 weeks after treatment [52].

A total of 52 patients underwent double-blind randomization (35 to Ad5FGF-4, 
17 to placebo). Total perfusion defect size (PDS) at baseline was 32% and RPDS 
was 20%.
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The mean reduction in RPDS from baseline at 8 weeks posttreatment in the 
Ad5FGF-4 group was 4.2 ± 5.6% (p < 0.001), a 21% decrease from baseline, versus 
a reduction in the placebo group of only 1.6 ± 5.4% (p = 0.32), corresponding to a 
decrease of 8% from baseline (Figure 7.1-9). Similar results were observed for the 
change in total PDS from baseline at 8 weeks posttreatment: Ad5FGF-4 decreased 
total PDS by a mean of 4.6 ± 5.6% (p < 0.001) compared with a reduction of 2.4 ±
6.5% with placebo (p = NS).

More of the patients who received the active product than those who received 
placebo reported complete resolution of angina (30% vs. 13%) and no nitroglycerin 
use (43% vs. 17%) at 8 weeks. In addition, the incidence of worsening/unstable 
angina and revascularation by coronary artery bypass grafting or angioplasty at 12 

Figure 7.1-8. AGENT Trial ETT Results. Mean (± SEM) change in total exercise treadmill 
test (ETT) time for patients at 4 and 12 weeks after intracoronary infusion of 1010 v.p. of 
Ad5FGF4 (n = 22) or placebo (n = 19).
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Figure 7.1-9. AGENT-2 Trial Perfusion Results. Mean change in reversible perfusion 
defect size (RPDS) compared with baseline for all active (n = 35) and placebo (n = 17) 
patients at 4 and 8 weeks after intracoronary infusion of Ad5FGF-4 (1010 v.p.) or placebo. 
RR = relative reduction in RPDS compared with baseline. (Reproduced with permission 
from Elsevier.)



months was considerably lower in the Ad5FGF-4 group (6% and 6%, respectively) 
compared with those in the placebo group (24% and 16%, respectively).

Safety in AGENT and AGENT 2 Trials. In the AGENT and AGENT-2 trials 
combined, a total of 131 patients (95 on Ad5FGF-4 and 36 on placebo) were treated 
and followed for 12 months. Overall, Ad5FGF-4 was well tolerated. There was no 
rise in cardiac enzymes, electrocardiographic change, or clinical evidence of 
myocarditis associated with the treatment [52, 53].

Vector distribution after intracoronary administration was examined in the 
AGENT trial [52]. Adenovirus could be detected by endpoint dilution infectivity 
assay in the pulmonary artery during intracoronary infusion and in peripheral 
venous blood 1 hour later. The frequency of positive samples increased with increas-
ing doses of Ad5FGF-4 (Figure 7.1-10). Virus was not detected in the urine col-
lected over 6 hours after treatment. Neutralizing antibody titer to Ad5 increased 
in most patients, but no FGF-4 protein was detected in the circulation at any time. 
Semen samples (n = 8) were tested by PCR (8 weeks posttreatment) and found to 
be negative for Ad5FGF-4 DNA. Ad5FGF-4-related adverse effects included dose-
related transient fever (n = 8[8%]) and transient increase in liver enzymes (n = 3 
[3%]).

Overall, the safety profi le was reassuring and consistent with safety data in other 
cardiovascular adenoviral gene therapy trials [65, 66]. There was no evidence of 
myocarditis, retinal neovascularization, or angioma formation.

The positive trend toward effi cacy and the safety observed in these two trials 
were in good agreement with the preclinical safety and effi cacy data obtained in 
pigs, and they provided the basis to progress the clinical development to larger, 
multinational phase 2b/3 trials (AGENT-3 and AGENT-4), the results of which 
will be reported in the future.
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Figure 7.1-10. AGENT Trial Virus Distribution. Detection of adenovirus in the pulmo-
nary artery during intrcoronary infusion and in venous blood at 1 hour after infusion in 
patients treated with increasing doses of Ad5FGF-4 in the AGENT trial (n = 60). (Repro-
duced with permission from Lippincott, Williams & Wilkins.)
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7.1.3.5 Lessons Learned from Past Failures

The remarkable clinical safety observed in most cardiovascular gene therapy trials 
to date [52, 53, 65, 66] is of no coincidence. Lessons learned from past failures at 
the manufacturing, preclinical effi cacy and safety, and clinical development levels 
were all taken into account in the development of Ad5FGF-4.

Failures were due primarily to two factors: safety issues and lack of clinical 
effi cacy.

The tragic death of Jesse Gelsinger at the University of Pennsylvania treated 
with a very high dose (>10 e13 vp) of a fi rst-generation adenoviral vector raised the 
issue of dose and innate immune response. We learned that side effects of Ad5 are 
dose dependent, which follow a so-called “elbow” shape (i.e., no effect up to a 
certain dose and severe effects at the next dose). Therefore we have tested the 
dose-response relationship of effi cacy, biodistribution, side effects, and toxic effects 
very thoroughly in our preclinical models, and we chose the doses of10e9 and 
10e10 vp (more than three orders of magnitude lower than the dose used in the 
“Gelsinger” case).

Another gene therapy clinical trial that led to serious side effects was the SCID 
trial in France, where several of the children treated developed leu kemia. These 
later were attributed to retrovirus integration at a site in the genome, which led to 
signifi cant clonal expansion of the treated lymphocytes. Therefore, the choice of 
vector could be of great importance. In our product candidate, we intentionally 
avoided the use of integrating vectors (e.g., retrovirus, lentivirus, and AAV). As 
relatively short-term and transient gene expression is suffi cient for therapeutic 
angiogenesis, we did not need to use these integrating vectors.

Both the “Gelsinger” case and the “SCID Trial” intensifi ed regulatory scrutiny, 
which served the fi eld very well. Small (mostly physician sponsored) trials using 
poorly characterized material are not allowed anymore. Both the FDA and the 
European Regulatory Agencies require well-controlled cGMP Manufacturing to 
be in place before clinical testing can start.

The recent failure of Hemofi lia B trials due to lack of effi cacy raised other 
important issues. All animal tests using the AAV.fIX product showed positive 
results from mouse to subhuman primates. The lack of effi cacy in humans is now 
attributed (at least in part) to a memory T-cell mediated immune response against 
the AAV vector, which is absent in animals. However, no human-specifi c immune 
response to Ad5 vectors has been identifi ed to date.

7.1.4 CONCLUSIONS

The progress of gene therapy in the past 17 years has been slower than was expected, 
which is due to several factors. Gene therapy is a pioneering new therapeutic 
modality based on complex biological systems occurring at the leading edge of 
biomedical knowledge. Incomplete knowledge of the genes involved in the patho-
mechanism of diseases constitutes a limit to generate clinically effective gene 
therapies, especially in complex diseases with mul tiple interacting genetic and 
environmental factors. Stringent and time-consuming safety studies are needed as 
is the establishment of new regulatory frameworks essential to control the applica-
tions of gene therapy and ensure safety to the patient and the population at large. 
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High costs are involved in the R&D of gene therapy and complex issues of intel-
lectual property and commercial rights need to be resolved.

Despite the early high exceptions and the subsequent setbacks, one has to rec-
ognize that this new therapeutic modality is still in its infancy. It will neither deliver 
medical “miracles” (as its early proponents predicted) nor will it “disappear” 
because of a few disappointing setbacks (as some of its recent antagonists predict). 
As with all new technologies, gene therapy has to run its course in its current 
“development phase” before it reaches “maturation,” when its full potential will be 
exploited.
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7.2.1 NONVIRAL CODING NUCLEIC ACIDS: DEFINITION 
AND CHARACTERISTICS IN RELATION TO POTENTIAL 
THERAPEUTIC USE

7.2.1.1 Historical Overview

Extracted from the nucleus of human cells in the kitchen of Tübingen’s castle 
(Germany), Nuclein is an heterogeneous product that was introduced in 1868 by 
Friedrich Miescher (1844–1895). Miescher’s pupil, Richard Altmann (1852–1900), 
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further fractionated Nuclein and isolated in 1889 the substance that he named 
“nucleic acids.” These molecules were characterized by Albrecht Kossel (1853–
1927, winner of the Nobel Prize for Medicine in 1910). Kossel used chemical 
hydrolysis of nucleic acids to identify their basic components: the nucleotides. Five 
nucleotides are found in the Nuclein: two purines [adenylic acid (A) and guanylic 
acid (G)] and three pyrimidines [cytidylic acid (C), uridylic acid (U), and thymi-
dylic acid (T)]. In 1910, Kossel could also distinguish between two families of 
nucleic acids present in Nuclein: one is degraded at high pH and contains A, C, G, 
and U; one is resistant and contains A, C, G, and T (Figure 7.2-1). The precise 
chemical structure of the nucleotides was deciphered by a student of Kossel: 
Phoebus Levene (1869–1940) together with Walter Abraham Jacob (1883–1967) in 
1929. These researchers found that nucleotides consist of a nitrogen base (Adenine, 
Guanine, Cytosine, Thymine, or Uracile), a sugar (pentose), and a phosphate 
group. They also found that nucleotides are linked linearly in the order of phos-
phate-sugar thanks to phosphodiester bonds. This way, they generate a polymer 
with a phosphodiester backbone. The pentose in the high-pH-sensitive nucleic acid 
is a ribose, whereas in the high-pH-resistant nucleic acid, it is a 2′-deoxyribose. 
Based on this chemical difference are the names of the two nucleic acids: RNA for 

Figure 7.2-1. Structure of DNA and RNA molecules. The structure of the four nucleotides 
that compose RNA (on the left) or DNA (on the right) is shown. The representation of 
linear RNA and DNA molecules is shown in the middle. Actually, RNA makes a secondary 
structure through intra-strand base pairing (not shown).



the ribo-nucleic acid and DNA for the deoxyribo-nucleic acid. Although the Nuclein 
contains RNA and DNA, the cytosole of cells was shown by Tornbjörn Caspersson 
(1911–1998) and Jean Brachet (1909–1988) to contain only RNA. In 1953, Jim 
Watson (1928–), Francis Crick (1916–2004), and Maurice Wilkins (1917–), who 
received the Nobel Prize in 1962 for their resolution of the structure of DNA, 
demonstrated that, thanks to specifi c hydrogen bonds between their base moieties, 
nucleotides are complementary: A pairs with T or U using two hydrogen bonds and 
G pairs with C using three hydrogen bonds. Helped by the x-ray photograph of 
DNA (called photograph 51) obtained by Rosalind Franklin (1920–1958), they 
proposed that DNA is a molecule with two antiparallel strands shaped in a regular 
helix of a 2 nm diameter and 3.4 nm step (10 nucleotides for one turn) with its 
phosphodiester backbone on the outside and the bases on the inside of the helix 
(Figure 7.2-1). One year earlier, in 1952, Alfred Hershey (1908–1997, Nobel Prize 
winner in 1969) and Martha Chase (1927–2003) demonstrated using T2 phages that 
DNA is the genetic material in bacteria. There results confi rmed the conclusions 
of Oswald Theodore Avery (1877–1955) who showed in 1943 that the “transforming 
principle” that can modify Pneumococcus’s phenotype from “smooth” to “rough” 
is DNA. By deduction and because of the location and behavior of DNA in eukary-
otic cells, it was admitted, before being experimentally demonstrated, that DNA is 
the genetic material in higher organisms as well.

Meanwhile, the characterization of the cytosolic RNA-rich granules called ribo-
somes and identifi ed by Albert Claude (1898–1983, Nobel Prize in 1974) indicated 
that RNA is involved in protein synthesis [1, 2]. Such a function of RNA was fi rst 
hypothesized by Torbjoern Caspersson (1910–1997) and Jean Brachet (1909–1998) 
at the end of the 1930s and was then based on the relation between the RNA 
content of cells and their activity (proliferation). Ribosomes contain ribosomic 
RNA (rRNA) and are the site of protein production. The key intermediate between 
nucleic acids and proteins is the hybrid aminoacyl-RNA molecule called transfer 
RNA (tRNA) identifi ed in 1958 [3]. It consists in a family of at least 20 members 
in any organism. A tRNA is a short (between 75 and 85 nucleotides) RNA molecule 
linked at its 3′ end to one amino-acid [4, 5]. Finally, the identifi cation of an unstable 
RNA called messenger (mRNA) [6, 7] which is a copy of genes to be translated 
into proteins completed the basic description of the fundamental protein machin-
ery. It is summarized in Crick’s central dogma of molecular biology (Figure 7.2-2): 
DNA contained in the nucleus is transcribed into (messenger) RNA, which is 
translated into proteins [8]. Since the formulation of this central dogma, the molec-
ular mechanisms involved in these processes have been characterized in detail. Of 
interest, we now know that the transient nature of all RNA molecules compared 
with DNA is not due to the chemical structure difference (in cells, pH are neutral 
or acidic: DNA and RNA are practically equally stable at the chemical level) but 
due to the abundance inside and outside the cells of potent and stable ribonucleases 
(RNases). We have also learned that RNA has more functions than initially pos-
tulated: It can replace DNA as genome in viruses and eventually (i.e., in retrovi-
ruses) be reverse transcribed into DNA. Moreover, several types of RNA molecules 
with various biological activities (structure, enzyme activities, containment of gene 
information) are involved in each step of gene expression (see Section 7.2.1.3). 
Nowadays, thanks to the molecular biology methods, we can also introduce designed 
foreign DNA and RNA molecules into cells (Figure 7.2-2). As proposed by Crick 
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et al. in 1961, through a genetic code based on three letters (three consecutive 
bases: a codon), the nucleic acid information copied from the DNA genome into 
mRNA is translated in proteins. Each possible codon (43 = 64 possibilities) corre-
sponds to one precise amino acid. This genetic code is universal: It is conserved 
between all living organisms. As there are only 20 amino acids, most of them are 
encoded by more than one codon. Some codons are favored (more frequently found 
in highly expressed genes) in a species-specifi c manner. For example, alanine, 
which is encoded by four codons would be preferably encoded by GCA in Bacillus 
subtilis, by GCC in Homo sapiens, by GCG in Escherichia coli, and GCT in 
Saccharomyces cerevisiae. The correspondence between codons and amino acids, 
i.e., the fundamental translation process, is performed by specialized enzymes 
called aminoacyl tRNA synthetases. There are at least 20 different aminoacyl 
tRNA synthetases in any organism. Each is responsible for loading one amino acid 
on the adequate tRNA(s). By transferring a specifi c amino acid on a specifi c tRNA, 
which has the adequate anticodon (complementary to the codon in the mRNA), 
aminoacyl tRNA synthetase convert genetic information (nucleotides) into protein 
information (amino acids).

7.2.1.2 DNA: The Stable Genetic Information Store

In eukaryotic cells, DNA molecules are located in the nucleus. During the inter-
phase (between two cell divisions) of the cell cycle, DNA molecules are packed by 
histones into an heterogenic structure called the chromatin. Through intense con-

D

Promoter

Figure 7.2-2. Central Dogma. The genes located on the chromosomes are transcribed into 
mRNA, which is exported from the nucleus to the cytosole where it is translated. Thanks 
to molecular biology techniques, it is possible to bring exogenous genetic information. 
Foreign DNA molecules must cross two membranes: the cytoplasmic and the nuclear enve-
lopes, whereas mRNA must cross only the cytoplamic membrane to be active.



densation of the chromatin, each DNA molecule can be visualised as a chromo-
some during mitosis or meiosis. A human cell contains 23 pairs of DNA molecules 
that consist altogether ca. 3.15 × 109 bases. These molecules stretched would rep-
resent altogether a ca. 2-m-long chain. They have a stable nucleotide sequence that 
is eventually modifi ed only at the ends (the telomeres). At this location, an induci-
ble ribo–nucleo–protein complex that contains a reverse transcriptase (telome rase) 
uses a matrix RNA molecule to elongate the DNA molecules with a repetitive 
sequence motif. In proliferating cells not expressing the telomerase, the telomeres 
shorten at each division due to incomplete replication of DNA molecules at their 
extremities. Below a certain size of the telomeres (the Hayfl ick limit), the cell 
undergoes senescence and starts a self-destruction program (apoptosis). Thus the 
shortening of telomeres at each replication cycle is a method to “date” a cell: to 
know how many times it divided. For cells that need to proliferate (germ and stem 
cells, for example), the telomerase complex is induced and maintains or extends 
the telomeres’ length, keeping the cell “young.” Aside from the telomeres, the 
sequence of the chromosomic DNA molecules is unmodifi ed in healthy cells. 
However, genomic DNA molecules have a dynamic structure in constant reorga-
nization and modifi cation: Methylations of residues, condensation into a closed 
chromatin confi guration, opening into an accessible chromatin confi guration, or 
changes of the double-helix structure (A, B or Z) can affect the availability of the 
DNA sequences for gene expression. Several important conserved sequences defi ne 
a functional DNA stretch. Many of them have a role that is not yet characterized. 
Only ca. 2% of the human genome is functionally identifi ed as being genes. These 
entities are characterized by a promoter that is the starting point of mRNA tran-
scription. Promoters are recognized by the RNA polymerase II (the RNA poly-
merase responsible for the production of mRNA in eukaryotes). They have a 
minimal core sequence of a few nucleotides [usually a “TATA(A/T)A (A/T)” 
sequence called a TATA box or Hogness box], 19 to 27 bases upstream of the ini-
tiation site of the mRNA. The TATA box is usually surrounded by G- and C-rich 
sequences. Its effi cacy largely depends on upstream proximal control sequences. 
The so-called “CAAT Box” (consensus GG(C/T)CAATCT) and “GC box” (con-
sensus GGGCGG) enhance the activity of the promoter, i.e., its utilization by the 
RNA polymerase II. Distal upstream and downstream sequences called “Enhanc-
ers” also impact the activity of the promoter. An effi cacious promoter in eukaryotic 
cells requires ca. 100 bases upstream from the TATA box. Highly specialized pro-
moters such as “Locus Control Regions” that also affect the local chromatin struc-
ture and keep it in an opened confi guration can increase the effi cacy of transcription. 
Downstream of the promoter is the transcribed sequence that is segmented between 
exons (sequences that will be present in the cytosolic mRNA) and introns (sequences 
that will be spliced-out from the neo-transcribed mRNA in the nucleus). Tran-
scription of mRNA stops at a transcription stop signal, which is usually a U-repeat. 
Before it leaves the nucleus, the immature mRNA is further processed as described 
bellow.

7.2.1.3 RNA: The MultiFunction Molecule

As opposed to DNA that has a well-determined unique function that is to stably 
store the genetic information, RNA is a pluri- (or even omni-)potent molecule. 
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RNA molecules can have all functions of leaving: storage of genetic information, 
enzymatic activity, and construction of defi ned three-dimensional structures. RNA 
is the only biomolecule that has all of these activities. Thus, it was proposed as the 
primordial macromolecule that, on its own, started the concept of life 4.2 billion 
years ago [9].

Structure-related Functions (rRNA, tRNA, aptamers). Because of its single-
stranded nature, RNA refolds according to the most thermodynamically favored 
base-pairing. This way, it generates stem loops which position each other into 
complex three-dimensional structures. It is still hard to predict the dominant 
structures that will adopt a precise RNA sequence, but several algorithms can help 
in predicting them (see www.bioinfo.rpi.edu/applications/mfold/rna/form1.cgi).

The sequence-dictated three-dimensional conformation of an RNA molecule is 
essential in the functionality of several RNA types: The ribosomic RNAs fold into 
structures that scaffold the ribosomes, and the tRNAs fold into defi ned structures 
that allow their recognition by both amino-acyl tRNA synthetase and ribosomes. 
In both cases, some nucleotide sequences that remain single stranded are involved 
in the enzymatic processes performed by the molecules. Thus, the sequence of an 
RNA dictates its structure and allows it to perform its function. Both are strictly 
connected. One single mutation in a rRNA or a tRNA may completely change the 
favored three-dimensional structure of the molecule and totally impair the RNA’s 
function(s).

The scaffolding characteristic of RNA molecules is used in drugs under the 
generic name of aptamers. Selected for their capacity to interact precisely with a 
target structure similarly to the antibody–antigen interaction, aptamers can specifi -
cally bind to any molecule or complex of interest. The fi rst pharmaceutical aptamer 
is MacugenTM (Eyetech Pharmaceuticals, Inc., and Pfi zer, Inc.). It recognizes and 
neutralizes specifi cally the vascular endothelial growth factor, thus inhibiting 
pathologic blood vessel growth. It is used as treatment against age-related acute 
macular degeneration.

Regulation of Protein Expression-related Functions (antisense, siRNA, 
miRNA). Small RNA molecules of ca. 20 nucleotides in length can remain linear 
with all their bases available to pair with a complementary sequence present on 
another RNA molecule. Such “antisense” RNA oligonucleotides can this way 
impair the function (block translation) of mRNA. Another type of short RNA 
molecules of ca. 20 nucleotides in length is double stranded and has two bases 
overhangs. It is called small inhibitory RNA (siRNA) when naturally produced in 
the cytosole out of foreign double-stranded RNA molecules or micro-RNA 
(miRNA) when encoded in the DNA genome. Through its recognition by a proteic 
complex called RISK, one strand is discarded (the sense strand) and the other 
strand (the antisense) is used as a guide to direct RISK to a complementary 
sequence in a mRNA and induce a cleavage on this target molecule. Thus, siRNA 
or miRNA are a catalytic version of antisense RNA: one molecule can inhibit 
(induce the degradation of) many mRNA. Some miRNAs can also modify the 
DNA sequence in the promoter region by inducing methylations. This way, they 
dictate the level of packaging into the chromatin and the expression of a gene. For 
more information on small RNA molecules as regulators of gene expression and 
their use as therapeutics, refer to Chapter 7.6.



Enzymatic Functions (ribozymes). Through a fi xed three-dimensional structure 
and the availability of certain nonpaired residues, RNA molecules can fold into 
enzymes called ribozymes. The evidence of such an enzymatic capacity of RNA 
was discovered by Altmann [10] and Cech [11]. It was acknowledged with a Nobel 
Prize (Chemistry, 1989). Initially, this enzymatic activity was restricted to the 
capacity of ribozymes to recognize and cleave or religate in an autonomous way a 
target RNA (mRNA) sequence. Later, other enzymatic capacities of ribozymes 
were evidenced: Selected ribozymes can catalyse the synthesis of nucleotides [12] 
or the creation of amide bonds [13].

Coding Functions (mRNA). The pre-messenger RNA produced by transcription 
of the genomic DNA is processed before leaving the nucleus: Splicing of introns is 
made by spliceosomes that are ribo–proteic complexes. Within these structures, 
the RNA provides the sequence specifi city of the spliceosome’s activity. An exon 
does not have any sequence recognized by the spliceosome. It is the intron, and its 
borders that are recognized and excised. Evolutionarily, introns may derive from 
movable genetic elements called transposons. Thus, theoretically, introns can be 
introduced naturally (through evolution) or experimentally (thanks to molecular 
biology methods) within any coding sequence. They present the advantage that 
they enhance the effi cacy of gene expression, probably through the facilitation of 
mRNA export to the cytosole. Moreover, thanks to regulated alternative splicing 
mechanisms, some specifi c exons may be spliced out with fl anking introns. Such 
alternatively spliced mRNAs encode proteins with missing domain(s) and thus 
with different function(s). Meanwhile, the deregulation of the splicing mechanisms 
in dysfunctional cells, such as tumor cells, may allow introns to remain in the 
mature mRNA. Then, a protein with an extra domain and eventually truncated (if 
the intron contains a stop codon in the frame of translation) is generated. Aside 
from being spliced, the immature mRNA is also capped at its 5′ end (the addition 
of a methylated guanine followed by three phosphates bonds) and poly-adenylated 
at its 3′ end (the addition of several hundreds of adenine residues). The spliced, 
capped, poly-adenylated mRNA is exported to the cytoplasm through nuclear 
pores. In the cytosole, several elongation initiation factors recognize the Cap 
structure, whereas the poly-A binding protein binds to the 3′ poly A tail. These 
proteins allow the ribosomes to bind to the mRNA and start to scan from the 5′
end the nucleotide sequence until it fi nds a start codon (ATG) in a “Kozak” 
surrounding (A/GNNNAUGG). At this location, the fi rst amino acid, always a 
Methionine, is brought by a tRNA that has the 5′ CAU 3′ anticodon. Then, the 
ribosome translocates toward the 3′ end to the next codon where an adequate 
tRNA will bring the second amino acid encoded by the gene. The process continues 
toward the 3′ end of the mRNA and stops when the ribosome meets a UGA, UAA, 
or UAG “termination” codon. The neosynthesized protein and the ribosomes are 
then released. Several ribosomes are sitting on one mRNA. According to its 
stability and effi cacy of translation, one mRNA can produce many proteins. 
Ultimately, the mRNA is degraded by intracellular RNases. This catabolic process 
is highly regulated: Several sequences in the mRNA, and especially at its ends, 
before and after the coding sequence (UnTranslated Regions: UTR), have primary 
and secondary structures that are recognized by specifi c proteins in the cytosole. 
Those proteins may induce or, on the contrary, prevent the detection and degradation 
of the mRNA by the intracellular RNases, which are in general exonucleases [10]. 
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This means that they degrade the mRNA starting by the 5′ or 3′ ends. Both ends 
are protected in the mature mRNA: the Cap on the 5′ and the poly-A tail covered 
by the poly-A binding proteins on the 3′. Specifi c and regulated mechanisms of 
decapping and deadenylation will render the mRNA accessible to the exonucleases. 
Accelerated degradation (shortening mRNA half-life) can be induced by the 
presence of AU-rich sequences called AUREs in the 3′ UTR, or by the presence 
of a specifi c restriction site. This latter possibility is illustrated by the regulation of 
iron metabolism: An iron-induced endoribonuclease recognizes a sequence present 
in the mRNA coding for the transferrin receptor (TfR) that is responsible for iron-
loaded transferin uptake. The presence of high iron stocks in the cell induces the 
endonuclease, which cleaves the TfR-encoding mRNA. Thus, it prevents TfR 
expression and further iron uptake. Inhibition of mRNA degradation (increasing 
mRNA half-life) involves other untranslated sequences as illustrated with the very 
stable globin mRNAs: They contain in their 3′ UTR, pyrimidine-rich sequences 
that are recognized by a ubiquitous protein complex called the alpha-complex. It 
stabilizes the poly-A binding proteins associated with the poly-A tail and secures 
the integrity of the 3′ end of the mRNA, thus increasing the half-life of the whole 
RNA molecule. Depending on the presence of stabilization and destabilization 
sequences in its UTRs, its length, structure, and effi cacy of translation, the 
intracellular mRNA can have a half-life varying from minutes to weeks [11]. 
Outside the cells, naked mRNA are degraded within seconds because of the 
abundant, ubiquitous, stable, and processive extracellular RNases [14]. The 
presence of such an effi cacious machinery to degrade extracellular RNA may have 
been developed as a protection against viruses, especially those with RNA genomes. 
It may also control the secretion and recapture of RNA by neighboring cells, which 
is hypothesized to represent a way for cells to communicate [15].

7.2.1.4 Recognition of Nucleic Acids by Immune Cells

In eukaryotic cells, DNA is strictly in the nucleus and in energy-producing sub-
compartments (mitochondria and chloroplast), whereas RNA is strictly in those 
same compartments plus the cytosole. In healthy situations there is no nucleic acid 
in the endoplasmic reticulum, golgi apparatus, endosomes or lysosomes, and associ-
ated vesicles. The immune system developed the tools to scrutinize for the presence 
of nucleic acids in those compartments because it would be associated with a patho-
genic situation such as the presence of an infectious agent. A family of receptors 
similar to immunity-related receptors from fl ies called Tolls receptors is dedicated 
to the detection of such “danger signals.” This family of Toll-like receptors (TLRs) 
contains 11 known members. Four of them were shown to recognize nucleic acids: 
TLR3 is specifi c for double-stranded RNA (dsRNA), TLR7 and TLR8 recognize 
single-stranded RNA (ssRNA), and TLR9 recognizes an unmethylated DNA 
pattern (“CpG motif”) that is found specifi cally in the genome of microorganisms 
such as bacteria (Figure 7.2-3). These four receptors are located in the lumen of 
cytoplasmic vesicles (mainly endosomes) in immune cells like B cells, NK cells, 
granulocytes, macrophages, or dendritic cells (DCs). TLR3, 7, and 8 detect the 
infection by viruses such as infl uenza (dsRNA genome) or HIV (ssRNA genome), 
whereas TLR9 signals the presence of bacteria in the endosomes. Upon engage-
ment of TLRs, immune cells are activated. They trigger an adaptive (involving T 



and B lymhocytes) immune response specifi c for the antigens associated with or 
encoded by the foreign nucleic acid(s). This natural immune detection of exoge-
nous nucleic acids is an advantage for the utilization of these molecules in vaccines 
but a dis advantage for the utilization of nucleic acids in gene therapy.

7.2.1.5 Production of Plasmid DNA and Messenger RNA

Plasmid DNA. Plasmid DNA (pDNA) are small (from 2 to 15 kb) circular DNA 
molecules that contain a bacterial origin of replication. They can proliferate within 
a bacteria and represent up to 1% of the microorganims’s mass. They are mani-
pulated to code for a protein that neutralizes an antibiotic. Moreover, they can 
contain any desired sequence, such as for example a promoter, a gene from bacterial 
or non-bacterial origin, and a poly-adenylation signal. Plasmids are purifi ed from 
bacteria grown in the presence of the antibiotic that they can neutralize. This 
guarantees that the bacteria will conserve and amplify their plasmids during 
fermentation. Frequently, the antibiotic is ampicillin, which is deactivated by the 
protein β-lactamase encoded by many standard plasmid vectors. The bacteria are 
pelleted, usually by centrifugation, and cells are lysed, usually thanks to sodium 
dodecyl sulfate (SDS) and sodium hydroxide. After neutralization with potassium 
acetate, most proteins and the genomic DNA precipitate while the plasmids remain 
in the aqueous phase. Several methods exist to purify pDNA from these solutions, 
but the most commonly used is anionic exchange chromatography (see, for example, 
the protocole by Qiagen at www.qiagen.com). Protocols are available to elimi-
nate most lipopolysaccharides coming from the bacteria and that may affect 
the functionality of the pDNA for therapeutic utilizations. However, standard 
purifi cation methods will provide the pDNA with three topologies: Most is 
supercoiled circular DNA, but some is in the form of a relaxed circle (one strand 
has at least one nick) or linear (both strands were broken at the same place). The 
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supercoiled plasmid is the form that should be used for research and therapy 
because, based on in vivo transcription studies, it is the most active form [16, 17]. 
Although the nicked pDNA molecules are most often not strongly affecting the 
functionality of the plasmid in vitro or in vivo, it is custom to use pDNA with a low 
amount of these topologies for preclinical and clinical utilizations. At laboratory 
scale, the purifi cation of the supercoiled pDNA can be obtained using caesium 
chloride gradients. For larger scale and clinical trials, specialized companies 
offer the production of high-quality pDNA for research and therapy [Good Manu-
facturing Practice (GMP) certifi cation; see, for example, plasmid factory at 
www.plasmidfactory.com]. One liter of bacteria culture can yield up to 30 mg 
of pDNA.

Messenger RNA. Messenger RNA are produced from purifi ed pDNA using 
bacterial RNA polymerases in a reaction called “in vitro transcription.” The pDNA 
used for in vitro transcription must contain a specifi c promoter recognized by the 
bacteriophage RNA polymerases T3, T7, or SP6 in front of the coding sequence 
of interest. It is linearized using a unique restriction site that must be at the end of 
the sequence to be transcribed. Then, the linearized plasmid is mixed with the 
RNA polymerase and the four nucleotides plus, in standard reactions, an excess of 
Cap analog (m7G(5′)ppp(5′)G) compared with GTP. Usually the Cap analog is at 
ca. 6 mM in the reaction; ATP, UTP, and CTP are at 4 mM; and GTP is at 1.5 mM 
in the fi nal reaction. The RNA polymerase synthesizes more than 100 mRNA 
molecules from one pDNA template. After the synthesis of the mRNA, 1 hour at 
37°C, the DNA is destroyed by a DNase and the mRNA is recovered by precipitation, 
usually with lithium chloride. Afterward, the mRNA is resuspended in the adequate 
solution.

7.2.1.6 Packaging of Nucleic Acids for Therapy

Although some cells in skin, muscle, brain, and so on can spontaneously take up 
exogenous injected naked pDNA or mRNA [18], this process is relatively ineffi -
cient and can consequently be used only when a local expression of a protein is 
desired, i.e., for vaccination. Even if physical methods exist to enhance the uptake 
of naked nuclei acids (electroporation or hydrodynamic delivery; see Section 
7.2.2.2), increasing the effi cacy of transfection in vivo is best reached using en-
capsulation of the nucleic acids. Two methods are used: cationic polymers or 
liposomes.

Polymeric Particles. Cationic polymers can spontaneously associate with the 
anionic nucleic acids. Such complexes can keep a positively charged surface that 
allows an interaction with the negatively charged cell surfaces. Commonly used 
cationic polymers for the production of micro- or nanoparticles include chitosan, 
protamine, poly-L-lysine (PLL), poly-ethylenimine (PEI), and polyamidoamine 
dendrimers [19]. Usually, a simple mixing of the cationic polymers and the nucleic 
acid, eventually with high-speed homogenization, is enough to obtain particles. 
Thus, production is very easy and upscalable. However, some of these cationic 
polymers, such as PEI or PLL, are toxic or have secondary effects (for example, 
chitosan induces hypocholesterolemia). Moreover, particles generated by simple 



mixing of nucleic acids and cationic polymers may be very heterogenous in size and 
physical properties, making them hard to qualify for pharmaceutical use. A more 
controlled method to produce particles is based on poly(lactide co-glycolide) 
(PLG). It is a biodegradable and biocompatible molecule used for several biomedical 
products including sutures. As it is a negatively charged molecule, it needs to be 
mixed with cationic polymers such as those listed above or chemical products 
[cetyltrimethylammonium bromide (CTAB), dimethyl dioctadecyl ammonium 
bromide (DDA), or 1,2-dioleoyl-1,3-trimethylammoniopropane (DOTAP), for 
example]. Optimally, a mixture of several reagents allows the production of 
homogenous particles with a defi ned size (from ca. 100 nm up to μm) and surface 
charge (zeta potential). When using PLG, protocols based on the solvent evaporation 
process are used [20]. Cationic particles can be manufactured and then coated with 
the nucleic acid or produced in the presence of the nucleic acid. In the fi rst case, 
the genetic material is on the outside of the particles, and in the second in case, it 
is inside. Because the production of the PLG particles involves high shear, organic/
aqueous interface, high temperature, and freeze-drying, the nucleic acid may be 
denatured or degraded during the process. Thus, for a production that is reliable, 
reproducible, and easy to upscale in GMP conditions, the coating of nucleic acids 
on the surface of premade cationic PLG particles is preferred. In both cases, the 
nucleic acid associated to the particles is protected from the activity of nucleases 
and can be applied by injection (the particles are phagocytosed by cells) or, for 
vaccination, by gene-gun [21]. The release of the nucleic acid is largely determined 
by the nature of the polymers used for the preparation of the particles. In vitro, the 
particles may readily release quickly a signifi cant amount of nucleic acid in the 
injection solution. For example, PLG/CTAB microparticles released ca. 35% of 
their loaded pDNA within 1 day [20]. For this reason, particles should be stored 
lyophilized and injected quickly after reconstitution in the injection’s buffer. In 
vivo, the biodegradability of the polymers and the site/method of delivery will 
dictate the release of the genetic information. For some particles, the release may 
be performed slowly, over several days [20]. Polymers with specifi c degradation 
patterns (for example, in endosomes: at low pH) can be engineered to increase the 
effi cacy of delivery and regulate the time frame in which nucleic acids are available 
for expression within the cell. Some layer-per-layer production processes allow the 
production of particles with several layers of nucleic acids separated by layers of 
polymers (see www.capsulution.de). The choice of the polymer(s) will dictate the 
degradation profi le of the particles and thus the release of the several layers of 
nucleic acids. Theoretically, such a strategy allows the slow release of nucleic acids 
within cells over a long time.

Liposomes. Liposomes are vesicles that consist of an aqueous compartment 
enclosed in a phospholipids bilayer. As they lack proteinaceous components, 
liposomes are not immunogenic. A broad variety of cationic liposomes containing 
eventually modifi ed lipids have been used to deliver pDNA and mRNA for 
therapeutic utilizations. These formulations are usually based on a cationic lipid 
such as 1,2-dioleol-3-trimethylammonium propane (DOTAP) and a fusogenic lipid 
such as 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine (DOPE) [22, 23]. Despite 
their ease of production and effi cacy in vitro for transfecting cultured cells, cationic 
liposomes face toxicity issues in vivo [24, 25]. Meanwhile, their heterogeneous size 
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and instability are drawbacks for a pharmaceutical production and qualifi cation. 
Moreover, cationic liposomes are often inactivated in the presence of serum. 
As possible improvements of cationic liposomes, immunoliposomes, which are 
liposomes coated with an antibody, are developed. Thanks to their targeting, they 
are more effi cacious than classic liposomes and can consequently be administered 
at a lower dosage. This way, the immunoliposomes are less toxic. Another variation 
of liposomes are called stealth liposomes. They consist in poly(ethylene glycol) 
(PEG)-coated liposomes. PEG prevents adsorption of the liposomes by endothelial 
cells after intravenous delivery. Thus, stealth liposomes are remaining in the 
circulation and are distributed more homogenously through the body than classic 
liposomes.

7.2.2 PLASMID DNA AND MESSENGER RNA FOR THERAPY

Plasmid DNA (pDNA) and messenger RNA (mRNA) are attractive tools for 
therapy because they are simple molecules that are easy to produce, store, detect, 
and manipulate using molecular biology techniques. They can be used to quickly 
turn into a drug any genetic information. Alternatives to pDNA and mRNA are 
virus- or bacteria-derived vehicles that can contain the genetic information to be 
expressed as a drug. The drawbacks of these methods are as follows:

1. Safety issues: The modifi ed infectious agents may revert to a wild-type phe-
notype or may recombine with wild-type viruses to produce new sorts of 
pathogens.

2. Specifi city: Not only the gene of interest is injected into a patient but also the 
proteins and eventually parts of the genetic information of the pathogen. The 
function of these proteins may interfere with the function of the transgene 
(in vaccination, for example, some pathogen-specifi c mechanisms may inter-
fere with the priming of the immune response against the transgene), and 
moreover, an immune response against the vehicle (virus or bacteria) may be 
dominant. Not only could this hide the response against the relevant antigen 
for vaccination, but it could also prevent the repeated or chronic delivery of 
the drug for gene therapy.

Plasmid DNA and mRNA, which are both nonviral coding nucleic acid vehicles, 
are minimal genetic vectors: in their human host, they express only the therapeutic 
protein of interest. The two main utilizations of pDNA and mRNA for therapy are 
as follows:

1. Vaccination using simply the gene sequences of pathogens (viruses, bacteria, 
parasites, or tumors).

2. Genetic complementation after the gene responsible for a genetic disease is 
characterized.

Vaccination is by far the most exploited feature of nonviral coding nucleic acids. 
This is due to



1. The fact that a local, transient expression of a foreign protein is enough to 
trigger an immune response.

2. The natural capacity of pDNA and mRNA to stimulate the immune system 
through TLR.

As the production of nucleic acids is barely affected by their sequence, generic 
production facilities and methods were developed to produce GMP-certifi ed pDNA 
or mRNA. Several specialized bioindustries throughout the world can supply 
within a few weeks any nucleic acid to be used in therapy. This feature is unique 
because all other polymeric biomolecules used in therapy (synthetic peptides, 
recombinant proteins, or viruses) face more or less severe production and storage 
issues that are changing depending on their sequence. Thus, pDNA and mRNA 
seem to be the most versatile and simplest biomolecules to be used as active phar-
maceutical ingredients in new drugs. Both nucleic acids were used in clinical trials 
and are known to be safe. Effi cacy was reported, but pDNA- and mRNA-based 
drugs should be optimized before such treatments are available on the market.

7.2.2.1 Design and Optimization of pDNA and mRNA Vectors

Coding Sequence. As mentioned in Section 7.2.1, most amino acids are encoded 
by several codons, some of them being more favorable because they correspond to 
more abundant tRNA. Unfavorable codons or “rare” codons (as opposed to 
frequent, i.e., favorable codons) force the ribosome to pause during translation, and 
this may result in the premature ending of translation that generates abortive 
proteins. In any case, unfavorable codons decrease the effi cacy of translation of 
full-length proteins. This phenomenon is particularly pronounced when the vaccine 
nucleic acid is a copy of a gene from a non-mammalian organism: Genes from 
bacteria or parasites have a codon usage very different from mammals. Moreover, 
some human virus genes and some endogenous human genes have an unfavorable 
codon usage that may be part of the mechanisms of regulation of their specifi c 
expression. For example, the HIV GAG gene has a “bad” codon usage that will 
limit the effi cacy of gag production. This is actually important in the regulation of 
the virus replication’s cycle. Thus, for human genes and more importantly for 
nonhuman genes, a codon optimization should preferably be performed in the 
coding part of therapeutic nucleic acids. The design of the gene is performed 
starting from the protein sequence to be expressed. Through algorithms that are 
based on the precise human codon usage a coding sequence will be proposed that 
should be ideally translated by the human cell machinery. The corresponding gene 
is synthesized by assembly of synthetic oligonucleotides. This process has another 
advantage, which is to generate a totally synthetic gene that can be very well 
documented and consequently easily introduced in a GMP manufacturing process 
(see Section 7.2.2.4).

Noncoding Sequences. The nucleic acid vector can be optimized in the noncoding 
(untranslated) parts of the mRNA. Mainly, as mentioned in Section 7.2.1, the 
AURES destabilizing sequences should be deleted because they would destabilize 
the mRNA and limit the expression of the antigen. In general, only the coding 
sequence of the gene of interest should be used for constructing the therapeutic 
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vector; any sequence upstream of the ATG and downstream of the stop codon 
should be avoided. Meanwhile, stabilization thanks to 3′ UTR [26] in the form, for 
example, of the ca. 180 bases or ca. 80 bases UTR from the β- or α-globin genes, 
respectively, can be added after the coding sequence of interest (after the stop 
codon). Both of these sequences are recognized by the ubiquitous α-complex, 
which stabilizes the mRNA and enhances its translation rate. They are routinely 
used in the pDNA and mRNA vectors used for therapy [27–30].

Specifi c Optimization of pDNA Vectors. The promoter used for the expression 
(transcription) of the transgene offers the possibility to control the level, site, and 
eventually time of expression of the transgenic protein. Concerning the level of 
expression, strong ubiquitous promoters helped by enhancers will be adequate 
when a high and broad expression of the transgene is needed. However, if an 
expression of the transgene is expected in specifi c cell types, investigators can use 
the large panel of restricted promoters that are active thanks to cell-type-specifi c 
transcription factors. This way, the expression of the transgene can be restricted to 
the liver (albumin promoter, for example), lymphocytes (immunoglobulin promoter 
or CD2 locus control region, for example), antigen presenting cells (fascin promoter 
for example), and so on. The drawback of these promoters is that they may lead to 
a relatively weak transcription activity compared with ubiquitous promoters. The 
control of time of expression is a critical parameter for all pDNA-based approaches 
because a long-term expression may have serious negative effects on the effi cacy 
of the treatment (immune tolerance instead of immune activation, for example) or 
unaccept-able side effects (overexpression of growth factors or other proteins with 
physiological activity that are used in gene therapy). A way to fi nely tune the 
expression of a transgene is to use an inducible promoter such as the Tet-On or 
Tet-Off promoters [30a]. Their activity depends on the Tet-On or Tet-Off 
transcription factors that must be constitutively encoded by the therapeutic pDNA 
construct. The Tet-On and Tet-Off proteins should be expressed thanks to 
ubiquitous promoters. The presence of tetracyclin or its analog Doxicyclin, which 
can just be added in the drinking water, will activate (Tet-On) or deactivate 
(Tet-Off) the transcription capacity of the Tet protein. Accordingly, it will turn on
(Tet-On) or off (Tet-Off) the transcription of the transgene of interest. The 
drawback of these systems is that they are “leaky,” thus always giving a basal 
expression of the transgene even in conditions where it should be silenced (in the 
presence of Doxicyclin for Tet-off and in its absence for Tet-On).

The other functional parts of the plasmid such as the transcription termination 
signal, the bacterial origin of replication, and the antibiotic used for production of 
the plasmid do not impact the effi cacy of the pDNA as a therapeutic vector. 
However, the antibiotic-resistance gene expressed by the plasmid when it is in a 
bacteria (the gene is expressed thanks to bacteria-specifi c controlling sequences) 
is relevant for the regulatory aspects (see Section 7.2.2.4). Moreover, the overall 
sequence of the plasmid is active at the level of immune stimulation: The more the 
plasmid contains unmethylated CpG immnostimulating motifs, the more it may 
induce signaling through TLR9 in human immune cells, and consequently, the 
stronger may be the priming of the immune response. Thus, for vaccination 
approaches, pDNA vectors should be enriched in CpG motifs, whereas for gene 
therapy approaches, pDNA should be depleted of such sequences.



Specifi c Optimization of mRNA Vectors. As mentioned, a 3′ globin (α or β) UTR 
at the end of the mRNA provides higher intracellular stability to the mRNA, which 
is of advantage whether the mRNA is the vaccine vector or a product of the vaccine 
vector (with pDNA vaccines as mentioned in the above paragraph). Aside from 
this, specifi c modifi cations of the mRNA vector are the poly-A tail and the 5′ Cap 
structure. Concerning the poly A tail, it should be of a minimum of 30 residues 
and preferably exceed 100 residues [31]. To generate the poly-A tail, there are two 
methods: Either it is encoded in the plasmid DNA that is used as a matrix for 
in vitro transcription or it is added by a specifi c polymerase (Poly(A) polymerase) 
at the end of the mRNA transcripts. In the fi rst case, a A-tail can be of a maximum 
of ca. 120 As because more residues would titrate the adenosine triphosphate in 
the transcription reaction and limit its output. The other method is to submit the 
in vitro transcribed mRNA to the activity of the Poly(A) polymerase, which is a 
commercially available enzyme that polymerizes A residues at the 3′ end of a 
ribonucleic acid, in a matrix-independent manner. The enzyme can add several 
hundred A residues at the 3′ end of the mRNA molecules. This method is preferred 
to produce effi cacious and stable mRNA for research purposes. However, the 
production of such poly-adenylated mRNA in GMP conditions is limited by the 
fact that the poly-adenylation process is not totally controlled and may generate 
heterogeneous molecules with more or less long A tails. This could make endproduct 
controlling, characterization of a batch, and batch-to-batch reproducibility more 
diffi cult than when the poly-A tail is encoded in the plasmid and is consequently 
clearly defi ned in length.

As mentioned in Section 7.2.1, at the 5′ end of mRNA molecules to be translated 
by eukaryotic cells, there is the characteristic Cap structure. It consists of a 7-
methylated guanine residue linked through three phosphates to the fi rst residue of 
the mRNA. A noncapped mRNA is not translated in eukaryotic cells. Not only is 
this structure essential for recognition of the mRNA by the translation machinery 
(the cap is recognized by the initiation factor 4: eIF4), but it also protects the 5′
end of the mRNA against exonucleases. Similarly to what was described for the 
poly-A tail, either the Cap structure is incorporated during the transcription process 
or it is added afterward on the in vitro transcribed mRNA.

In the fi rst case, a fourfold excess of synthetic Cap analog (m7G(5′)ppp(5′)G) 
versus GTP in the transcription mixture guarantees that ca. 80% of the produced 
molecules will start with a Cap instead of a canonical G residue (the T7, T3, or 
SP6 promoters are made in a way that they will start transcription with a G residue). 
The drawback of this method is that the GTP content in the transcription reaction 
must be lowered compared with the other residues and thus becomes the limiting 
factor for the transcription. It signifi cantly reduces the amount of recovered mRNA 
compared with an in vitro transcription reaction without Cap and with an identical 
concentration of all four residues. However, this method to produce capped mRNA 
is effi cacious, fast, and reliable. Some modifi cations of the Cap analog can improve 
the effi cacy of the mRNA vector: The standard synthetic Cap is a di-guanine mol-
ecule with one of its G methylated and three phosphates in-between the nucleo-
tides. It can be incorporated at the start of the mRNA in two orientations: the 
methylated G being at the 5′ end or the non-methylted G at the 5′ end. Only the 
former situation will give a functional mRNA. Thus, statistically half of the capped 
mRNA molecules are nonfunctional. Strategies to avoid this phenomenon include 
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the anti-reverse Cap structure (ARCA) [32]. It consists in a Cap analog in which 
the sugar carrying the methylated guanine is modifi ed in its 3′ position (OCH3). 
Thus, the dinucleotide can be used as the start nucleotide by the RNA polymerase 
only in the functional orientation where the 3′OH of the non-methylated based is 
used to extend the mRNA. ARCA Cap enhances the functionality of in vitro
transcribed mRNA vectors. However, ARCA Cap is relatively diffi cult to synthe-
size and consequently more costly than the standard Cap analog.

The second method for capping mRNA takes advantage of the activity of the 
vaccinia virus capping enzyme, also known as guanylyltransferase. This enzyme is 
commercially available. In the presence of GTP and S-adenosyl methionine (SAM), 
it can add a natural Cap structure (7-methylguanosine) to the 5′ triphosphate of a 
RNA molecule. As it is an enzymatic reaction, it can bring a correct Cap to all 
mRNA molecules, and thus, it is optimal compared with in vitro transcription in 
the presence of standard Cap but similar theoretically to in vitro transcription in 
the presence of ARCA Cap.

Because of the lack of a reliable quantitative assay to control for the presence 
of the Cap structure, aside from a functional assay of the mRNA expression (trans-
fection of the mRNA in cells and detection of the translated protein), the enzy-
matic capping of mRNA is rarely used to produce mRNA for research or therapy. 
The utilization of the synthetic Cap (nonmodifi ed analog or ARCA) in the in vitro
transcription reaction is the standard method to produce capped mRNA. 

Aside from the 5′ and 3′ ends, some internal modifi cations of the mRNA such 
as a phosphorothiate backbone or 2′ modifi cations of residues can be brought into 
the mRNA as long as the modifi ed residues are substrate for the RNA polymerases 
routinely used for in vitro transcription (T7, T3, or SP6 RNA polymerases) and do 
not interfere with the translation process. It seems that only a few modifi cations 
such as phosphorothioate nucleotides and 2′ amino residues can be used [14]. 
However, they lower the effi cacy of transcription and translation while they do not 
noticeably increase the stability of the mRNA toward RNases. Some more work 
may allow the identifi cations of modifi cations that may allow the effi cacious pro-
duction of mRNA, which resists extracellular RNases and remains well translatable 
by the ribosome. Such mRNA would be optimized compared with native mRNA 
for therapeutic uses.

7.2.2.2 Vaccination

Introduction. Upon entry of a pathogen (virus, bacteria, or parasite) or upon 
pathologic genetic modifi cations of a cell of the body (tumors), pathogen associated 
molecular patterns (PAMPs) or “danger signals” such as dsRNA or stabilized 
ssRNA (virus), CpG DNA or fl agelin (bacteria), uric acid, or heat shock proteins 
(tumors), for example, are recognized by immune receptors such as TLR receptors 
or scavenger receptors. These activating receptors are expressed by cells of the 
innate immunity such as macrophages and DCs that are professional antigen 
presenting cells (APCs). Some PAMPs also stimulate B cells, NK cells, or NKT 
cells. Professional APCs loaded with a pathogen’s derived material and stimulated 
by the associated PAMP migrate from the site of detection of the danger signal to 
the draining secondary lymphoid organs such as lymph nodes and activate antigen-
specifi c T and B lymphocytes through their clonotypic receptors: T-cell receptor 



(TCR) for the former and surface immunoglobulin for the latter. There are 
approximately 5 × 109 T cells (ca. 70% are CD4 positive helper cells and ca. 30% 
are CD8 positive cytotoxic cells called CTLs) and 2 × 109 B cells in an adult human 
body. Generally, only a few hundred naïve lymphocytes specifi c for a precise 
antigen are available (frequency ca. 10−7) [33]. Upon an encounter with the antigen-
loaded activated APC, specifi c lymphocytes are triggered and proliferate. A 
lymphocyte clone may expand so much that it reaches a frequency of 10−2 [34]. 
Activated lymphocytes become armed effector cells. Armed B lymphocytes secrete 
the clonotypic immunoglobulin that sprays through the body, recognize its anti-
gen, and inactivate it or target it to destruction by effector mechanisms of the 
innate immunity. Armed CD4-positive T lymphocytes secrete cytokines (mainly 
interferon-γ for Th1 cells and Il-4 for Th2 cells) that are necessary for immune 
cells’ activity and they stimulate APCs. Armed CD8-positive T lymphocytes 
migrate to the site of antigen expression and kill cells expressing it. Upon 
disappearance of the antigen (complete elimination of the pathogen), armed 
effector cells disappear (contraction of the immune response) and some memory 
cells remain for the individual’s whole life. Not only does this memory cell allow a 
higher number of specifi c lymphocytes to be present in the body at an eventual 
second appearance of the antigen than at the time of the primary encounter, but 
also memory lymphocytes have the peculiarity to react very quickly and effi ciently 
(higher affi nity of the antibodies for example). Thus, in the case of reappearance 
of the antigen, the neutralization of the pathogen (infectious agent or tumor cells) 
will be much faster than at the time of fi rst priming. Prophylactic vaccination 
mimics a fi rst contact between the immune system and a pathogen. It guaranties 
that, should the pathogen be present in the body, its recognition and elimina-
tion will be effi cient and fast, preventing acute or chronic (persistent) disease. 
Therapeutic vaccination or immunotherapy aims at boosting the more or less 
preexisting immune response (triggered naturally by the already present pathogen), 
sustaining its strength (stimulating the proliferation of specifi c lymphocytes) and 
broadness (stimulating a larger spectrum of lymphocytes specifi c for the pathogen) 
to enhance its effi cacy. As shown for several pathogens such as for example, 
Hepatitis B Virus (HBV), Human Immunodefi ciency Virus (HIV), or tumor, a 
strong immune response against the pathogen is associated with a better control of 
the disease. High morbidity and mortality is often due to a weak immune response 
against those pathogens. Thus, immunotherapy aims at enhancing the natural 
capacity of the immune system to help control the pathogens. Another type of 
vaccination is used to shift or tolerize a preexisting pathologic immune response: 
in allergies or autoimmune diseases. Those immunotherapeutic regimen allow the 
manipulation of a preexisting immune response to render it armless.

Nucleic Acids for Vaccination. In all cases where the antigen of interest is a 
protein, nucleic acids can be used as a method to vaccinate. An adequate pDNA 
or mRNA vector can be produced in vitro (see above Section 7.2.2.1), formulated 
for the delivery (see Section 7.2.1.6) and eventually co-injected with an adjuvant in 
the form of a danger signal or cytokine. The local expression of the foreign nucleic 
acid-encoded protein associated with the local activation of innate immunity will 
trigger a T- and B-lymphocyte-mediated antigen-specifi c immune response that 
can protect against a challenge with the pathogen (infectious agent or tumor cell) 
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that expresses this protein. It can also modify an existing pathologic immune 
response (autoimmunity, allergy) to render it armless. Both pDNA- and mRNA-
based vaccines were reported to be capable of inducing humoral and cellular 
immunity (review by Liu and Ulmer for pDNA [35] and Pascolo for mRNA [36]). 
The particularly advantageous feature of this vaccination technique is that because 
antigens are made by the cells of the body, their epitopes are presented on major 
histocompatibility complex (MHC) I molecules and a CTL response is generated. 
Other vaccine methods based on proteins or inactivated infectious agents do not 
usually effi ciently induce CTL. These cells are particularly relevant for antivirus, 
anti-intracellular pathogen and antitumor immunity. Thus, nucleic-acid based 
vaccines are theoretically very attractive modalities in the context of these 
pathogens.

It is usually accepted, although not fi rmly demonstrated, that the stronger is the 
transgene’s expression (the highest is the amount of produced antigen), the better 
is the triggering of the immune response. Thus, enhancing the injected nucleic 
acid’s translation (see 7.2.2.1) is a common method for improving the effi cacy of 
nucleic acid-based vaccination. Improving the effi cacy of the processing and pre-
sentation of the coded antigen was also reported to strongly impact the vaccine’s 
potential (see below). However, of foremost importance is probably the site of 
delivery, the formulation, and the used adjuvant, which have a very strong and 
documented impact on the effi cacy of the pDNA- or mRNA-based vaccines.

Optimization of the Antigen Processing and T-cell Priming. When the antigen 
encoded by the nucleic acid is to be recognized by T lymphocytes, its derived 
peptide epitopes must be effi caciously presented by MHC class I or class II mole-
cules. Although any cytosolic, membrane or secreted protein can be used to produce 
MHC I and MHC II associated epitopes, several methods to enhance this presenta-
tion were described.

For augmenting the presentation by MHC I molecules, a sequence coding for 
ubiquitin can be inserted at the beginning of the gene. The produced protein will 
be cleaved after the ubiquitin, thus exposing a non-methionine N-terminal residue 
[37]. Should this residue be a “destabilizing” one, the protein is quickly degraded 
by the proteasome and its derived epitope effi ciently presented on MHC I proteins. 
Another method to enhance MHC I epitope presentation is to insert a sequence 
coding for Herpes Simplex Virus (HSV) VP22 protein or heat schock protein 60 
or calreticulin at the beginning of the gene [38–40]. HSV VP22, HSP60, and cal-
reticulin moieties have the particularity to enhance MHCI-antigen presentation of 
the conjugated protein.

For augmenting the presentation by MHC II molecules, the engineering of genes 
encoding Invariant chain (Ii) [41] or lysosome-associated membrane protein-1 
(LAMP-1) [42] fused to the antigen is recommended. Both Ii and LAMP-1 can 
direct the foreign nucleic acid-encoded protein to the cellular compartments where 
the degradation of antigens and the loading of MHC II molecules take place.

Shipping the antigen to the extracelullar compartment and at the same time 
targeting it to APC is another method to enhance T-cell priming: Whatever cell 
expresses the foreign nucleic acid, the antigen will be released and captured by 
APCs. To this end, the antigen can be fused for example to CD40L, Flt-3L, or 
CTLA4 [43–45] because these molecules bind to APC-specifi c surface proteins. 



These strategies enhanced the effi cacy of pDNA-based vaccines but may have the 
theoretical drawback of triggering an immune response against the self-protein 
used as fusion. Such an immune response would lead to autoimmune disorders 
targeting the immune system.

Finally, for enhancing the priming of the T cell, especially when the immune 
system may be tolerant (self-proteins used in anticancer vaccination), the addition 
of a “foreign” sequence to the antigen such as for example the Pan DR Epitope 
(PADRE: AKFVAAWTLKAAA) [46] or the utilization of a xenogenic antigen 
(the sequence of the antigen in species other than human) that has a ca. 90% 
homology to the nominal antigen are shown to increase the vaccine potential of 
nucleic acids [47, 48].

Specifi c Functional Optimization of pDNA Vectors for Vaccination. For a good 
expression of the vaccine transgene, a strong promoter must be used. Investigators 
can chose between (1) ubiquitous promoters such as the commonly used promoter 
of the early genes of CMV, eventually enhanced using additional regulatory ele-
ments (Operators [49]); and (2) cell-type specifi c promoters such as those that can 
promote transcription only in APCs (promoter exclusively used by dermal den-
dritic cells such as the fascin gene [50], for example) or locus control regions [12]. 
In the fi rst case, independently of the site of injection and of the cell type that take 
up the pDNA, there will be a local expression of the protein, and through direct 
presentation (when the plasmid was taken by APC) or cross-presentation (when 
the plasmid was taken up by a somatic cell and the produced protein phagocytosed 
by neighboring APCs), specifi c lymphocytes are activated. In the latter case, 
expression of the antigen is limited to APCs. This has several advantages: As APCs 
are terminally differentiated cells, they cannot persist or proliferate; thus, long-
term uncontrolled expression of the transgene and risks of transformation (when 
the transgene is an oncogene to be used in antitumor vaccination) are excluded. 
The induction of immune tolerance due to long-term expression of the antigen by 
somatic cells is also excluded. Moreover, the delivery of vaccine plasmids that have 
an expression restricted to APCs was reported to enhance the effi cacy of vaccina-
tion compared with ubiquitously expressed plasmids [13].

Should the plasmid contain no CpG motifs, the introduction of some of these 
sequences outside of the functional sequences (i.e., origin of replication, antibiotic 
resistance, and relevant gene expression cassette) would be needed to render the 
plasmid functional for vaccination purposes.

Delivery of Nonviral Coding Nucleic Acids for Vaccination

Injection of Naked Nucleic Acids. Although in vitro cultured cells do not usually 
take up naked nucleic acids (pDNA or mRNA) spontaneously, skin cells and 
muscle cells do in vivo. As published in the milestone article by Wolff et al. [18] 
and presented in Figure 7.2-4, the direct injection of pDNA or mRNA resuspended 
in an isotonic buffer results in the local uptake of the nucleic acid that can be 
visualized by the expression of the encoded protein (luciferase, EGFP, CAT, or β-
galactosidase are easily detectable markers) or by the induction of an immune 
response directed against the encoded protein. This is true whether the injection 
is made intramuscular, intradermal, or subcutaneous (review by Wolff and Budker 
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[50]). To get an immune response, standard injections in mice consist of 50 to 
200 μg of nucleic acids. A great optimization is obtained by direct intra-lymph-node 
injections, which proved in preclinical models to be much more effi cacious than 
other routes, i.e., giving similar immunity than a 100-fold higher dose injected 
intramuscularly or intradermally [51]. Such a method was evaluated in clinical trials 
and found to be a feasible and safe approach [52].

The mechanisms and molecules necessary for the spontaneous uptake of exogen-
ous nucleic acids are not fully characterized. However, it is probable that both 
pDNA and mRNA are phagocytosed, eventually in a receptor-mediated way (the 
reporter gene expression, after pDNA or mRNA injection, is a saturating process 
that can be competed with irrelevant nucleic acids), and travel through endosomes 
before they can reach, in an unknown way, the cytosole and, for pDNA, subsquently 
the nucleus (Figure 7.2-2). As pDNA and mRNA vectors contain intrinsic danger 
signals (nonmethylated CpG sequences recognized by TLR9 for the former and 
any nonmodifi ed ribonucleic acids recognized by TLR7 and TLR8 for the latter) 
that are detected in the endosomes of cells that have phagocytosed the exogenous 
nucleic acid (Figure 7.2-3), the expression of the encoded protein parallels a local 
activation of the immune system. This results in the development of a B-cell- and 
T-cell-mediated immune response specifi c for the protein encoded by the injected 
nucleic acid. After the antigen is not expressed any longer, the triggered immune 
response becomes a memory response that provides an advantage to the treated 
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Figure 7.2-4. Expression of luciferase in vivo after injection of nonviral coding nucleic 
acids. Mice were injected in the ear pina with 10 μg of naked mRNA (right ear “R”) or 
10 μg of naked pDNA (left ear “D”) coding luciferase. At the indicated time points, mice 
received a systemic injection of luciferin and were monitored by an in vivo imaging system 
for luciferase-mediated light emission. The injection of mRNA quickly results in strong 
luciferase expression at the site of application and totally vanishes after a few days. Plasmid 
DNA gives an expression at the site of injection that peaks later than the one obtained with 
mRNA injections, and that remains for a long time (up to weeks, depending on the 
injections).



individual, should he be re-exposed to the nominal antigen expressed by a 
pathogen. 

An in vivo electroporation method was developed and tested in order to enhance 
the penetration of injected naked nuclei acids in cells at the site of delivery (for 
review, see Prud’homme et al. [53]). After the injection of the nucleic acid, a short 
electric pulse is given through the injected tissue thanks to electrodes connected 
to a programmed generator. This method allows a strong enhancement of the 
uptake of the injected pDNA. So far, however, it has not been successful in enhanc-
ing the uptake of injected mRNA (unpublished personal observation). For pDNA 
vaccination, in vivo electroporation is becoming a standard method to enhance the 
effi cacy of vaccination in mice and it is being tested in a phase I trial in humans 
(see www.clinicaltrials.com).

Delivery of Vaccine Nucleic Acids Using Particles or Cells. One problem when 
using injections of naked nucleic acids for vaccination is that a big amount of vector 
is needed to vaccinate mice and a fortiori humans. This is partly due to the quick 
degradation of the extracellular vector (half-life within seconds for the mRNA [14] 
and eventually minutes for pDNA [54]) and its relatively poor uptake by cells. Only 
a few thousand plasmids are expressed at the site of injection [55]. For vaccination, 
three strategies were developed that can protect the nucleic acid and/or deliver it 
effi ciently to its functional site (cytosol for mRNA and nucleus for pDNA): Gene 
Gun, in vitro transfection of professional APCs before adoptive transfer, and fi nally 
encapsulation in particles or liposomes.

gene-gun. The gene-gun technology is based on a ballistic delivery. The nucleic 
acid is precipitated on micrometric gold particles that are resuspended in a buffer 
and quickly injected into an horizontal tubing of 4 mm in diameter and 75 cm in 
length. The particles are left there to sediment. Thereafter, the buffer is slowly 
discarded and the tube is turned 180° along its axis in a way that the initial bead’s 
bed is on the “roof” and disperses slowly through gravity on the inside of the tubing, 
covering it homogeneously. After it is dried in the inside, the tube is chopped into 
the size of cartridge (ca. 1.25-cm-long tubes). The cartridges are placed in the 
cartridge holder of a gun that is connected to pressured helium. Upon fi ring, the 
gas goes through the cartridge and propels the beads with high speed. Should 
the gun be a few centimeters from the skin, the beads penetrate the stratum 
corneum and stop in the dermis. They release the nucleic acid in the hit cells or 
cells’ nuclei. Within these cells are dermis DCs and Langerhans cells. They are 
activated probably through signaling by TLR9 (pDNA vaccines [56]) or TLR7 and 
TLR8 (mRNA vaccines [57]) and migrate to the draining lymph node where they 
can activate antigen-specifi c lymphocytes.

adoptive transfer of in vitro transfected apcs. As the key event in vaccination 
is the presentation of the antigen and its derived epitopes by professional APCs, 
researchers investigated the possibility of generating a pure APC population out 
of blood cells and of modifying these cells with exogenous nucleic acids before re-
implanting them in the body. Because the transfection of pDNA in APCs such as 
DCs is ineffi cient and, when successful, induces apoptosis, the methods of genetic 
modifi cation of APCs were principally developed using mRNA vectors. As APC, 
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the monocyte-derived dendritic cells are most often used. They are easily pro-
duced, even in GMP conditions, starting from blood monocytes that are extracted 
from total blood either using their characteristic to stick quickly on plastic surfaces 
or by sorting (magnetic beads or FACS) with monoclonal antibodies specifi c for 
monocytes such as CD14. The monocytes are cultivated 1 week with GM–CSF and 
interleukine-4 to generate immature DCs. These cells can be easily transfected 
with mRNA using simple co-incubation or, for a more effi cient, more controlled 
uptake, electroporation. Eventually, the cells are rendered mature by the addition 
of one or several danger signals and further cultivated 1 or 2 days. Then the cells 
are re-injected into the patient. Although the method was shown to work in animals 
and in humans (see Section 7.2.2.1), the optimal danger signal(s) and site of injec-
tion are still to be precisely defi ned. For the maturation, a cocktail containing 
IL-1β, IL-6, TNF-α, and PGE2 may be optimal to generate mature DCs that can 
migrate to the lymph nodes draining the site of adoptive transfer without dying too 
early from overstimulation [58]. Using this type of cocktail, DCs injected subcuta-
neous or intradermally are expected to go to the secondary lymphoid organs and 
prime antigen-specifi c lymphocytes. Alternatively, the direct intra-lymph-node 
injection of mature transfected DCs may be the best method to guarantee that most 
in vitro generated APCs are at their site of activity after adoptive re-implantation. 
The utilization of this method in many human clinical trials is ongoing throughout 
the world, and optimized protocols will soon be deducted from these studies.

particles. Both pDNA and mRNA vectors entrapped in particles or coated on 
particles were shown to be potent vaccines. In all cases, the particle strategy 
allowed a drastic reduction of the amount of the nucleic acid needed to get a sig-
nifi cant immunity. For mRNA vectors, Martinon et al. [59] were the fi rst to report 
that infl uenza nucleoprotein coding mRNA entrapped in liposomes can induce an 
immune response against infl uenza virus in mice. It was then shown that minimal 
amounts of mRNA (down to 1 μg of encapsulated mRNA injected intradermal or 
intravenous) are enough to prime an antigen-specifi c immune response [60]. This 
technology has not yet been transferred to human clinical trial. Encapsulated 
pDNA, however, were shown earlier to be potent vaccine formulations. Plasmid 
DNA entrapped [61] or coated [20] on cationic microparticles or enclosed in lipo-
somes [62] are more potent than naked pDNA as vaccines. Using either intramus-
cular or intravenous routes of delivery, doses as low as 1 μg of encapsulated pDNA 
were shown to prime humoral and cellular immune responses in mice. Using these 
formulations, oral [61, 63, 64], intranasal [65], or other mucosal delivery routes 
(intrarectal [66], for example) can be used to stimulate mucosal and systemic 
immunity in animals (mice or macaques).

Adjuvants. Although nucleic acids have the intrinsic capacity to signal “danger” 
through TLR7, 8, or 9, extra-immunostimulation can enhance or polarize the 
immune response. It can be achieved by injection of cytokines or nucleic-acid-
coding cytokines together with the vaccine. The cytokine GM–CSF is one of the 
most studied adjuvants in the context of nucleic acid vaccinations. It was shown to 
enhance and to polarize toward Th1 immune responses after pDNA [67] or mRNA 
[68] applications. The optimal timing of application of such an adjuvant is not 
clearly established. Theoretically, the local delivery of GM–CSF should attract 



immature DCs that would render the site more reactive to a consecutive nucleic 
acid injection. However, practically, in mice it looks like the injection of GM–CSF 
should at best follow the injection of pDNA or mRNA. The optimal timing of 
GM–CSF injections in humans would need to be deducted from clinical trials 
especially designed to decipher this matter. Infl ammatory cytokines such as IL-12 
are also foreseen as promising adjuvants to be used in combination with nucleic 
acid vaccines.

Preclinical Results and Clinical Applications. Both pDNA- and mRNA-based 
vaccinations were demonstrated to be effi cacious in animal models as prophylactic 
or therapeutic immunotherapies against tumors, infectious diseases, and allergy. 
Two pDNA-based vaccines are commercialized for veterinary use: an anti-equine 
fever and an anti-infectious hematopoietic necrosis virus (IHNV) for farm-raised 
salmons. In humans, several formulations of nucleic acid vaccines are tested in 
clinical trials (see the actualized list of trials at www.clinicaltrials.gov). Although 
pDNA-based vaccine trials were reported in the context of antitumor, antivirus 
(HIV, infl uenza virus, HBV) and antiparasite (Plasmodium falciparum) approaches, 
mRNA-based vaccines were up to now tested only as immunotherapies against 
cancer (review by Liu and Ulmer for pDNA [35] and Pascolo for mRNA [36]).

Anti-infectious Diseases Vaccines (HIV, Plasmodium falciparum, infl uenza virus, 
HBV, Mycobacterium tuberculosis). Theoretically, any infectious agent can be 
recognized by the immune system, and thus, vaccination is of interest to prevent 
acute infection or reduce chronic replication. Preclinical results have shown at least 
in mice that for all economically or socially relevant pathogens, pDNA-based vac-
cination is a robust method to prevent or treat the infections. Several trials in the 
human population are ongoing (see www.clinicaltrials.com) and address the safety 
of pDNA vaccines designed to trigger immunity against HIV, Plasmodium falci-
parum, infl uenza virus, HBV, Mycobacterium tuberculosis, severe acute respira-
tory syndrome (SARS) virus, West Nile Virus, or Ebola virus. Most are phase I 
trials and thus address only the safety and dose. The following paragraphs describe 
the results obtained for several of these test vaccines.

aids. The Acquired Immunodefi ciency Syndrome (AIDS) is the fourth cause of 
death in the world (an estimated 3.5 million people die from AIDS every year). 
An estimated 40.3 million persons are living with HIV, and 5 million people per 
year become infected. An affordable and effi cacious anti-AIDS vaccine is urgently 
needed (review by Girard et al. [69]). Due to the potency of pDNA vaccines to 
induce CTL in mice and the known effi cacy of these cells to control HIV replica-
tion in humans, the fi rst trials using direct injection of nucleic acids were performed 
in HIV-infected individuals in the mid-1990s. Follow-up trials were performed in 
uninfected volunteers. These studies showed that anti-HIV pDNA vaccines are 
feasible and safe [70]. The induced immune responses were less strong than 
expected based on preclinical studies. However, CTL responses could be recorded 
after injection of naked pDNA [70]. Interestingly, in infected patients, the pDNA 
vaccines could induce new anti-HIV immune specifi cities, not triggered by the 
infection itself. Thus, in the context of immunotherapy, pDNA vaccination has 
indeed the potential to boost the preexisting immunity but also to broaden it by 
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inducing new virus-specifi c CTL and antibodies. Up to now, no clinical effi cacy of 
pDNA vaccines against HIV could be demonstrated. However, strategies using 
pDNA as a prime followed by recombinant viruses or proteins as boost are being 
evaluated as vaccine protocols in high-risk populations [71, 72].

malaria. Plasmodium falciparum (P. falciparum) is the most pathogenic parasite 
causative of malaria. Yearly, 300–400 millions clinical cases of P. falciparum infec-
tions are reported, among which 2–3 million are deadly. Moreover, an increase of 
the incidence of the disease has been observed due to the emergence of drug-resis-
tant parasites and of insecticide-resistant mosquitos. For these reasons, a protective 
and cost-effective vaccine against P. falciparum is needed. P. falciparum, being an 
intracellular parasite, its control requests the recognition by CTL. Thus again, 
nucleic acid-based immunotherapies are theoretically adapted for the development 
of a preventive or therapeutic vaccine against malaria. The same year as the report 
of anti-HIV pDNA-based vaccines was published so was the result of the fi rst anti-
malaria pDNA-based vaccine [73]. In this and follow-up studies, the induction by 
the pDNA vaccine of CTL against P. falciparum epitopes was documented. 
However, no antibody response was induced. The codon usage of P. falciparum is 
very inadequate for mammal cells. Thus, the pDNA vaccines based on native 
P. falciparum genes may have been relatively ineffi ciently translated in vivo. This 
may account for the generation of CTL, which are recognizing fragments of the 
protein but fail to generate antibodies that require the production of the full-length 
foreign protein. To conclude, although the documented induction of anti-malaria 
T cells by pDNA applications [74, 75] is an encouraging progress toward the devel-
opment of an antimalaria vaccine, a randomized placebo-controlled phase III trial 
is required to see whether pDNA-induced anti-P. falciparum immunity results in 
the reduction of the burden of infection, morbidity, and mortality within popula-
tions living in endemic areas.

hepatitis b. The hepatitis B virus (HBV), which may have infected more than one 
third of the population, is responsible for approximately 1 to 2 million deaths every 
year. After infection, most people clear the virus through an effi cient immune 
response. However, the virus persists in ca. 10% of the people and eventually leads 
to liver diseases such as hepatocellular cancer. Although the anti-HBV vaccine 
based on the recombinant surface antigen is effi cient and safe, 5% to 10% of 
healthy immunocompetent subjects do not respond to it [75]. For those people and 
the ca. 350 million carriers, an alternative vaccine that would trigger a B-cell but 
also a T-cell response is of great interest. Indeed, a potent T-cell response of the 
Th1 type is believed to lead to the control of HBV. Several prophylactic and thera-
peutic trials are ongoing. One of the most successful methods to trigger immunity 
against HBV using pDNA is based on the utilization of the gene-gun: A trial 
showed that ballistic delivery of pDNA coding HBS could induce CD4 and CD8 
T cells as well as protective levels of antibodies in all treated hepatitis-naïve vol-
unteers [76]. Moreover, no or low responders to the standard vaccine were found 
to respond to the pDNA applied with the gene-gun (12 out of 16 patients responded 
[77]). Each dose of the vaccine contained no more than 4 μg of plasmid. Subjects 
received between one and three doses, with a two-month interval in-between appli-
cations. Thus pDNA-based vaccination is a safe, feasible, cost-effective, and pro-



mising prophylactic and therapeutic approach against HBV. The results of phase 
II and III trials are needed to prove clinical effi cacy and allow commercialization 
of this vaccine.

tuberculosis. Mycobacterium tuberculosis is the etiologic agent of tuberculosis. 
The disease is due to the immune response against the pathogen more than to the 
pathogen itself. Immunotherapy using the whole inactivated pathogen or BCG may 
enhance rather than decrease the disease. Nucleic acid vaccination offers the pos-
sibility to perform immunotherapy with the immunogenic parts of the pathogen 
that are associated with a protective immune response rather than with a pathologic 
immune response. Heat Shock Protein (HSP) 65 is a dominant mycobacterial 
antigen. Vaccination with HSP65-encoding pDNA in mice was superior to infec-
tion in priming protective T cells [78]. In this model, the same method was found 
to be effi cacious in a therapeutic setting [79]. However, these results were not con-
fi rmed by another laboratory, where vaccination of mice with pDNA encoding 
mycobacterium HSP65 enhanced the pathology. These contradictive results may 
be due to the ratio of Th1 versus Th2 cells primed by the vaccine, which may be 
linked with the purity of the nucleic acid (the presence of endotoxin, which orien-
tate the response toward Th2), the site of injection (intradermal delivery orientates 
the response toward Th2), or the level of immunological naivety of mice that 
depends on the clean conditions in which they are kept. As an improvement of the 
approach, a combination between effi cacious anti-mycobacterium chemotherapy 
and pDNA vaccination may allow a sustained immune control of the pathogen [80]. 
This regimen may be used in infected patients suffering from tuberculosis. However, 
the risk of increasing rather than decreasing the pathologies associated with Myco-
bacterium tuberculosis using pDNA vaccination is a drawback that limits the 
testing of this immunotherapy.

Antitumor Vaccines. Many, if not all, tumor cells express characterized specifi c 
antigens (self-proteins or virus-encoded proteins) that make them recognizable and 
controllable by the immune system, especially by T cells. The capacity of immune-
stimulation approaches, among them, nucleic acid-based vaccines, to control tumors 
was clearly proven in many animal models. For this reason, nucleic acid vaccines 
coding tumor antigens such as virus-encoded oncogenes (for example, HPV 16 E7), 
self-proteins (prostate antigens for prostate cancer, clonotypic antibodies for B-cell 
leukemia, melanocyte-specifi c proteins for melanoma, or shared tumor antigens 
such as testis-antigens for many tumor types, for example) or mutated oncogenes 
(p53 or cRas, for example) were tested as immunotherapy in cancer patients [81]. 
Prophylactic vaccination against cancer is validated in mice [82] but not yet trans-
ferred to healthy, tumor-prone individuals identifi ed thanks to family history and 
detection through genotyping using known tumor-predisposition markers.

plasmid dna-based anti-tumor vaccines. One of the fi rst reports of an antitumor 
pDNA-vaccine phase I trial used a dual expression plasmid coding HBS and 
carcino embryonic antigen (CEA), a protein overexpressed on many epithelial 
cancers. The plasmid was repetitively injected intramuscularly. Per injection, up to 
2 mg was applied. Some patients developed a good immune response toward HBS, 
but there was only a very limited response toward CEA. No objective clinical 
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response was recorded. Similar results were obtained in another phase I trial using 
a pDNA coding gp100 (an enzyme involved in melanine synthesis and expressed 
in most melanoma [83]) whether the DNA was injected intramuscularly or intra-
dermally. As a superior vaccination strategy that may allow breaking tolerance, the 
intranodal delivery of pDNA coding tyrosinase (like gp100, it is a protein expressed 
in melanocytes and melanoma) was tested in melanoma patients [52]. Patients 
received up to 800 μg of pDNA every 2 weeks for four cycles. The treatment was 
feasible and safe. Nearly half of the patients (11 of 26) showed the triggering of an 
immune response against tyrosinase. Overall survival in this small cohort was 
found to be higher than expected. Meanwhile the utilization of an adjuvant in the 
form of recombinant cytokines (IL-2 and GM-CSF) applied subctaneously was 
tested in a phase I trial involving prostate tumor patients [84]. The pDNA (up to 
900 μg per injection, fi ve cycles) was given intramuscularly and intradermally. Cel-
lular and humoral immune responses targeted to PSA could be detected in two of 
three patients injected with the highest dose. Biochemical regression was recorded 
in these two immunologically responding patients. Finally, as an immunotherapy 
strategy targeting the idiotype of B-cell lymphoma, pDNA expressing patient-
specifi c clonotype were delivered with a needleless device (Biojector). Patients 
received monthly injections of up to 1800 μg of pDNA [85]. Here again, an immune 
response (B or T cell) could be triggered against the tumor-specifi c antigen (the 
antibody’s idiotype) in most patients (7 out of 12).

Viral oncogenes are a privileged target for antitumor immunotherapies: Being 
foreign molecules, they are usually effi caciously recognized by the immune system 
and can be used as prophylactic antitumor vaccination targets. Human Papilloma 
Virus-16 (HPV-16) encodes two oncogens: E6 and E7. PLG-encapsulated pDNA 
coding for a few HLA-A2 epitopes of HPV-16 E7 administered intramuscularly 
could induce an immune response against HPV-16 in most treated patients suffer-
ing from HPV-16 associated anal dysplasia [86] or cervical intraepithelial neoplasia 
[87]. Clinical responses (histological responses) were observed in some patients (3 
out of 12 in the study by Klencke et al.; 5 out of 15 in the study by Sheets et al.). 
Thus, pDNA-based vaccinations against HPV can be envisioned as a possible pro-
phylactic and therapeutic antitumor immunotherapy regimen. This technology may 
become a standard anti-HPV therapy in the relatively near future.

messenger rna-based antitumor vaccines. The only published results where 
mRNA vectors were used to vaccinate cancer patients are based on the utilization 
of mRNA-transfected DCs as described above. This popular method fi rst described 
in 1996 [88] was validated in several preclinical mouse models and used to vacci-
nate prostate or renal cancer patients with different mRNA preparations (review 
by Gilboa [89]). In most patients, an increased T-cell immune response against the 
antigen(s) encoded by the mRNA(s) could be observed. Thus, mRNA-based vac-
cines using in vitro transfection of autologous DCs is a feasible and effi cacious 
approach to stimulate a T-cell immune response against tumor antigen. Phase II 
and III trials are needed to show the clinical effi cacy of mRNA-transfected DCs 
as anticancer immunotherapy. However, the need for a large amount of blood to 
prepare a few vaccine doses, the costly and variegating production of DC in GMP-
conditions, as well as the logistic issues restrict the utilization of this technology. 
As an alternative, direct injections of naked or protamine-encapsulated mRNA 



was shown to be effi cacious for priming cellular and humoral immune responses 
in mice [27, 90]. It is being evaluated in human as anticancer immunotherapy 
(ongoing phase I/II studies).

conclusion on antitumor vaccines based on pdna or mrna. Most published 
results show limited effi cacy of nucleic acid-based vaccines as anticancer immuno-
therapies, highlighting the need for improving these strategies. However, the pos-
sibility of triggering an immune response against self-tumor antigens with pDNA 
or mRNA vaccines sustains the hope that once the correct antigens and optimized 
immunization methods will be identifi ed, antitumor vaccinations would be a way 
to get regression or at least stabilization of tumor diseases in many patients. The 
fundamental knowledge of immune-tolerance and control of autoimmunity will 
help to fi nd the protocols that will allow nucleic-acid based vaccines to become 
potent antitumor therapies. Of particular and new interest is the role of regulatory 
T cells (Treg) that can suppress immunity and are usually increased in number in 
the blood of tumor patients. Antitumor vaccination may enhance the activity of 
suppressive cells rather than the one of effector antitumor cells, thus leading to a 
failure of the therapeutic approach [91]. Controlling, i.e., reducing, the activity of 
Treg and of other immunomodulatory cells or molecules may be crucial for the 
success of anticancer immunotherapies. Methods such as chemotherapies, which 
are lymphoablative or specifi c inhibition of gene expression using siRNA (anti-
TGF-β or IL-10, for example), may allow a transient reduction of natural immu-
nosuppression that could be used for intensive vaccination protocols. Such 
combinations are being evaluated in clinical trials.

Anti-allergy Vaccines. Allergic diseases affect approximately one third of the 
population, and for unclear reasons, prevalence of these diseases is increasing. 
Through the triggering of Th2 type of T helper cells, environmental antigens 
induce the release of Il-4, Il-5, and Il-13 activate basophil, eosinophil, mast cells, 
and IgE, which eventually induce the development of infl ammatory allergic dis-
eases such as asthma, eczema, hay fever, and rhinitis. The desensitization of a 
patient can be obtained through repeated injections of increasing doses (starting 
at very low doses) of the nominal allergen over the course of several years. However, 
this protocol has been reported to have inconsistent effi cacy and in rare cases very 
strong toxicity [92]. As vaccination with pDNA was reported to induce a Th1 
response and inhibit the Th2 response, it was anticipated that pDNA vaccines could 
have a potential for the prevention and cure of allergic diseases. Indeed, it was 
demonstrated in animal models that the injection of pDNA coding for an allergen 
(β-galactsidase in experimental models or relevant allergen such as house dust mite 
Derp5, latex Hevb5, peanut Arah2, honeybee venom phospholipase A2, pollen 
allergen Cryj1, or Betv) can be a prophylactic or therapeutic treatment against 
allergies [93]. However, a clear control of the Th2 response, eventually using the 
co-injection of the vaccine with nucleic acids coding Il-12 or IL-15 as enhancers of 
the Th1 response, is needed before pDNA desensitization protocols can be planned 
for testing in the human population.

Conclusion on Vaccination Using Nonviral Coding Nucleic Acids. Both pDNA 
and mRNA vectors can induce antigen-specifi c humoral and cellular immunity of 
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the Th1 and/or Th2 types. When using direct intramuscular injections of naked 
plasmid, a minimum of 800 μg of pDNA seems to be necessary to get a detectable 
immune response. Optimization of the vectors as described in Section 7.2.2.1 is a 
standard way to increase the effi cacy of the nucleic acid-based vaccines and should 
be used for any clinical trials. The choice of the relevant pathogen-derived antigen, 
especially in the case of antitumor immunotherapies, is critical: This antigen should 
be well immunogenic and recognized by T and/or antibodies on pathogenic cells 
(infected and malignant) or by antibodies on infectious agents. The delivery method 
should be cost-effi cient, praticable, and result in the induction of a strong immune 
response. Although the effi cient intra-lymph-node delivery method may be adequate 
for therapy of a limited number of patients with advanced nontreatable diseases 
(tumor patients, for example), the gene-gun delivery sounds like the most favorable 
delivery method for easy, painless, effi cacious, and cost-effective nucleic-acid-based 
vaccination of large populations. The utilization of a nontoxic adjuvant is always 
relevant, and at the moment, GM–CSF, which is the most frequently used cytokine 
in the context of nucleic acid vaccination trials, looks like a fairly good candidate. 
Meanwhile the control of Tregs is fundamental to trigger effi cient immunity, 
especially in anticancer immunotherapies. The choice of the vehicle (pDNA or 
mRNA) needs to be addressed in clinical trials where both vectors are compared. 
Although mRNA looks safer due to its transient nature, pDNA may be more 
effi cacious and require less injections for reaching protective immunity (high 
antibody titers and high T-cell frequencies). On another hand, long-term persistence 
of antigen expression when using pDNA may interfere with the development of 
memory T cells [94] and thus render a prophylactic vaccine ineffi cient. The induction 
of memory cells by mRNA- and pDNA-based vaccines needs to be evaluated and 
compared in human populations, especially when prophylactic vaccination is 
envisioned. Thus, it could be stated that the prevention of diseases or the treatment 
of chronic non-life-threatening diseases (i.e, allergy) may be most adequately 
addressed by mRNA vectors, whereas the treatment of late-stage patients (AIDS 
or tumor patients, for example) may be at the moment best addressed with pDNA 
vectors.

7.2.2.3 Gene Therapy

Introduction. Known mutated genes that are the cause of recessive genetic diseases 
are, for example, adenosine deaminase in severe combined immunodefi ciency 
disease (SCID), cystic fi brosis transmembrane conductance regulator gene (CFTR) 
in cystic fi brosis, hypoxanthine-guanine phosphoribosyl transferase in Lesch-Nyhan 
disease, glucocerebrosidase enzyme in Gacher disease, dystrophin in Duchenne 
muscular dystrophy, and factors XIII and XI for some hemophilia. In these cases, 
using foreign recombinant nucleic acids, it is possible to bring the protein that is 
missing or defi cient. This technology is called gene complementation. The challenge 
of nucleic-acid-based gene therapies is to bring in all defi ned target cells an amount 
of nucleic acid that would provide a functional quantity of the encoded protein 
without over- or under-expression by some cells and without stimulating immunity 
or inducing apoptosis. General optimizations of gene expression as described for 
vaccination with pDNA and mRNA vectors in Section 7.2.2.1 should be performed 
to obtain the highest possible expression, thus effi cacy, from the nuclei-acid-based 



drugs. At the same time, the vectors should be designed to have low immunogenicity, 
for example, by eliminating CpG sequences in pDNA vehicles. Using pDNA 
vectors, the utilization of promoters that specifi cally drive gene expression in the 
adequate tissue or cell type is a method to lower side effects such as expression of 
the exogenous vector in irrelevant organs or cells. Although delivery of naked 
nucleic acid is evidenced in vivo and can be used for some approaches, the effi cacious 
systemic delivery of nucleic acids needed for gene therapy is best obtained thanks 
to encapsulation [19]. Both methods are presented below. None of them has been 
used in human clinical trials. Up to now, gene therapy approaches tested in humans 
are based on virus-derived constructs that can effi ciently penetrate cells and 
integrate in the nucleus. However, because of safety issues, pDNA and eventually 
mRNA (not used in preclinical models up to now) may appear again as favorable 
vehicles for gene complementation.

Naked pDNA for Gene Therapy. As published by Wolff et al. in 1990, the injection 
of naked pDNA in the mouse skeletal muscle results in local transgene expression 
[18]. Since then, other species such as rats, cats, or monkeys and other sites such 
as skin, liver, brain, urological organs (assisted by in vivo electroporation), thyroid, 
and tumors were shown to be permissive to the local uptake of injected naked 
pDNA [95]. However, the local transgene expression obtained by direct injection 
of naked pDNA into an organ is usually too low to be used in the context of genetic 
disease, even when the missing function is contained in a soluble protein secreted 
in the bloodstream (for example, coagulation factors in hemophilia). It was 
estimated that after injection of naked pDNA, only a few thousand plasmids are 
functionally retained within cells of the injected tissue [56]. To treat a genetic 
disease, a physiological expression of the therapeutic molecule by all cells that need 
the missing function or a functional level of the protein in the body fl uids is 
required. For this reason, gene therapy approaches based on naked pDNA use a 
systemic delivery method such as intravenous or, at best when organs other than 
lungs are targeted, intra-arterial injections. Indeed, the intravascular injection of 
naked pDNA surprisingly results in the expression of the encoded protein, especially 
in the liver [50]. As it is the case for intramuscular and intraskin injections, 
the intravascular injection of naked pDNA was initially a (negative) control of 
experiments designed to test the potency of transfection reagents. To reach a good 
expression level in mouse hepatocytes, the pDNA should be injected in a relatively 
large volume and short delivery time (“hydrodynamic” delivery) through the tail 
vein, the portal vein, the hepatic vein, or the bile duct. One injection can transfect 
about 1% of the hepatocytes throughout the entire mouse liver. This method can 
be used to produce in situ liver-specifi c proteins and soluble proteins such as 
coagulation factors XIII and XI that are missing in hemophilic patients. The 
production of critical proteins such as growth hormones with this technology is 
theoretically possible but would be hazardous because the amount of protein 
produced and the duration of the expression are not controlled.

Although naked siRNA can be delivered using the same procedure, naked 
mRNA would not be suitable because it is degraded within seconds in the serum 
[14].

Using hydrodynamic injection in a muscle’s artery or vein, the expression of 
naked pDNA can also be obtained in the muscle. However, for a high expression, 
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the blood fl ow through the targeted vessel must be stopped surgically during the 
injection [96, 97]. Expression of the naked pDNA can also be obtained in the 
cardiac myocytes after injection in the left ventricular wall.

These preclinical observations made in mice, rats, and monkeys allow us to 
foresee the utilization of naked pDNA as a treatment of muscle diseases such as 
Duchenne muscular dystrophy, peripheral limb ischemia, and cardiac ischemia. 
However, the methods described above for animals (hydrodynamic injection, tran-
sient stop of blood fl ow through a muscle) are diffi cult to transpose to the human 
situation. Instead of an hydrodynamic delivery, human may benefi t from the utiliza-
tion of a vasodilator before pDNA injection. This treatment could increase the 
permeability of discontinuous endothelium such as those in liver, spleen, and bone 
marrow and induce permeability through continuous endothelium such as those 
in the brain. This way, plasmid DNA may go through the vascular wall and reach 
the target cells of the organs. As mentioned, the utilization of pDNA for gene 
therapy in humans has not yet been evaluated in clinical trials. Virus-based gene 
complementation is still observed as the most feasible method although safety 
issues are raised. Encapsulated pDNA is possibly an improved version of naked 
pDNA for gene therapy and has better safety features than virus-based delivery 
systems.

Encapsulated pDNA for Gene Therapy. Both cationic liposomes and polymeric 
particles were used to deliver effi ciently pDNA in animal models for gene therapy 
approaches. Although in these preclinical assays the expression of the transgene 
vanished after few days, the uncontrolled long-term expression as well as a possible 
overexpression after repeated delivery of encapsulated pDNA are safety issues that 
must be addressed before these methods are evaluated in clinical trials. However, 
thanks to the recent knowledge on gene regulation (utilization of inducible 
promoters such as Tet On and Tet Off promoters), immune activation (CpG motifs), 
immune modulation (Tregs for immunosuppression, for example), we can anticipate 
new generations of safe (controllable and nonimmunogenic) encapsulated plasmid 
constructs that will be the basis of future drugs designed to treat genetic 
diseases.

Preclinical Results Obtained with Liposome Formulations. One of the most fre-
quent genetic diseases with high morbidity and mortality for which the defi cient 
gene has been identifi ed is cystic fi brosis. It is due to mutations in the CFTR, which 
is a transporter of chloride anions. This defi ciency is recessive: Bringing the correct 
gene in the cells can correct it. As cystic fi brosis affects the lung, local gene therapy 
approaches where the genetic vehicle is delivered through airways is foreseen as an 
effi cacious and safe method. As early as 1992, liposomes encapsulating pDNA 
coding for CFTR were found to be capable of bringing this protein function to 
airway epithelium of the lung after intratrachea instillation in mice [98]. Optimiza-
tion of the delivery can be obtained by modifying the liposome formulation [99]. 
This promising method was not evaluated in patients.

Meanwhile, the intravenous delivery of lipid-entrapped pDNA was shown to 
effi caciously lead to gene expression, especially in liver, lung, and kidneys [100]. 
The addition of targeting molecules can effi ciently target the vesicles to specifi c 
cells. For example, the utilization of galactosyl-cholesterol or mannosylated-



cholesterol in the liposome formulation allows effi cient delivery of the pDNA to 
the liver in mice [101, 102].

To conclude, cationic liposome formulations were shown in animal models to be 
effi cient, safe, and versatile delivery vehicles for pDNA molecules. The engineering 
of liposomes coated with targeting molecules is one method to enhance the effi cacy 
and specifi city of these vehicles. Clinical trials in humans are needed to demon-
strate the feasibility, safety, and effi cacy of these approaches.

Preclinical Results Obtained with Particles. Poly-L-lysine and poly-L-Ornithine 
were used to generate particles that can entrap pDNA. The cationic polymers can 
be coupled to a targeting molecule such as galactose or mannose for enhanced 
delivery to the liver after intravenous or intraportal injections in mice [102–104]. 
Expression in other organs than the liver (for example, kidneys) is observed; 
however, expression in the liver using these particles is dominant. Such particles 
are found to be more effi cient and to persist for a longer time in the circulation 
than liposomes. Hepatic expression of the pDNA delivered by poly-L-Lysine par-
ticles can be found several months after delivery [105]. These promising formula-
tions were not evaluated in humans.

Conclusion on Gene Therapy Using Nonviral Coding Nucleic Acids. As opposed 
to vaccination strategies, the local delivery of naked pDNA in an organ is not 
foreseen as a possible gene therapy approach because the protein expression is too 
low. However, the systemic delivery through the blood circulation of naked or 
entrapped pDNA was found to result in strong expression of the transgene, mainly 
in the liver. The utilization of hepatocyte-specifi c promoters in the pDNA would 
allow us to turn these methods into liver-specifi c expression systems. They may be 
used to produce soluble proteins such as coagulation factors XIII and XI or 
erythropoietin in patients suffering from genetic defi ciencies for these molecules. 
Encapsulated pDNA expressed by hepatocytes could also theoretically be used for 
the sustained production of therapeutic monoclonal antibodies (the anti-Her-2/neu 
antibody: Herceptin, for example) by the body’s own cells in tumor patients. Aside 
from that, some methods (hydrodynamic delivery, occlusion of veins, particles) can 
allow delivery of pDNA in the muscle as a possible treatment for myopathies. 
Finally, inoculation through the airways can result in gene expression in the lung 
and could be used as a treatment against cystic fi brosis. Thus, although they are 
not yet tested in humans, the gene therapy approaches based on simple pDNA 
coding for a therapeutic protein are very exciting and promising approaches that 
offer a broad range of applications. However, several issues have to be addressed:

1. The natural immunogenicity of the pDNA. Even without any known CpG 
sequence in the plasmid, repeated applications may still induce the activation 
of the immune system. This immune response could neutralize the produced 
transgenic protein and result in the specifi c killing of cells expressing it. As 
a remedy, the utilization of immunosuppressive drugs concomitantly with the 
application of pDNA-based gene therapies should probably be envisioned.

2. The uncontrolled persistence and expression of the transgene prevents its 
utilization for the production of active molecules such as growth factors. 
Repeated applications may result in some patients in the accumulation of 
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pDNA and overexpression of the transgene. This would have negative effects 
on the producing organs (necrosis) and pathogenic systemic effect due to the 
protein’s own activity. The utilization of inducible promoters and a careful 
monitoring of the patients before each application of the pDNA would be 
needed to perform safe clinical trials.

Cationic liposomes that were frequently used and validated in several laboratories 
and animal models may be the fi rst approaches used for gene therapy using pDNA 
in humans. Meanwhile, the utilization of encapsulated mRNA appears theoreti-
cally as a method to circumvent all limitations of pDNA-based approaches for gene 
therapy. Encapsulated mRNA were not yet reported as gene therapy tools but 
because they are transient molecules, readily expressed in the cytosole, and if 
nonstabilized, barely activate immunity (TLR7 and TLR8), they can be foreseen 
as safe (transient), effi cient (expressed in the cytosole), and nonimmunogenic (not 
stabilized) genetic information vehicles to be used in gene therapy.

7.2.2.4 Pharmaceutical Production and Regulations

7.2.2.4.1 Plasmid DNA. Several companies in the United States and Europe 
offer the contract manufacture of documented pDNA for preclinical use and of 
GMP-certifi ed pDNA for clinical utilisations (see, for example, the Plasmid Factory 
at www.plasmidfactory.com). It is regulatory practice that ampicilin is not used in 
GMP production in order to avoid cross-contaminations and concerns with penicillin-
allergies. Instead, plasmids containing a kanamycin-resistance gene are frequently 
used. At best, the starting material is a pDNA containing a synthetic gene constructed 
by assembly of oligonucleotides. This way, the history of the pDNA can be clearly 
reported in the production’s fi le. The whole manufacturing process is free of bovine-
derived products. The plasmid of interest is tested in different E. coli strains and 
several culture media to fi nd out the best conditions for producing the highest 
amount and best quality plasmid. The fi nal product should meet regulatory guidelines 
such as those of the FDA: http://www.fda.gov/cberg/gdlns/plasdnavac.htm. It should 
appear as a clear and colorless solution by visual inspection. The fi nal controls must 
meet the following criteria:

1. Identity: Sequencing should show 100% identity with the expected sequence. 
Electrophoresis or chromatography studies should be used to show that the 
pDNA is predominantly supercoiled. The restriction enzyme digest pattern 
analyzed by gel electrophoresis can be included. Susceptibility to DNase can 
also be used as a proof of molecular identity.

2. Content: Quantifi cation should be performed by absorbance at 260 nm. 
Osmolarity and pH should also be measured using standard methods.

3. Purity: Residual proteins, chromosomal bacteria DNA, RNA, and endotoxin 
must be below specifi ed limits. Sterility must be controlled by standard micro-
biological assays.

Moreover, some tests can be performed to check counter-ions (should be NaCl, 
thanks to precipitation of the pDNA with alcohol plus NaCl), residual solvents (if 
they are used during the production), and potency (functional assay using, for 



example, transfection of cells and verifi cation of the expression of the protein of 
interest or testing of the immune response after injection in an animal model).

Production of pDNA using up to 100-m3 scale fermentation is performed by 
specialized industries [106]. Batches of more than 1 kg of pDNA can be produced. 
As functional doses for vaccination in humans were of ca. 800 μg (intramuscular 
injection) or 4 μg (gene-gun), 1 kg of pDNA is enough for 1,250,000 or 250,000,000 
doses, respectively. This is largely enough for pDNA-based therapies to be com-
mercialized worldwide as treatments against infectious diseases, cancer, or genetic 
diseases.

Preclinical toxicology studies should address the standard systemic and local 
reactogenicity, histopathology, and toxicity (acute and chronic dosage) in rodent 
and nonrodent animals. Also, as pDNA-based therapies are classifi ed as gene 
therapy approaches, additional strict safety issues must be addressed before start-
ing a clinical trial (for a review, see Ref. 35). The potency of the pDNA to integrate 
in the genome of the injected animal must be tested using assays that can detect 
one integrated pDNA in more than 150,000 nuclei. The potential of the pDNA 
preparation to induce anti-DNA antibodies (the etiologic agents of systemic lupus 
erythematosus) must be evaluated. The biodistribution and persistence of the 
pDNA must also be measured: Tissues and body fl uids are analyzed at different 
time points for the presence of the pDNA using PCR methods. Of particular rele-
vance is the study of pDNA in germ cells because such an event could theoretically 
generate transgenic descendants.

These toxicology studies were performed many times using many different 
pDNA batches. Close to no integration of pDNA in genomes, no induction of 
pathogenic anti-DNA antibodies, and a clearance of injected pDNA within days 
were reported. However, long-term (months) antigen expression in mice using 
intramuscular injections of a pDNA that may replicate in mammalian cells was 
found [107]. In this case, the cellular response triggered by the vaccine was weak 
and may in part account for the persistence of the foreign nucleic acid. The antigen 
coded by the vaccine in this preclinical study (Hepatitis Surface Antigen) associ-
ated with specifi c antibodies formed circulating immune complexes that caused 
pathologic lesions in liver and kidney. Thus, special care should be devoted to the 
design of the plasmid to guarantee that it cannot replicate in mammalian cells. 
Meanwhile, the regulatory authorities acknowledged the fact that since the fi rst 
report of trials in humans using injections of up to 800 μg of nonviral coding pDNA 
(1998), no adverse events have ever been registered. Thus, especially for phase I 
trials, the toxicology studies can now be facilitated in agreement with the relevant 
authorities. For vaccination, gene-gun offers the extra-safety advantages that very 
low doses are used and that the pDNA is delivered exclusively in the dermis, avoid-
ing systemic distribution and potential side effects while guaranteeing the elimina-
tion of most of the injected product through natural skin regeneration.

7.2.2.4.2 Messenger RNA. Two companies offer contract manufacture of mRNA 
at laboratory and clinical grade (GMP-certifi ed): Asuragen, a spin-off of Ambion, 
in the United States and CureVac in Europe. Here again, the whole manufacturing 
process is free of bovine-derived products. There are no offi cial guidelines for the 
production of mRNA; however, it can be proposed that the fi nal product should 
be checked by the standard quality controls. It should appear as a clear and 
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colorless solution by visual inspection. The following criteria would have to be met 
by the results of the fi nal controls:

1. Identity: Sequencing of the plasmid used for in vitro transcription should 
show 100% identity with the expected sequence. At best, reverse transcrip-
tion and sequencing of the fi nal mRNA could be performed. It should also 
show 100% identity with the expected sequence. Susceptibility to RNase 
could additionally be used as a proof of molecular identity.

2. Content: Quantifi cation should be performed by absorbance at 260 nm. 
Osmolarity and pH should also be measured using standard methods.

3. Purity: Residual proteins, chromosomal bacteria DNA, plasmid DNA, bac-
teria RNA, aberrant mRNA transcripts (smaller or larger by-products of the 
transcription) and endotoxin shoud be below specifi ed limits. Sterility must 
be controlled by standard microbiological assays.

As is the case for pDNA, some physical tests can be performed to check counter-
ions, residual solvents (if they are used during the production), and potency (func-
tional assay using, for example, transfection of cells and verifi cation of the expression 
of the protein of interest or testing of the immune response after injection in an 
animal model).

Preclinical toxicology studies should address the standard systemic and local 
reactogenicity, histopathology, and toxicity (acute and chronic dosage) in rodent 
and nonrodent animals. Since the FDA and some European authorities decided to 
classify mRNA-based therapies as no-gene therapy (for nonreplicative mRNA as 
depicted in this chapter), the implementation of clinical trials does not require 
additional specifi c toxicology testing.

7.2.3 CONCLUSIONS AND PERSPECTIVES

Since the initial publication by Wolff et al. showing that the injection of pDNA or 
mRNA simply coding for a protein can result in gene expression in vivo, many 
studies have been performed in animal models and humans showing that this 
method is safe and can elicit the expected results, which is the expression of the 
protein. Because pDNA and stabilized mRNA have the natural capacity to activate 
the immune system through the triggering of TLR, pDNA- and mRNA-based 
therapeutic utilizations are mostly tested in the fi eld of vaccination. However, since 
gene therapies based on viruses have shown severe toxicity features in recent 
human trials, some pDNA or mRNA formulations may now be intensely developed 
as safer alternatives. Of special interest is the yet unexplored use of (encapsulated) 
mRNA for gene therapy. As this transient nucleic acid cannot persist or accumulate 
and would not generate unwanted long-term side effects even after repeated injec-
tions, it may seem as the optimal active pharmaceutical ingredient for gene thera-
pies. Meanwhile, vaccination strategies based on nonviral coding nucleic acids are 
very advanced in terms of time to commercialization. The injection of naked 
pDNA and the adoptive transfert of APCs transfected with mRNA were demon-
strated in many human clinical trials to be feasible and safe and to result in the 
development of the expected antigen-specifi c immunity. Optimal formulation, 
dosage, frequency of application, and adjuvant still need to be clearly defi ned. 



Improvements of the methods include the optimization of the gene sequence, the 
optimization of the antigen processing, the enhancement of uptake using for 
example electrical methods, or the use of particles for formulating the vaccines. 
Concerning the last point, three types of particles were evaluated: liposomes, cat-
ionic degradable polymers, and coated gold particles delivered by gene-gun. This 
latter technology seems to be at the moment the most effi cacious, versatile, cost-
effi cient method for vaccination with nucleic acids. Moreover, it is painless for the 
patient and very reproducible because the operator cannot infl uence the delivery 
(as opposed to injections, especially intradermal injections). The company Pow-
dermed (www.powdermed.com) is developing and implementing the utilization of 
gene-gun-based therapies to deliver pDNA as vaccines against infectious diseases 
and cancer. Meanwhile, for autologuous vaccination, which may be needed for 
example with the mutating and patient-specifi c HIV virus, vaccination with adop-
tively transferred mRNA-transfected DCs as developed by Argos pharmaceuticals 
(www.argospharmaceuticals.com) may be of high potency. The choice between 
pDNA and mRNA for clinical utilizations is a matter of cost and effi cacy. Although 
there was an intense development and optimization of pDNA-based vaccines, 
accompanied by the implementation of industrial production facilities, mRNA was 
until recently, relatively unexplored. However, as summarized in Table 7.2-1, mRNA 
offers many advantages over pDNA in the context of therapeutic utilizations. Being 
active in the cytosole, mRNA does not need to cross the very selective nuclear 
envelope to be expressed. Being transient, mRNA can allow the controlled produc-
tion in terms of quantity and time frame of the protein of interest. Moreover, as it 
is a single-stranded molecule, mRNA does not have the discrete topologies that 
have pDNA and that could affect its clinical effi cacy. This feature allows mRNA 
to have theoretically a higher functional batch-to-batch reproducibility. At the level 
of effi cacy for vaccination, pDNA is assumed currently to be superior to mRNA; 
however, the direct comparison of optimal formulations of pDNA and mRNA 
using gene-gun delivery, for example, as a consistent and reliable method, still 
needs to be performed. Meanwhile the unique possibility that offers mRNA to 
transfect, without inducing death, DCs in vitro, is a guarantee of vaccine effi cacy 
using a minimum amount of nucleic acid. Thus, although pDNA-based vaccination 
approaches are very advanced and may soon be commercialized, it can be 
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TABLE 7.2-1.

Parameter pDNA mRNA

Delivery to the functional site Hard (Nucleus) Easy (Cytosole)
Control of level of expression Hard Easy
Control of duration of  Hard (Days to months) Easy (Hours to few days)
 expression
Large-scale GMP production Easy Easy
Conservation Easy Easy
Batch-to-batch reproducibility Low (Three topologies) High
Regulatory issues Severe (Gene therapy) Easy
Immunogenicity (vaccines) High Low
Usage for gene therapy Effi cacious Not tested
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envisioned that due to their safety features, mRNA-based approaches will be the 
second generation of nucleic-acid-based vaccination strategies.

Several companies active in the fi eld of nucleic-acid-based vaccines will probably 
manage to get their product(s) and methods brought to the market for disease-
specifi c utilizations. Prevention and treatments of hepatitis B, AIDS, infl uenza, and 
some cancer are the most advanced. Thus, in the near future, drugs containing 
pDNA or mRNA as an active pharmaceutical ingredient should be available in 
pharmacies and help in treating or preventing pandemic infections (HIV, infl uenza 
virus, plasmodium falciparum, etc.) as well diseases with unmet medical needs 
such as certain types of cancers. The continuous optimization of these methods 
ensures that the future pDNA- or mRNA-based drugs will get more and more 
effi cacious and will be used for a large area of therapeutic applications.
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7.3.1 INTRODUCTION

The ability to control the gene expression of a desired cellular population via the 
delivery of nucleic acids has inspired applications in clinical and basic science. In 
the past, nonviral gene delivery referred to the delivery of plasmid DNA (pDNA) 
whereby the expression of a target protein, which could restore normal biological 
function or aid during wound healing, would be increased. More recently, however, 
the term gene delivery has expanded to include the delivery of small interfering 
RNA (siRNA) and oligonucleotides (ON), which can be used to decrease or 
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downregulate the expression of a target protein. Ongoing clinical trials using gene 
delivery as a therapeutic agent include cancer [1], cystic fi brosis [2–4], adenosine 
deaminase defi ciency [5], and infectious diseases such as acquired immunodefi -
ciency syndrome (AIDS) [6].

Gene delivery employs both viral and nonviral vectors to deliver nucleic acids. 
Although viral delivery strategies are in general more effi cient than their nonviral 
counterparts, an increasing concern about immune responses to viral vectors in 
vivo, which could pose additional risks for patients under going gene therapy [7], 
has motivated the development of nonviral delivery vectors that aim to syntheti-
cally mimic biologically produced viruses. Nonviral delivery vectors have to be 
engineered to be able to package plasmid DNA to form particles that can (1) travel 
through biological fl uids without losing activity, (2) target appropriate cells, (3) be 
internalized by the targeted cell population, and (4) fi nally traffi cked to the intra-
cellular site of action (e.g., nucleus and/or cytosol; Figure 7.3-1). Furthermore, the 
ideal delivery system would achieve the above-mentioned points while being non-
immunogenic and nontoxic. Although there have been numerous approaches to the 
engineering of delivery vectors, this chapter will focus mainly on nonviral delivery 
vectors that show promising approaches to overcome the delivery limitations men-
tioned above or that have been tested in vivo.

Strategies to administer nonviral delivery vectors in vivo can be divided into two 
main approaches: systemic delivery or direct injection of DNA nanoparticles and 
the implantation of a matrix that releases “naked” DNA or DNA nanoparticles. 
Systemic delivery aims at engineering delivery vectors that can be delivered non-
invasively through a bodily fl uid such as intravenously, transdermally, and orally, 
while targeting an appropriate tissue (e.g., tumor) or organ (e.g., lung). Local deliv-
ery, on the other hand, aims at bypassing the tissue-targeting step by delivering the 
nonviral vectors directly (or nearby) to the site of action, typically with the use of 
a polymeric matrix. The polymeric matrix can be designed to slowly release the 

Serum protein

induced

Particle/particle

aggregation

Degradation

and clearance

Targeted internalization

Internalization

Endosomal escape

Vector unpackaging

Nuclear Internalization

Figure 7.3-1. Limitations of nonviral gene delivery formulations are shown. Limitations 
can be divided into extracellular limitations, such as (1) interaction with serum components, 
(2) particle–particle interaction, (3) clearance from target site, and (4) targeting, and intra-
cellular limitations, such as (1) internalization, (2) endosomal escape, (3) vector unpackag-
ing, and (4) nuclear internalization.



DNA nanoparticles to the local environment where cells can internalize them or 
can be designed so that it can be infi ltrated with local cells that can take up the 
DNA nanoparticles residing inside the matrix.

Design parameters for targeted cellular internalization and intracellular traf-
fi cking are similar for systemic and local delivery approaches; however, the design 
of the vector physical properties such as surface coating and particle size must be 
tailored to the method of application. This chapter will be divided into sections 
with Section 7.3.2 discussing systemic and direct injection formulations (Tables 
7.3-1–7.3-4), Section 7.3.3 discussing matrix-based delivery formulations (Tables 
7.3-2–7.3-5), and Section 7.3.4 discussing limitations with nonviral nucleic acid 
delivery and current solutions (Tables 7.3-4 and 7.3-7).

7.3.2 SYSTEMIC AND DIRECT INJECTION DELIVERY

In vivo production and secretion of therapeutic proteins by DNA delivery can be 
achieved through either systemic or local administration, each providing a unique 
opportunity for gene therapy. Systemic delivery allows noninvasive access to many 
target cells and tissue that are not accessible by direct administration. The most 
common approach involves the complexation of naked DNA with cationic lipids 
(lipoplexes) or cationic polymers (polyplexes) that package the DNA into nano-
sized aggregates. The major factors limiting the in vivo effectiveness for systemi-
cally delivered lipoplexes and polyplexes is colloidal instability and ineffective 
targeting. For intravenous administration, complexes are rapidly eliminated from 
the blood stream (<30 minutes) and found mostly in the liver and to a lesser extent 
in organs with fi ne capillary beds like skin, muscle, and intestine [8]. The inter-
action of biomolecules from the physiological fl uid with the complexes induces 
aggregation and dissociation of the complexes, which limits bioavailability and 
internalization [9, 10]. The association of serum components (albumin, heparin, 
lipoprotein, or specifi c opsonins) with polyplexes and lipoplexes, which can target 
the complex for clearance by macrophages and is affected by the surface charge 
density and surface morphology of complexes [11]. Cationic formulations (i.e., 
lipoplexes and polyplexes) can provide an enhanced stability against degradation 
and may allow for a more effi cient interaction with the negatively charged endo-
thelial cell; however, noncationic or less cationic formulations may be required to 
avoid accumulation in the reticuloendothelial system. Variations in the charge ratio 
may be used as part of a passive targeting strategy. For lipoplexes delivered intra-
venously, different formulations (e.g., charge ratio) can be used to target the lung, 
liver, blood cells, or tumors [12, 13].

To avoid the diffi culties of crossing the endothelium and nonspecifi c uptake by 
the liver, DNA can be delivered directly to the target tissue by injection of poly-
plexes, lipoplexes, or microspheres with encapsulated DNA. Injection of lipoplexes 
and polyplexes into the desired tissue can be used to achieve in vivo gene transfer. 
However, transfection depends on the physico-chemical properties of the com-
plexes and the rate of clearance from the tissue, which varies from tissue to tissue 
and depends on factors such as the lymph supply. Nevertheless, polyplexes have 
been found to be suffi ciently small and stable so as to diffuse throughout the brain 
ventricular spaces after a local injection injection [14].

SYSTEMIC AND DIRECT INJECTION DELIVERY 1015
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7.3.2.1 Formulations

Unprotected plasmid DNA (naked DNA) is unstable under in vivo conditions, due 
to rapid degradation by serum nucleases [10, 15, 16]. Therefore, carriers or vectors 
are necessary to protect DNA or RNA from degradation to facilitate uptake into 
specifi c cells, and to transfer the DNA or RNA their target location (e.g., nucleus 
or cytosol). Delivery vectors for systemic delivery are designed to increase gene 
transfer function by enhancing the stability of DNA, the effi ciency of cellular 
uptake and intracellular traffi cking, and the biodistribution of DNA. In this section, 
the formulations that have been developed to deliver nucleic acids such as plasmid 
DNA (pDNA), oligonucleotide (ON), or small interfering RNA (siRNA) will be 
reviewed. Tables 7.3-1 and 7.3-2 summarize the most widely used cationic polymer 
and cationic lipid formulations.

Cationic Polymers. Cationic polymers have been used since the late 1980s [20] as 
formulations for nucleic acid delivery. Cationic polymers contain high densities of 
primary, secondary, or tertiary amines, some of which are protonated at neutral 
pH. This high density of positive charges allows the cationic polymers to form stable 
condensed structures with pDNA, termed polyplexes, which are capable of entering 
the cell. Furthermore, polyplexes protect the DNA from nucleases found in serum 
and other extracellular environments. Table 7.3-1 shows the structure of frequently 
used cationic polymers, which have been used in vivo to deliver therapeutic genes, 
although many novel polymers are being developed, including polyallylamine [29], 
peptoids [30], poly(dimethyl aminoethyl methacrylate) [31, 32], poly(trime-thyl 
aminoethyl methacrylate) [33], poly(β-amino ester) [34, 35], and poly(phosphoester) 
[36–38]. Cationic polymers vary widely in molecular architecture, ranging from 
linear to highly branched molecules, which infl uences their complexation with 
nucleic acids as well as their transfection effi ciency. In addition to providing positive 
charges for DNA complexation, the primary amines also serve as functional groups 
to chemically modify the polymers with ligands and peptides that can enhance one 
or more of the steps in the transfection process (Section 7.3.4, Tables 7.3-3, 7.3-4). 
Furthermore, tertiary and some secondary amines are typically neutral at phy-
siological pH and have been found to aid in intracellular traffi cking by facilitating 
the release of the polyplexes from the endosome though endosomal buffering 
(Section 7.3.4.2). The use of cationic polymers and lipids to deliver therapeutically 
relevant genes and their therapeutic outcome is summarized in Tables 7.3-5, 7.3-6, 
and 7.3-7 for formulations delivered systemically or via a matrix-based delivery 
approach.

Interaction of Cationic Polymers with DNA. Cationic polymers form aggregates 
with DNA, termed polyplexes, via electrostatic interactions, which protect the 
nucleic acid from degradation [121]. During the complexation of DNA with cationic 
polymers, the extended structure of DNA is changed to a more condensed confi gu-
ration forming aggregates in the nanometer size range. Polyplexes typically give 
rise to particles with spherical, globular, or rod-like structures, which are 20 to 
200 nm in diameter [122, 123] but can reach up to 1000 nm. Evidence that electro-
static interactions mediate the complexation of cationic polymers include Fourier 
transform infrared resonance (FTIR) data showing a reduction of the asymmetric 
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phosphate stretching vibration of plasmid DNA after complexation with polyeth-
yleneimine (PEI) [124]. Furthermore, microcalorimetric measurements have shown 
that complex formation between the graft copolymer poly(ethylene oxide)-PEI and 
a poly(dTA) result from the formation of ion pairs between ionized amino groups 
of PEI segments of the copolymer and the phosphate groups of DNA [125]. An 
increase in salt concentration generally results in a decrease binding affi nity 
between the cationic polymer and the DNA probably due to a charge shielding 
effect at the higher salt concentrations [125–127].

The complexation and condensation behavior depend on the polymer’s physical 
properties, including molecular weight, density of charges, whether it is linear or 
branched, and the ratio of polymer to DNA [10, 15, 127]. The molecular weight of 
the cationic polymer infl uences both the condensation behavior as well as the 
complex size. In general, for most cationic polymers, an increase in molecular 
weight results in a decrease of complex size until a condensation limit is achieved. 
For example, for PEI, it has been found that molecular weights higher than 25 kDa 
showed no further increase of complex size, whereas molecular weights of 2 kDa 
or lower result in a decreased ability to complex DNA to form small complexes 

TABLE 7.3-3. Extracellular limitations to nonviral gene delivery

Vector Stabilization Mechanism Refs.

PEG Provides stability against serum [39]
  components
Cyclodextrin Reduces toxicity and infl ammation,  [40] (Rev. [41])
  provides stability against serum
  components
Chitosan Provides stability against serum [42]
  components
Poly(glucaramidoamine) Provides stability against serum [43]
  components
CHKKKKKKHC Covalent stabilization [44]

Targeting Cell Surface Target Target Cell/Tissue Refs.

Folate Folate receptor Cancer cells/ tumor [45] (Rev. [46])
Transferrin Transferring receptor Cancer cells/ tumor [47] (Rev. [48])
Mannose Mannose receptor Dendritic cells [49, 50]
Galactose Gal/GalNAc receptor Hepatocytes/dendritic [51]
   cells
Anti-OV-TL16  OA3 receptor Ovarian carcinoma [52]
 antibody   cells
 fragment
Anti-HER2  Human epidermal growth  Breast, ovarian cancer [53]
 antibody  factor receptor-2  cells
Anti-PECAM  Platelet endothelial cell  Lung endothelia [54]
 antibody  adhesion molecule
RGD peptide Integrin Broad range of cells [55]
Anti-CD3 CD3 receptor Lymphocytes [56]
EGF (epidermal  EGF receptor Cancer cells [57]
 growth factor)
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[128]. The stability and size of the polyplexes formed between cationic polymers 
and DNA have also been correlated to primary amine content [10, 129]. Low 
branched PEI (low density of primary amines) requires higher N/P rations to com-
plete condensation compared with highly branched derivatives (high density of 
primary amines) [130]. Last, complex size tends to decrease with an increasing 
polymer-to-DNA ratio [10, 121, 131].

Polyplexes as Cellular Transfection Agents. In addition to reducing the size of 
DNA and protecting the DNA from degradation by serum nucleases, binding of 
polycations to DNA typically results in polyplexes having a net positive charge. 
This positive charge has been found to be essential for effi cient transfection [14, 17, 
130]. It is thought that the positively charged polyplexes electrostatically interact 
with the negatively charged proteoglycans of the cell membrane [132], resulting in 
nonspecifi c adsorptive endocytosis (Figure 7.3-1). The polyplexes, which are now 
trapped inside the endosomes, need to escape before endosome–lysosome fusion 
occurs, which would result in polyplex degradation inside the lysosomes (Section 
7.3.4.2). Cationic polymers such as PEI have the advantage over other cationic 
polymers [e.g., poly(amino acids)] in that they do not require an endosomal lyso-
tropic agent to be added to achieve effi cient transfection [17, 18]. Once released 
from the endosome the polyplexes need to transport the DNA to the nucleus where 
it can be transcribed or siRNA or ON to the cytosol, where they can mediate gene 
downregulation. The transition from the cytosol to the nucleus is not well under-
stood, and it depends on the physical properties of the polymer and the cell cycle 
and degree of mitotic activity of the cells. To aid the transition from the cytosol to 
the nucleus cationic polymers have been modifi ed with nuclear localization 
sequences typically derived from viruses (Section 7.3.4.2). Full unpackaging or 
decomplexation of the siRNA and ON in the cytosol is critical for their action. 
Strategies to enhance decomplexation involve the introduction of environmentally 
sensitive bonds [44], reducing the affi nity of the cationic polymer for the DNA 
[70–73] and the delivery of enzymes that can degrade the cationic polymer [47] 
(Table 7.3-4 in Section 7.4.3).

Although positively charged polyplexes promote effi cient transfection in vitro,
they lead to aggregation and low transfection in vivo with most polyplexes accu-
mulated in the liver after systemic administration [133]. The aggregation of poly-
plexes has been attributed to the presence of negatively charged proteins in serum, 
which can mediate bridging of multiple polyplexes together [8]. Strategies to gener-
ate neutral complexes, which do not aggregate or interact with serum components, 
have been developed and are discussed in Section 7.3.4.1.

Poly(ethylenimine). In recent years, poly(ethylenimine) (Table 7.3-1, PEI) has 
emerged as a widely used cationic polymer to mediate gene transfer in vivo and in 
vitro (for review, see Ref. 10), resulting in two commercially available transfection 
products ExGene (Fermentas, Inc., Hanover, MD) and jetPEI (Polyplus-
transfection, San Marcos, CA). PEI has a protonatable hydrogen every two carbons 
in its structure, making it the polycation with the highest density of protonable 
amines [17]. Branched PEI is synthesized using the acid catalyzed ring opening 
polymerization of aziridine, resulting in a theoretical 1 : 2 : 1 ratio of primary to 
secondary to tertiary amines. However, C-13 nuclear resonance spectroscopy 
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measurements have shown that the degree of branching is closer to 1 : 1 : 1 for most 
commercially available PEIs [134], which indicates a higher degree of branching. 
Linear PEI, on the other hand, is synthesized by ring opening polymerization of 2-
ethyl-2-oxazoline followed by acid hydrolysis [135]. Linear and branched PEI can be 
purchased in a wide variety of molecular weights ranging from less than 1000 Da to 
1.6 × 103 kDa; however, the range most typically used for gene delivery is 5 to 25 kDa, 
mostly due to toxicity caused by higher molecular weight PEIs (Section 7.3.4.2). PEI 
forms complexes with DNA ranging from 77 to 300 nm in size at N/P ratios ranging 
from 6 to 10 [10]. High-molecular-weight PEI forms smaller, more stable particles 
and achieves higher transfection effi ciencies than low-molecular-weight PEI; however, 
it is more toxic [128]. Similarly, highly branched PEI forms smaller particles that are 
more stable than low-branched PEI and achieves higher transfection effi ciencies, but 
again, it is more toxic than low-branched PEI.

PEI has be used extensively in vivo to deliver DNA and siRNA locally to the 
brain [14, 136] cornea [137], tumors [82, 84], and vasculature [85] and systemically 
to the lung [80, 83] and tumors [81]. The charge of the DNA/PEI complexes deliv-
ered in vivo have a profound effect on their organ targeting. Delivery of positively 
charged complexes in the tail vein in mice resulted in gene transfer primarily in 
the lungs, whereas surface shielding transferring-PEI–DNA complexes resulted in 
preferential gene delivery to distantly growing tumors [138]. Tables 7.3-5, 7.3-6 
(systemic), and 7.3-7 (matrix) summarize in vivo studies involving nonviral vectors 
and their therapeutic outcome.

Poly(amino acids). Cationic poly(amino acids) (peptide, Table 7.3-1) are some of 
the most commonly used cationic polymers for gene delivery. Cationic peptides 
such as polylysine (Table 7.3-1, PLL) are commercially available in a variety of 
molecular weights. However, commercially available PLLs are highly polydisperse. 
To synthesize monodisperse peptides, solid phase synthesis is used that involves 
the immobilization of the growing peptide on a solid support and a series of pro-
tecting/deprotecting synthetic steps (e.g., Fmoc chemistry). The sequential addition 
of each amino acid provides peptides an absolute level of control over the sequence 
of the growing peptide, which allows for the specifi c attachment of targeting ligands 
or other desired modifi cations anywhere along the molecule.

PLL and its derivatives are the most commonly used cationic peptides for gene 
delivery, typically used at charge ratios (+/−) ranging from 3 : 1 to 6 : 1. As increasing 
amounts of PLL are added to DNA, the structure changes from circular to thick, 
fl attened to compact, and fi nally to toroids and rods at a charge ratio of 6 : 1 [122]. 
The diameter and cross section of the toroids are approximately 140 nm and 44 nm, 
respectively [122]. As with other cationic polymers, the ideal length of the PLL 
represents a balance between two competing effects: effective condensation and 
cytotoxicity. Relative to low molecular weight, the high-molecular-weight PLL 
forms tighter, smaller condensates that are more resistant to the effects of salt 
concentration and sonication [139]. Cell transfection by PLL is typically lower than 
other cationic polymers that possess a buffering capacity such as poly(ethylene 
imine) and to cationic lipids. Extensive modifi cations aiming at improving the 
transfection effi ciency of PLL have been performed, including the partial modifi ca-
tion of the PLL side chains with histidine and imidazole groups, to enhance endo-
somal buffering and escape (Section 7.3.4.2) [65, 140], the addition of PEG to 



enhance polyplex stability, the addition of targeting ligands to enhance internaliza-
tion and targeting, and the addition of covalent bonds within the polyplex to 
enhance its stability and polyplex unpackaging (Section 7.3.4). Furthermore, pep-
tides containing multiple lysines have been synthesized such as Cys–His–(Lys)6–
His–Cys, which enhances endosomal escape, while providing covalent stabilization 
of the polyplexes via disulfi de bonds [44].

PLL and its derivatives have not been as extensively used in vivo as other cationic 
polymers to deliver therapeutically relevant genes; however, they have found some 
success in systemic delivery to the liver [141] and matrix-based delivery to enhance 
angiogenesis [120]. Tables 7.3-5, 7.3-6 (systemic), and 7.3-7 (matrix) summarize the 
in vivo studies involving nonviral vectors and their therapeutic outcome.

Cationic Dendrimers. Dendrimers are polymers that branch out from a multifunc-
tional core in a symmetric fashion. After each subsequent monomer addition (a 
generation), the number of attachment points increases symmetrically generating 
more branches. Cationic dendrimers have an attractive architecture for gene trans-
fer because their well-defi ned structure and robust chemistry enables the synthesis 
of many generations of protonatable amines (for review of dendrimers as gene 
delivery vectors, see 142). Dendrimers such as poly(amidoamine) dendrimers 
(PAMAM, Table 7.3-1) and poly(propylenimine) (PPI, Table 7.3-1) have been 
shown to be capable of mediating gene delivery in vitro and in vivo [18, 131, 143, 
144]. PAMAM is commercially available and is synthesized from either an ammonia 
or ethylenediamine core by successive addition of methyl acrylate and ethylenedi-
amine [142]. PPI is also commercially available and is synthesized from a butylene-
diamine core by successive addition of acrylonitrile to a primary amino group 
followed by hydrogenation of nitrile groups to primary amino groups. The surface 
charge and diameter of the dendrimers is determined by the number of synthetic 
steps (i.e., number of generations) [142]. The generation of PAMAM used to 
complex DNA determines particle size and transfection effi ciency. Complexation 
of DNA with fi fth-generation (G5) PAMAM dendrimers produces monodisperse 
condensates with a radius below 200 nm [18]. At charge ratios (+/−) above or equal 
to one, no free DNA is observed [18]. Although PAMAM dendrimers of genera-
tions 3 (G3) to 10 (G10) can form stable complexes with DNA, the higher genera-
tions of dendrimers (G5 to G10) can transfect cells at higher effi ciencies [18, 145]. 
Transfection effi ciency of PAMAM is enhanced by partial degradation of the den-
drimer structure, forming a less homogeneous structure with a higher density of 
primary amines [144]. The partially degraded PAMAM dendrimer has resulted in 
the transfection reagent Superfect. Cationic dendrimers have been used in vivo to 
deliver nucleic acids locally to the cornea [146], tumors [147], heart [148], and lung 
[145] and systemically to the lung [149], liver [16, 131], spleen [149], and tumors 
[16]. Tables 7.3-5, 7.3-6 (systemic), and 7.3-7 (matrix) summarize the in vivo studies 
involving nonviral vectors and their therapeutic outcome.

Polysaccharide Containing Polymers. Chitosan (Table 7.3-1) is composed of 
2-amino-2-deoxy β-D-glucan and is prepared from naturally occurring chitin via 
alkaline deacetylation. Unlike other cationic polymers chitosan is nontoxic and 
biodegradable, making it an ideal candidate for therapeutic applications. Although 
the density of positive charges of chitosan is lower than for other cationic polymers, 
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it has been shown to form particles with DNA, which protect the DNA from 
degradation [21, 150, 151]. Chitosan/DNA complexes have been found to be in the 
order of 100 nm with a spherical shape [21, 151]. Like other cationic polymers, 
chitosan has been chemically modifi ed with a variety of ligands or other func-
tionalities to enhance its transfection effi ciency [21]. Chitosan has been recently 
used to deliver DNA mainly intranasally to the lungs for genetic immunization 
applications. After intranasal administration, DNA/chitosan complexes encoding 
for RSV antigen could attenuate pulmonary infl ammation and reduce viral titer 
and viral antigen load [86].

Recently dextran grafted with spermine (Table 7.3-1, D-SPM) has been investi-
gated to mediate DNA delivery. D-SPM are synthesized via reductive amination 
and can form aggregates with plasmid DNA and mediate effi cient gene transfer in 
vitro and in vivo [22, 152]. Interestingly, the addition of hydrophobic domains, 
N-oleyl (ODS), to D-SPM (D-SPM–ODS) enhanced the stability of complexes in 
serum containing media. Furthermore, the addition of ODS groups achieved high 
transfection in the presence of serum similar to that achieved with linear PEI [153]. 
These results suggest that the hydrophobic nature of the complexes may be another 
strategy to improve transfection in the presence of serum. However, the addition 
of the ODS groups also increased the toxicity of the D-SPM–ODS when compared 
with D-SPM, but the toxicity was similar to linear PEI and branched PEI [153].

Cyclodextrins (Table 7.3-1, CDs) are cyclic, cup-shaped molecules with a hydro-
philic exterior and a hydrophobic interior, which allows them to form inclusion 
complexes with hydrophobic molecules. Inclusion complexes are bimolecular com-
plexes in which the “host” forms a cavity into which the “guest” molecule binds 
through noncovalent interactions. CDs are composed of six, seven, or eight glucose 
units, termed α, β, and γ, respectively; are water soluble; and are U.S. Food and 
Drug Administration (FDA) approved as solublizing agents for hydrophobic drugs. 
Davis et al. have investigated cationic molecules containing CDs as gene delivery 
vectors since 1999 [19]. Cationic CDs could form stable complexes with DNA with 
sizes in the 100-nm range. More recently CD–PAMAM [149, 154, 155] and CD–
PEI [156, 157] have been investigated and were found to effi ciently transfect cells 
and be less toxic than their parent molecules. Furthermore, both CD–PAMAM 
and CD–PEI have been successfully used in vivo [155, 156]. Furthermore, cyclo-
dextrin containing polymers have been recently used to deliver siRNAs to inhibit 
tumor growth [87]. As mentioned for other cationic polymers, modifi cations to 
include targeting functionality are often desirable of a gene delivery formulation. 
A key advantage of cyclodextrin containing gene delivery formulations is that 
functionality can be added through inclusion complexes without covalent modifi ca-
tions. Therefore, targeting molecules, which contain a hydrophobic molecule bound 
to them, can be “tethered” to the polyplex via cyclodextrin. This approach has been 
used to introduced PEG [158], galactose [158], transferring [88, 159], and insulin 
[157] to cationic cyclodextrin formulations.

Cationic Lipids. One of the most investigated approaches for condensing nonviral 
DNA for effi cient gene transfer is the use of cationic lipids. Felgner et al. [23] and 
Bennett et al. for ON [160] used cationic lipids for the fi rst time to deliver DNA 
and ONs. More recently, siRNA has been delivered to mammalian cells using 
commercially available lipids [161–163]. The structures of several frequently used 



cationic lipids are shown in Table 7.3-2. Although some cationic lipids are used 
individually to deliver nonviral DNA (e.g., DOTAP), many formulations of cationic 
lipids also contain a zwitterionic or neutral colipid, such as DOPE (Table 7.3-2) or 
cholesterol, to enhance transfection. Formulations of cationic lipids have been 
widely applied for in vitro nucleic acid transfection, and more than 30 products are 
commercially available for this purpose, including Lipofectin (a 1 : 1 mixture of 
DOTMA and DOPE), Transfectam, Lipofectase, Lipofect-AMINE, and LipoTaxi 
[164].

The main components of a cationic lipid are a hydrophilic lipid anchor, a linker 
group, and a positively charged head group. The lipid anchor is typically either a 
fatty chain (e.g., derived from oleic or myristic acid) or a cholesterol group, which 
determines the physical properties of the lipid bilayer, such as fl exibility and the 
rate of lipid exchange [24]. The linker group is an important determinant of the 
chemical stability, biodegradability, and transfection effi ciency of the cationic lipid. 
Biodegradable lipids are being developed, which can be metabolized by various 
enzymes (e.g., esterases and peptidases) to minimize toxicity [165, 166]. The linker 
can also provide sites for the introduction of novel side chains to enhance targeting, 
uptake, and traffi cking. The positively charged head group on the cationic lipid 
self-assembles with the negatively charged DNA and is a critical determinant of 
the transfection and cytotoxic properties of liposome formulations. The head 
groups differ markedly in structure and may be single- or multiple-charged as 
primary, secondary, tertiary, and/or quaternary amines. The synthesis of novel 
cationic lipids from libraries of building blocks has provided insight into some 
structure-activity relationships [167–169]. The hydrophobicity of the lipid moiety 
has a crucial effect on in vitro gene transfer. Multivalent head groups, such as 
spermine, in a “T-shape” confi guration tend to be more effective than their mon-
ovalent counterparts at facilitating gene transfer [24, 168, 170]. Generally, increases 
in the linker length correspond to increases in the gene delivery activity [169]. 
Continued progress toward a comprehensive relationship among lipid structure, 
complexation with DNA, and subsequent interaction with the biological environ-
ment (e.g., cell membrane and extracellular membrane components) is necessary 
to facilitate the design of cationic lipids with optimal properties.

Mixing of DNA and cationic lipid results in the collapse of DNA to form a 
condensed structure (lipoplex), in which nucleic acids are buried within the lipid. 
The thermodynamic driving force for association of the DNA and lipid is the 
entropy increase from the release of counter-ions and bound water associated with 
DNA and the lipid surface [29, 171]. Liposome association with DNA has resulted 
in tube-like bilayers [28, 172], multilameller complexes [27, 29, 173, 174], as well as 
structures containing non-bilayer elements [26]. Multilamellar organization, in 
which DNA is intercalated between cationic lipid bilayers, has been reported for 
lipolexes resulting from the interaction of DNA with unilameller vesicles of a cat-
ionic lipid, such as DOTAP [29] and DODAB [27], respectively, combined with 
DOPE and cholesterol. Both of these studies used x-ray scattering to show that a 
periodicity of 6.5 nm occurs in the lamellar structure. The cationic lipid bilayer 
thickness was 3.9 nm, and the thickness of the water layer was 2.6 nm, which is suf-
fi cient to include a hydrated DNA double helix with a total diameter of 2.5 nm. A 
second periodicity was observed, which was attributed to a DNA–DNA correla-
tion, which ranged from 2.45 nm to 5.71 nm as the concentration of helper lipid was 
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increased. These lamellar complexes can be converted into hexagonal complexes 
with DNA confi ned in inverted lipid micelles by changing the membrane spontane-
ous curvature or the membrane fl exibility [175]. This hexagonal arrangement has 
demonstrated increased transfection, which is attributed to the relative instability 
of the complexes due to rapid fusion with anionic vesicles and subsequent DNA 
release. X-ray diffraction studies and microscopy have illustrated the high degree 
of variability in lipoplex structure and the need to understand and control the 
parameters that govern the organization of these structures.

The colloidal properties (e.g., size and stability) of the lipoplexes are principally 
determined by the cationic lipid/DNA charge ratio and not the composition of the 
lipid or the helper lipid [176]. The charge ratio (+/−) is typically defi ned as the 
number of amines on the cationic lipid relative to the number of phosphate groups 
on the DNA. A neutral charge ratio (1 : 1 charge ratio for lipid/DNA) is typically 
avoided because it results in the formation of large aggregates (>1μm) [176]. Lipo-
plexes prepared at a positive charge ratio and a negative charge ratio likely repre-
sent structures with different lipid and DNA packaging [176]. At a positive charge 
ratio, large multilamellar vesicles (LMVs, diameter 300–700 nm) transfected cells 
more effi ciently than the small unilameller vesicles (SUVs, diameter 50–200 nm) 
[24, 177, 178]. These observations were consistent whether the structures were 
formed as LMVs or as SUVs that aggregated to form LMVs [177]. The order in 
which DNA and lipid are mixed is critical and signifi cantly affects the lipid and 
DNA packing [171, 176]. For the addition of DNA to lipid, a gradual increase in 
size was observed. When adding lipid to DNA, the particle size remains roughly 
constant until the amount of lipid positive charge exceeds the nucleic acid negative 
charge, whereupon the particles grow rapidly in size [171].

The net charge on the lipoplex affects its interactions with other components 
present in vivo and in vitro (e.g., media, serum, extracellular matrix glycoproteins, 
and mucosal secretions), which can limit the transfection effi ciency. A positive 
charge ratio, which facilitates interactions with the cell membrane, is frequently 
used for in vitro studies (3 : 1), whereas in vivo studies may require the charge ratio 
to be altered because of interactions with components of the physiological environ-
ment [11]. The charge ratio of the complex determines the zeta potential, which 
ranges from −55 mV to +55 mV as the charge ratio is increased [179]. Multivalent 
anions present in the serum or media can facilitate fusion of the lipids causing an 
increase in the size of the particle. Polyanions with adequate anionic charge density 
(e.g., heparin) release DNA from the complex by binding the cationic lipid [179]. 
Serum can be a complicating factor for positively charged complexes, possibly 
causing premature release of the DNA from the complex and enhancing degrada-
tion by nucleases. For ON : lipid complexes, the various components of serum (e.g., 
BSA, lipoproteins, macroglobulin) interact with the complexes and alter the 
complex diameter, zeta potential, and interfere with cellular uptake and nuclear 
traffi cking [180].

Aggregation of lipoplexes in polyelectrolyte solutions occurs rapidly, which can 
result in loss of activity in less than 24 hours; thus, strategies are being developed 
to stabilize the particles and prolong their shelf life. To improve lipoplex stability, 
PEG–PE has been incorporated into the cationic liposome. PEG containing lipo-
somes are prevented from aggregating and interacting with serum components, 
which increases their stability [181–183]. Alternatively, new preparation methods 



are being developed in which a detergent is present in solution with the cationic 
lipid and DNA [184]. Removal of the detergent by dialysis allows the formation of 
uniform complexes. This process yielded a lipid/DNA suspension that was able to 
transfect tissue culture cells up to 90 days after formation with no loss in activity. 
Lyophilization, which is a common approach used for many pharmaceuticals, is 
also being applied to lipoplexes to increase their shelf life. Cryoprotectants (e.g., 
sucrose and trehalose) are typically added to prevent aggregation and fusion of 
plasmid/lipid complexes during lyophilization. Complexes lyophilized in the pres-
ence of 0.5-M sucrose or trehalose maintained transfection rates and the sizes of 
rehydrated complexes as compared with nonlyophhilized controls [185].

Cationic polymers such as poly(amino acids) have also been used in combination 
with liposomes. DNA is initially complexed with polylysine (PLL) at low charge 
ratios and cationic lipids are subsequently added to completely condense the DNA. 
Alternatively, the PLL condensed DNA containing a net positive charge can sub-
sequently be complexed with an anionic lipid [168]. Precondensation with polyly-
sine has been shown to reduce serum inhibition and to enhance the transfection 
effi ciency [186, 187].

Catinic polymer formulations have been extensively used to deliver nucleic acids 
in vivo for the treatment of cancer [89–97] and cystic fi brosis [98–102] as an anti-
infl ammatory agent [103] and to prevent or reduce viral infections [104]. Table 7.3-6 
summarizes the use of cationic polymers to deliver nucleic acids in vivo and for a 
therapeutic purpose.

7.3.3 MATRIX-BASED DELIVERY

Matrix-based delivery has been proposed to enhance gene transfer in vivo by delay-
ing clearance from the desired tissue, protecting the nucleic acid from degradation, 
and extending opportunities for internalization. Furthermore, matrix-based deliv-
ery can provide sustained delivery to maintain the vector at effective levels within 
the target tissue. Many of these properties have been observed for controlled 
release systems that deliver proteins [188]. Gene transfer from tissue engineering 
matrices may increase the number of cells expressing the transgene along with the 
extent of transgene expression, while minimizing the quantity of vector used. Addi-
tionally, matrix-based delivery may reduce the number of dosages or the required 
cumulative dose [188]. Matrix-based delivery of nucleic acids can be divided into 
two delivery approaches: (1) direct encapsulation and release, where naked DNA, 
polyplexes, or lipoplexes encapsulated into the matrix for later release; and (2) 
matrix-tethered delivery (also called substrate-mediated or solid phase delivery), 
where polyplexes or lipoplexes are immobilized to the matrix for release after 
matrix or tether degradation (Figure 7.3-2). To date most matrix-based delivery 
approaches involve the encapsulation of naked DNA and its subsequent release to 
transfect surrounding cells. Polymer encapsulation strategies can shield the vector 
against degradation, clearance, and an immune response. Drug release from the 
matrix into the tissue can be designed to occur rapidly, as in a bolus delivery, 
or over an extended period of time, which may affect the local concentration and 
cellular internalization. For rapid release, levels would be expected to quickly 
rise and decline as the DNA is cleared or degraded. For sustained delivery, the 
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concentration may be maintained within an appropriate range by adjusting the 
release rate (e.g., through the polymer choice). Release of DNA from tissue engi-
neering scaffolds has been observed for times ranging from hours to several weeks 
[113, 115, 189–191]. Variations in the polymer composition and physical form, 
which includes properties such as porosity, mass, and size, affects the diffusion of 
DNA from the vehicle and hence the release rate.

Tethered delivery approaches aim to signifi cantly slow down release kinetics by 
immobilizing polyplexes or lipoplexes directly to the matrix. Because the poly-
plexes are immobilized to the matrix, the matrix must also support cell adhesion 
and infi ltration by the surrounding cells rather than function as a nucleic acid res-
ervoir. Internalization of the immobilized polyplexes results after the tether between 
the polyplex and the matrix is degraded, the matrix is degraded or the affi nity of 
the polyplex for the matrix is reduced due to environmental changes. The release 
kinetics of the polyplexes in this case depends on the chemistry used for polyplex 
immobilization and the chemistry of the matrix. Biotynilated polyplexes immobi-
lized to a NeutrAvidin coated substrate was the fi rst example of matrix-tethered 
delivery [192]. This matrix-tethered delivery strategies resulted in a 100-fold 
increase of transgene expression compared with bolus delivery, likely due to an 
increase of the polyplex concentration at the cellular microenvironment. Further-
more, immobilization of polyplexes to the material surface has shown to enhace 
the stability of the polyplexes in polyelectrolyte solutions, preventing their aggrega-
tion [193]. The strength of the tether bond or the number of tethers affects both 
the density of immobilized polyplexes as well as the transfection effi ciency. A high 
density of tethers results in high surface densities of DNA with low ability to trans-
fect, probably due to the polyplex being too tightly bound to the matrix [192]. More 
recently, matrix-tethered strategies rely on electrostatic interactions between poly 
or lipoplexes and the matrix to immobilize the complexes [194, 195].

Matrix-based delivery has been investigated mostly for regenerative medicine 
applications. Regenerative medicine aims to regenerate tissue by implanting bio-
compatible and biodegradable scaffolds at sites of injury or disease. The implanted 
scaffold must provide the mechanical support for the growing tissue and the bio-

Figure 7.3-2. Matrix-based DNA delivery can be divided into encapsulation and release 
approaches, where the nucleic acid is encapsulated for later release, and matrix-tethered 
delivery, where nucleic acid polyplexes or lipoplexes are immobilized directly to a matrix 
that also supports cell adhesion. These approaches are typically used for applications in 
tissue engineering where the delivery of nucleic acids is used to augment tissue formation.



active signals needed for proper tissue formation while allowing for cell attachment 
and growth (for reviews on tissue engineering, see Refs. 196 and 197. Delivery of 
nucleic acids from tissue engineering scaffolds could be used as the bioactive signals 
needed to recreate the environments needed for tissue formation allowing for 
direct manipulation of cellular gene expression patterns. In the following sections, 
matrix-based nucleic acid delivery will be overviewed with Section 7.3.3.1 focusing 
on encapsulation and release approaches and Section 7.3.3.2 on matrix-tethered 
delivery approaches. Table 7.3-7 summarizes in vivo studies using matrix-based 
nucleic acid delivery.

7.3.3.1 Direct Encapsulation and Release

Direct encapsulation and release strategies have been proposed to enhance gene 
transfer in vivo by delaying clearance from the desired tissue, protecting the DNA 
from degradation and extending the opportunities for internalization (Figure 7.3-2). 
Furthermore, matrix-based delivery can provide sustained delivery to maintain the 
vector at effective levels within the target tissue.

Synthetic Polymers. Polymers composed of lactide and glycolide (PLGA) are 
perhaps the most widely used and recognized biodegradable synthetic polymers 
because these polymers are FDA approved and are generally considered to be 
biocompatible. Hydrolytic degradation of the polymer produces lactic acid and 
glycolic acid, two substances naturally involved in metabolic pathways of the body. 
The degradation rate can be controlled through the composition of the polymer 
and molecular weight of the chains. These polymers exhibit relatively even polymer 
chain scission throughout their bulk after being placed in vivo. These properties 
have led to the use of these materials for drug delivery and as scaffolds for tissue 
engineering [198]. Drug release from these systems typically occurs by a combination 
of polymer degradation and drug diffusion from the polymer. Gene delivery from 
polymeric matrices has been applied to tissue repair and wound healing [106, 113]. 
These matrices are typically implanted at a specifi c anatomic location where they 
serve multiple roles as described previously [139]. Initially, the matrix functions to 
create and maintain a space in vivo. However, the matrix also acts as a scaffold to 
support cell migration, proliferation, and differentiation of healthy cells from the 
surrounding tissue. As cells invade the matrix, they encounter DNA that is either 
released from or entrapped within the matrix.

A gas foaming/particulate leaching process can be employed to fabricate inter-
connected open pore structures of PLGA for controlled release of DNA [113, 199]. 
This process employs carbon dioxide to process a mixture of polymer and porogen, 
in order to fuse adjacent polymer particles into an interconnected structure. The 
DNA can be lyophilized with the microspheres [113] or encapsulated within the 
microspheres [200, 201]. Lyophilization of DNA with the microspheres can provide 
large quantities of incorporated DNA, with relatively rapid release kinetics. Incor-
poration of DNA into the microspheres provides for a more sustained release rela-
tive to the lyophilization method [200], with the release kinetics dependent on the 
polymer molecular weight and microsphere size [201]. DNA can be incorporated 
into polymer microspheres using several approaches [201–205]. Subcutaneous 
implantation of scaffolds results in transfected cells observed within the scaffold 
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and the tissue immediately adjacent to the scaffold, with protein production suffi -
cient to promote physiological responses [113, 115]. An alternative approach to fab-
rication of PLG scaffolds for DNA delivery is electrospinning [206]. Electrospinning 
creates nonwoven, nanofi bered membranous structures that release DNA, with 
maximal release occurring at approximately 2 hours.

Microspheres can also be employed to deliver DNA to tissues. Microspheres 
loaded with nonviral DNA can be fabricated from nondegradable and degradable 
polymers in sizes ranging from 0.1 to 100 μm and have been used for applications 
such as DNA vaccines and systemic protein delivery [198]. One of the main ad-
vantages for delivery vehicles of this size is that they can be administered in a 
minimally invasive manner (e.g., direct injection and oral delivery). The use of 
biodegradable polymers provides the additional advantage of not having to retrieve 
the implant after DNA release. Unfortunately, these two qualities (size and degrad-
ability) make removal of the devices diffi cult, should the therapy need to be ter-
minated prematurely. The loading of DNA into the polymer ranges from 0.1- to 
10-μg DNA per milligram of polymer using various techniques based on either an 
emulsion or phase inversion process [204, 207, 208]. A double emulsion process 
has been used to incorporate aqueous solutions of nonviral DNA, both supercoiled 
and complexed with poly-L-lysine, into polymer. Incorporation effi ciencies ranging 
from 20% to 80% have been obtained, although the typical incorporation effi -
ciency is approximately 30% [106]. When supercoiled DNA is incorporated using 
this procedure, the incorporated DNA is structurally intact with 39% of the DNA 
in the supercoiled conformation. Protecting the DNA by either condensation [207] 
or using a cryogenic approach [204] can be used to increase the DNA present in 
the supercoiled form to more than 80%.

DNA polyplexes have been encapsulated and released from polymer micro-
spheres, which may enable these microspheres to be fabricated into matrices using 
an approach such as the gas-foaming procedure. PLL/DNA complexes have been 
incorporated into PLG microspheres using a double emulsion process. DNA is 
incorporated with effi ciencies ranging from 30% to 45%, is released over approxi-
mately 35 days, and retains its integrity [207, 208]. Alternatively ONs complexed 
with PEI have been incorporated and released from PLG microspheres. The release 
profi le of the ON/PEI complexes depended on the size, loading, and pore structure 
of the microspheres. The sustained release of ON/PEI complexes resulted in 
improved intracellular penetration of the delivered vector as compared with uncom-
plexed DNA [209, 210]. PLG/DNA scaffolds have successfully been used in 
vivo to enhance matrix deposition [113], angiogenesis [112, 113, 115], and bone 
formation [114].

Synthetic PEG hydrogels have been extensively investigated as cell transplanta-
tion vehicles and as tissue engineering scaffolds. Synthetic hydrogels allow for the 
complete engineering of the extracellular environment given that they lack direct 
cellular interactions and have limited protein absorption. Thus, every aspect of the 
extracellular matrix environment must be engineered, including integrin binding 
sites, growth factors, and other bioactive signals. DNA delivery from synthetic 
hydrogels based on PEG have shown that the release rate can be modulated depend-
ing on the degree of cross-linking and degradation rate of the hydrogel [211, 212]. 
Naked DNA encapsulated in photo-cross-linked PEG hydrogels could modulate 
the release profi le of the DNA ranging from linear to a delayed release profi le [211]. 



Naked DNA encoding for transforming growth factor beta-1 encapsulated in ther-
mosensitive hydrogel scaffolds resulted in reepitelization of wounds in diabetic 
mice if applied at early stages during wound healing.

Natural Polymers. Collagens are the major component of mammalian connective 
tissue and thus have been widely investigated as a biomaterial for cell growth and 
drug delivery. At least 14 types of collagen are distributed throughout the body. 
The most abundant is type I collagen. Type I collagen is found in high concentrations 
in tendon, skin, bone, and fascia, and thus, these tissues are sources for its isolation. 
After isolation, typically from bovine or porcine sources, collagen is preserved 
using techniques such as fi xation with aldehydes or other chemical preservatives, 
gamma-irradiation, or lyophilization [213, 214]. Collagen can be lyophilized to 
form a spongy product or can be formed into a hydrogel by using its natural ability 
to self-assemble at neutral pH and body temperature (37°C) or by covalently cross-
linking it using aldehydes or carbodiimides [105–107, 215].

Collagen has been used as a matrix for numerous tissue engineering applica-
tions, including bone, skin, nerve, and cartilage [216–218]. The collagen serves as 
a scaffold for the migration of repair cells into the matrix and serves to either retain 
the DNA within the scaffold [106] or provide gradual release [191]. Collagen-based 
release may limit vector degradation and can induce transgene expression for up 
to 40 days [191]. Naked DNA delivery from collagen matrices has been employed 
to promote tissue formation by transfecting invading fi broblasts. Transfected fi bro-
blasts within DNA-loaded collagen scaffolds, also termed gene-activated matrices 
(GAMs), subsequently act as bioreactors for localized production of tissue induc-
tive factors. Matrices were prepared by lyophilization of type I collagen and sub-
sequent immersion in a DNA solution. For applications in tissue engineering, 
collagen/DNA constructs have been implanted into an adult rat femur [105] and a 
canine bone defect model [106]. Matrices loaded with 1 mg of DNA were capable 
of transfecting cells in vivo, which resulted in protein production for up to 3 weeks 
postimplant. For the canine model, however, regeneration required 100 mg of 
plasmid delivered from the matrix for regeneration [106]. Atelocollagen/DNA 
constructs have also been used for therapeutic applications, including implanted 
constructs in the muscle to increase platelet number [191], and in the rabbit ear to 
aid in would healing [110]. Furthermore, atelocollagen/siRNA constructs have 
been delivered intratumorally to suppress tumor growth [108, 109].

DNA complexed with cationic lipids or cationic polymers can also be incorpo-
rated and released from collagen-based matrices, while maintaining their activity. 
Naked DNA delivery produces substantial transgene expres-sion in vivo, but it 
results in low levels of transgene expression in vitro. DNA complexes can transfect 
cells in vitro; thus, the ability to release DNA complexes can extend the applicabil-
ity of nonviral DNA release matrices to the engineering of tissues in vitro. Note, 
however, that release of DNA complexes may differ signifi cantly from that for 
naked DNA, due to the different physical properties of complexes relative to naked 
DNA. Collagen matrices loaded with DNA by pipetting solutions of naked DNA, 
PEI/DNA complexes, and lipoplexes onto collagen showed different release kinet-
ics [189]. In vitro release studies demonstrated that naked DNA was rapidly 
released, PEI/DNA and lipid complexes were slowly released, and that PEI/DNA 
complexes with a protective copolymer had intermediate release kinetics. The 
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PEI/DNA complexes with the protective copolymer gave the highest transfection 
in vitro and in vivo, with the highest in vivo expression occurring at 4 days and 
measurable quantities observed at 7 days [189]. PLL/DNA complexes encapsulated 
in a collagen sponge have been implanted into severed rat optic nerves as a means 
to promote neuron survival and promote regeneration [111]. The PLL was modifi ed 
with bFGF to facilitate the internalization and intracellular traffi cking. DNA was 
detected in the retina for up to 3 months. Nerve terminals were observed extending 
into the collagen, and they seemed appeared capable of transporting the DNA by 
retrograde transport.

Hydrogels based on agarose, fi brin, hyaluronic acid (HA), and chitosan have 
been employed independently as biomaterials for fabrication of tissue engineering 
matrices [219–221] or as materials to regulate DNA delivery. Fibrin matrixes have 
been extensively used as tissue engineering scaffolds, sealants, and drug delivery 
matrices. Fibrin sealants have been employed for the delivery of plasmids to 
promote angiogenesis, with fi brin-based delivery providing similar responses to 
delivery in PBS solution [119].

Agarose gels have been used to encapsulate PLL/DNA polyplexes and mediate 
sustained release to transfect smooth muscle cells in vitro with an effi ciency less 
than that obtained by freshly formed complexes, but greater than that obtained 
with naked DNA [222]. Hydrogels based on fi brin and agarose primarily function 
to limit the release of DNA; however, hydrogels employing chitosan offer the 
potential to condense the DNA. Chitosan is a positively charged, naturally occur-
ring polysaccharide that can form complexes with DNA. Chitosan/DNA complexes 
exhibit minimal cytotoxicity, destabilize the lipid bilayer to facilitate internaliza-
tion [223], and produce high levels of transfection in vitro and in vivo [42, 224]. 
Tissue engineering matrices based on these hydrogels, or combinations of these 
materials, provide a variety of approaches to regulate DNA delivery in vitro and 
in vivo. HA-based matrices have not been used extensively for gene delivery, 
although their potential as tissue engineering scaffold has long been recognized. 
DNA loaded, cross-linked HA-based delivery systems have been formed in the 
form of matrices and microspheres. A solution of HA and plasmid DNA was 
lyophilized to form a spongy material before cross-linking with adipic acid dihy-
drazide to form a stable three-dimensional matrix. This HA matrix demonstrated 
the capacity for sustained release of naked DNA, with release likely occurring after 
degradation of the matrix [225]. The release rate of naked DNA from the matrices, 
some of which may be associated with HA fragments, could be modulated by the 
extent of cross-linking in the hydrogel. DNA-loaded hyaluronic acid microspheres 
have been formed and found to be able to deliver genes both in vivo and in vitro
[226]. The microspheres were formed using a water-in-oil emulsion and covalent 
cross-linking with adipic acid dihydrazide to stabilize the microspheres. These 
microspheres could then be implanted to mediate in vivo gene delivery or delivered 
to plated cells. In both cases, the released DNA mediates transgene expression.

HA has also been cross-linked with collagen and used as gene delivery matrices. 
The procedure used can be similar to that used for collagen gene delivery systems 
or that used to form HA hydrogels. HA is mixed with collagen and lyophilized to 
form a spongy material. This material is then cross-linked using carbodiimide 
chemistry, dehydrothermal treatment, or exposure to ultraviolet light. After cross-
linking, the matrices are soaked in a DNA solution [227] to introduce the DNA to 



the porous scaffolds. These matrices have been shown to mediate transgene expres-
sion in vivo and in vitro [227].

7.3.3.2 Matrix-Tethered Delivery

Material-tethered delivery combines cationic polymer and cationic lipid formula-
tions with matrix delivery to generate a more effi cient delivery strategy by immo-
bilizing the polyplexes or lipoplexes directly to a matrix that also supports cell 
adhesion and cellular infi ltration (Figure 7.3-2). This approach places the nucleic 
acid directly at the cellular microenvironment, removing the need for diffusion of 
the complexes to the cell membrane Matrix tethered has not been as extensively 
used in vivo as the direct encapsulation methods described above; however, it has 
found success mediating DNA delivery from PLGA scaffolds and hyaluronic acid 
and fi brin hydrogels.

Synthetic Polymers. Matrix-tethered delivery approaches in synthetic polymeric 
matrices have focused on nonspecifi c interactions (adsorption) to immobilize the 
complexes to the matrix. PLGA scaffolds have been coated with a variety of 
polyplexes such as PAMAM/DNA and PEI/DNA. PAMAM/DNA complexes 
were dried on a porous PLG scaffold and shown to retain their activity, being able 
to mediate gene transfer both in vitro and in vivo, and were found to be a function 
of DNA concentration and charge ratio [228]. PEI/DNA complexes were absorbed 
to PLG scaffolds without allowing them to dry on the surface, in contrast to the 
method described above. It was found that delivery of DNA via matrix-based 
delivery resulted in similar levels of expression compared with bolus delivery; 
however, a lower dose of DNA was used. The amount of DNA immobilized was 
dependent on the time of incubation of the polyplexes with the scaffold, the N/P 
ratio used, and the initial amount of DNA used [195]. Interestingly, higher amounts 
of immobilized DNA did not result in higher transgene expression, with 45 ng 
resulting in more effi cient transfection than 600 ng [195].

Natural Polymers. Hyaluronic acid and fi brin were employed independently as 
biomaterials for fabrication of tissue engineering matrices [221, 229–231] or as 
materials to mediate gene delivery [232, 233]. HA has been cross-linked with a 
wide variety of chemistries to form stable hydrogels. DNA/PEI complexes were 
immobilized to hyaluronic acid hydrogels via biotin–avidin bonds. PEI was modifi ed 
with biotin groups and subsequently used to complex DNA to form biotynilated 
polyplexes. The polyplexes were then immobilized to a HA hydrogel, which had 
been chemically modifi ed to introduce neutravidin, a biotin binding protein. 
Fibroblasts, which were directly in contact with the polyplex/HA hydrogel, were 
transfected; however, those directly adjacent to the hydrogel were not, indicating 
that direct contact of the cell with the tethered polyplexes is essential for transfection 
[233]. The size of the tethered polyplexes resulted in different transgene expression 
levels and percent of cells expressing the transgene. Small complexes (∼150 nm) 
resulted in lower levels of transgene expression compared with large complexes 
(∼1000 nm); however, small complexes resulted in ∼50% of the cells transfected, 
which is double that of large complexes. Futhermore, the HA hydrogels used 
in these studies were topographically patterned with groves and ridges, which 
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resulted in spatially controlled gene expression along the ridges of the hydrogel 
surface [232].

Unlike HA, fi brinogen forms a stable hydrogel matrix upon thrombin activation 
to form a fi brin matrix. Fibrin matrices can be further stabilized by the addition of 
factor XIIIa, which forms covalent bonds between glutamine and lysine residues. 
Schense and Hubbell have used factor XIIIa chemistry extensively to bind biologi-
cally active peptides [234] and growth factors [235] to fi brin matrices. More recently, 
Hubbell et al. used the same strategy to immobilize polyplexes to fi brin hydrogels 
[120, 232]. Two different 21 amino acid peptides were designed to have a DNA 
binding sequences (Cys–His–(Lys)6–His–Cys) in combination with a transgluta-
minase substrate site (Asn–Gln–Glu–Gln–Val–Ser–Pro–Leu) or a nuclear local-
ization site (from SV40; see Table 7.3-4). The polyplexes were formed with mixtures 
of the two poly(amino acids) and mixed with fi brinogen, thrombin, and factor 
XIIIa, resulting in the covalent immobilization of the polyplexes within the fi brin 
matrix. Transfection of COS-7 cells in a two-dimensional (2D) sandwich assay, in 
which cells are plated on top of a polyplex/fi brin hydrogel and then a second gel is 
cast on top, resulted in ∼25% of the cells transfected [232]. These hydrogels have 
been used in vivo to deliver a mutant HIF-1α plasmid, which has the transcription 
factor constantly active, and resulted in enhanced wound healing in a skin wound 
model [120]. Furthermore, the delivery of a HIF-1α encoding plasmid was able to 
result in the formation of more mature blood vessels when compared with the 
delivery of a vascular endothelial growth factor (VEGF) encoding plasmid.

7.3.4 DELIVERY LIMITATIONS AND CURRENT SOLUTIONS

The ultimate applicability of the various biomaterials for gene delivery rests on 
their ability to effectively deliver the nucleic acids to their target intra cellular loca-
tion (Figure 7.3-1). An effective gene delivery system will protect the nucleic acid 
from degradation, target the appropriate cell population, be effi ciently internalized 
by the cell, avoid degradative pathways, and ultimately localize to the nucleus 
(DNA) or cytosol (siRNA or ON, Figure 7.3-1). The materials under development 
can specifi cally enhance one or more of these steps in the transfection process. The 
following sections describe how the materials interact with biological systems and 
how they can be designed to overcome the obstacles to effective gene transfer. Table 
7.3-3 also summarizes this data.

7.3.4.1 Extracellular Limitations

Vector Stabilization and Fast Clearance from Body. Interaction of nonviral 
formulations with serum components results in the deactivation of the lipoplexes 
or polyplexes due to aggregation [9, 10]. Furthermore, aggregated lipoplexes and 
polyplexes can lead to rapid clearance of the polyplexes by phagocytic cells and the 
reticuloendotheial sytem [8]. Hydrophilic polymers such as poly(ethylene glycol) 
(PEG) [39, 47, 236], N-(2-hydroxypropyl)methacrylamide) (HPMA) [236–239], 
and oligosaccharides [40, 41, 43, 236, 240] have been found to stabilize complexes 
against salt and protein aggregation, which results in longer circulation times. The 
increased stability probably results from steric effects that (1) prevent interaction 



with serum proteins, cells, and tissue; (2) increase solubility of the complexes in 
aqueous milieu; and (3) prevent particle–particle interactions [241]. Traditional 
cationic polymers for gene delivery such as PEI, PAMAM, and PLL have been 
made more biocompatible using this approach [18, 241–245].

Targeted Internalization. The plasma membrane of the cell provides a protective 
shell that serves to limit the transport of undesired molecules, such as DNA. 
However, cells must communicate with their environment and have thus developed 
mechanisms to transport high- and low-molecular-weight macromolecules across 
the membrane. Nonclathrin-coated pit internalization can occur through smooth 
invaginations of 150–300 nm or via potocytosis, which involves the invagination of 
caveolae-rich 50–100-nm-diameter vesicles from the cell surface. DNA complexes 
are thought to enter cells primarily through clathrin-coated pits. These pits, with 
diameters of approximately 150 nm, are internalized from the plasma membrane 
to form coated vesicles. Interestingly, recent studies using a series of inhibitors for 
different endo somal pathways have elucidated different mechanisms of internalization 
for lipoplexes and polyplexes [246]. Lipoplex internalization and lipoplex-mediated 
nucleic acid delivery was strongly inhibited by potassium depletion or using 
chlorpromazine, indicating that clathrin endocytosis is the primary internalization 
pathway of lipoplexes [246]. On the contrary, polyplex internalization was inhibited 
by 25% when the caveolae pathway was inhibited using fi lipin or genistein and by 
20% when clathrin-mediated endocytosis was inhibited [246], indicating that 
polyplexes use two internalization pathways. Gene transfer mediated by polyplexes 
was completely abolished when the caveolae pathway was inhibited but not when 
the clathrin-mediated pathway was inhibited [246], suggesting that internalization 
via caveolae-mediated endosomes leads to effi cient transfection. Particle size also 
affects the endosomal internalization pathway used. Particles with a diameter 
<200 nm were found to be internalized via clathrin-mediated endocytosis and were 
ultimately delivered to the lysosome. In contrast, particles that were >500 nm 
entered the cells via caveolae and never reached the lysosomal compartment [247]. 
Furthermore, multiple studies have shown that large PEI/DNA complexes >500 nm 
were more effi cient at mediating high transgene expression than small complexes 
<200 nm [233, 248], suggesting that it is due to mode of internalization and 
intracellular traffi cking.

Receptor-mediated gene delivery offers a promising approach to create a specifi c 
interaction with the cell surface and to target a particular internalization pathway. 
Synthetic materials termed molecular conjugates are being developed and are 
composed of two domains: a DNA binding domain and a receptor binding domain. 
The DNA binding domain is in charge of linking the DNA to the rest of the 
molecular conjugate molecule. The DNA binding domain is typically composed of 
a cationic polymer or a cationic lipid, which self-assembles with DNA. The receptor 
binding domain is frequently attached to functional groups on the cationic polymer 
or lipid before complexation with DNA [169]; however, complexes can be initially 
formed and subsequently coupled to a ligand [182, 249]. The function of the recep-
tor binding domain is to direct the DNA/molecular conjugate complex to a receptor 
and guide the complex through the internalization pathway that leads to endosomal 
entrapment. The intracellular fate of DNA complexes can depend on the type of 
endocytic process involved in its internalization [246]. The diversity and abundance 
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of membrane bound receptors and ligands and the high effi ciency of internalization 
and turnover ratio makes receptor-mediated endocytosis a powerful tool for con-
trolling uptake. Targets for which the attached ligand binds include the receptors 
for asialoglycoprotein [20, 250, 251], transferrin [47, 252–254] (review [48]), folate 
[45, 255, 256] (review [46]), manose [49, 50], galactose [51], lectins [257–259], inte-
grins [55, 179] antibodies [52–54, 56] and EGF [57, 260]. The attachment of a tar-
geting ligand to the lipoplex has been shown to increase transfection by 1000-fold 
as compared with lipid with no targeting ligand [261]. In principle, any monoclonal 
antibody, Fab fragment of a monoclonal antibody, peptide, peptide mimetic, pro-
teins, or peptide fragment can be added to the molecular conjugate using either a 
covalent or an ionic attachment.

Maximal gene delivery through the receptor-mediated endocytosis pathway 
requires that the design parameters be optimized, which includes properties such 
as the ligand binding affi nity, the length of the linker between the ligand and the 
complex, the complex charge ratio and structure, and the number of ligands per 
complex [260, 262]. Ligand–receptor interactions can be very specifi c and may be 
negatively affected when covalently bound to a molecular conjugate. Knowing 
whether the receptor binding domain is interacting to its receptor with the same 
effi ciency as the free ligand is important to achieve high gene delivery levels. In a 
model using an EGF–polylysine conjugate, it was found that a longer spacer arm, 
between the two domains, resulted in more native-like EGF–receptor binding and 
higher transfection effi ciency than shorter spacer arms [260]. The presence of the 
ligand can alter the structure of the nucleic acid complex. Incorporation of asialooro-
somucoid into PLL/DNA complexes was more effi cient at condensing DNA than 
PLL alone, probably due to an aggregation of many PLLs around the negatively 
charged protein [122]. At low charge ratios, specifi c (ligand mediated) and non-
specifi c endocytosis had insignifi cant levels of transfection. As the charge ratio was 
increased to 4, the transfection effi ciency by specifi c binding enhanced transfection 
by a factor of 3 over nonspecifi c endocytosis [260]. Finally, the number of ligands 
per complex can affect the binding of the complexes to cells. An excessive number 
of ligands may inhibit the binding of complexes [260]. Optimization of the param-
eters that affect the surface binding of the molecular conjugates improves the 
specifi city and gene transfer effi ciency for gene delivery.

7.3.4.2 Intracellular Limitations

The steps after internalization of naked-DNA, polyplexes or lipoplexes, endosomal 
escape, and nuclear localization are thought to be rate limiting for the transfection 
of many cell types. Internalization of the plasmid does not necessarily correlate to 
transfection [263]. Much of the DNA that is internalized into the endosome is 
either retained or degraded within the endosome. The DNA that does escape the 
endosome and enters the cytoplasm must sub sequently avoid degradation and be 
transported to the nucleus for successful gene transfer [264]. In vitro studies have 
demonstrated that although greater than 95% of the cells were positive for plasmid 
(>100,000 copies per cells), less than 50% of the cells were expressing the transgene 
[25, 265]. The following sections describe how the materials interact with intracel-
lular biological systems and how they can be designed to overcome the obstacles 
for effective gene transfer. Table 7.3-4 also summarizes this data.



Toxicity. One common drawback of effi cient nonviral gene delivery strategies is 
that they are generally toxic. This fi nding is not surprising given that effi cient 
nucleic acid delivery formulations are also effi cient at getting into the cell and 
moving through the intracellular space most likely in an unspecifi c manner. For 
example, PEI has been found to colocalize with the nucleous and with the delivered 
DNA, whereas PLL has not [266]. As reviewed, PEI is more effi cient at gene 
transfer than PLL and PEI is more toxic than PLL. Nuclear PEI may nonspecifi cally 
interact with genomic DNA, preventing its normal transcription, thus causing 
toxicity. Furthermore, the effi cient endosomal buffering of PEI and PAMAM 
dendrimers, while improving their effectiveness to deliver DNA, may also contribute 
toxicity by preventing the natural acidifi cation of endosomal vesicles and degradation 
of unwanted endosomal cargo. Thus, can we have an effi cient nucleic acid delivery 
strategy without some toxicity? Is it possible to have an effective therapeutic 
approach with absolutely no side effects? The answer is that it needs to be attempted 
although the blockbuster of nonviral gene delivery formulations may not be 
completely nontoxic. Some general characteristics of cationic polymers and lipids 
make them toxic such as molecular weight, density of positive charges, and lack of 
degradability. This section briefl y outlines the most common features associated 
with toxicity and their current solutions.

Nonviral formulations are generally more effi cient and more toxic as the polymer-
to-nucleic acid ratio is increased (higher N/P ratios), suggesting a role of free 
uncomplexed polymer in the solution in effi cient delivery and toxicity. A recent 
report has shown that polyplexes of DNA and PEI contain an average of 3.5 plas-
mids (5800 base pairs) and 30 PEI (25 kDa) molecules when prepared at N/P ratios 
of 6 and 10, assuming that the DNA is completely complexed [267]. Based on these 
calculations, there is 86% of free PEI in the complex mixture [267, 268]. Purifi ca-
tion of the PEI/DNA complexes by dialysis has shown a reduction of toxcicity; 
however, it also reduced transfection effi ciency [269]. Effi cient gene transfer was 
restored when free PEI was added to the mixture [269].

High-molecular-weight cationic polymers are generally more toxic than low-
molecular-weight polymers [124], most likely due to aggregation of free polymer 
with the cell membrane [130] or other cellular components. Together these fi ndings 
suggest that free high-molecular-weight polymer leads to effi cient but toxic gene 
transfer. Strategies to prevent such toxicity have focused on reducing the density 
of positive charges (number of primary amines) without affecting the buffering 
capacity of the polymer and, thus, reducing its interaction with the cell membrane 
and other cellular components.

Another structural aspect of cationic polymers that contributes to their effi -
ciency as gene transfer agents and their toxicity is the degree of branching and 
backbone fl exibility. Highly branched cationic polymers form smaller particles and 
mediate more effi cient gene transfer than low-branched polymers but are more 
toxic compared with low-branched or linear polymers [130]. The high toxicity of 
branched polymers has been associated with polymer backbone stiffness; more 
fl exible, hyperbranched PEI derivatives with additional secondary and tertiary 
groups show lower toxicity in vitro than commercially available branched PEI 
[270].

One approach that could reduce the toxicity associated with a high mole-
cular weight and a high degree of branching is making the delivery formulation 
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degradable. Degradable PEIs are of particular interest because the basic structure 
of PEI is not biologically or chemically degradable. Efforts to make PEI degradable 
typically involve the cross-linking of low-molecular-weight PEI (600–1800 kDa) 
with disulfi de linkages [61] or oligo(L-lactic acid cosuccinic acid) [60] to form the 
higher molecular weight PEIs required to achieve effi cient transfection. Further-
more, low-molecular-weight PEI has been cross-linked with PEI through a degrad-
able ester bond [242]. Cytotoxicity experiments showed decreased toxicity or 
complexes formed with degradable PEG–PEI/DNA complexes when compared 
with complexes formed with 25-kDa PEI [242]. However, transfection studies 
showed that the degradable PEI was less effi cient at mediating gene transfer than 
25-kDa PEI [242]. Although PAMAM dendrimers have been found to be three 
orders of magnitude less toxic than PEI (600–1000 kDa) and PLL (36.6 kDa), they 
still suffer from toxic effects [124]. The toxicity of PAMAM dendrimers seems to 
have a different mechanism from that of toxicity caused by linear cationic polymers 
in that it does not cause membrane hemolysis at a similar concentration of PEI and 
PLL [271]. It has been reported that primary amines are more toxic than secondary 
or tertiary amines for PEI-type polymers [10]. However, for PAMAM dendrimers, 
this relationship was not true. Although cytotoxicity increased with generation 
(higher molecular weight), it was surprisingly independent of surface charge [272, 
273]. Strategies to reduce toxicity of PAMAM dendrimers include quaternization 
[131], reducing or reversal of surface charge [274], and sterically shielding the 
surface groups by binding C12 lauroyl groups or PEG2000 [272] Cytoxicity of PLL, 
although low relative to many nondegradable delivery agents, is not negligible. 
Dendritic PLL has been found to have cytoxicity that is much lower than that of 
PLL and is nearly the same as naked DNA, although the PLL itself leads to cell 
viability of about 80% of naked DNA as determined by 3-(4,5-dimethylthiazol-2-
yl)-2,5-diphenyltetrazolium bromide (MTT) assay [275].

Endosomal Escape. After internalization, the coated vesicle transforms into an 
early endosome, which is accompanied by acidifi cation of the vesicular lumen that 
continues into the late endosomal and lysosomal compartments, reaching a fi nal 
pH in the perinuclear lysosome of approximately 4.5. For lipoplex-mediated 
delivery, the interaction of the lipids with the endosomal membrane is thought to 
facilitate escape of the DNA to the cytoplasm before its degradation in the lysosome. 
Although it is not well understood, some lipoplexes preferentially fuse with the 
early endosome, whereas others fuse with the late endosome [24]. pH-sensitive 
liposomes can take advantage of the acidifi cation process to facilitate the release 
of plasmids into the cytoplasm before lysosomal degradation [276]. Release of the 
DNA from the complex may occur at the wall of the endosome [179, 277]. Xu and 
Szoka proposed a model in which destabilization of the endosomal membrane 
causes a fl ip-fl op of anionic lipids from the cytoplasmic facing monolayer, which 
diffuse laterally into the complex and form a charge neutral ion pair with the 
cationic lipid [179]. This pairing results in displacement of the DNA from the 
cationic lipid and release of the DNA into the cytoplasm. Displacement of 
the cationic lipid from the DNA before it enters the nucleus is critical for the 
ultimate expression of the gene.

Materials containing secondary and tertiary amines that are protonated at acidic 
pH, and not at neutral pH like primary amines, can act as proton sponges that 



buffer the decrease in pH and ultimately cause DNA release into the cytoplasm. 
For example, PEI shows a level of protonation of 20% at pH = 7.4 compared with 
about 45% at pH = 5 [278]. This proton sponge effect is thought to result from the 
protonation of amino moieties on the polymer as the pH decreases inside the 
endocytic vesicle. The infl ux of counter Cl− ions, which occurs to maintain electro-
neutrality, induces osmotic swelling and rupture of the vesicle membrane [29]. 
Evidence for the proton sponge hypothesis include decelerated acidifi cation of 
endosomal vesicles, as well as elevated chloride accumulation and a 140% increase 
in the relative volume in PEI-containing endosomes [279]. Modifi cations investi-
gated for PLL to introduce endosomal buffering include the partial modifi cation 
of the PLL side chains with imidazoles [140, 280] or histidine [65]. Both approaches 
have been found to enhance the release of DNA complexed with PLL from the 
endosome.

Endosomal disrupting peptides, also termed fusogenic peptides, can be cova-
lently incorporated into DNA/lipid and DNA/cationic polymer complexes to 
enhance escape from the endosome [281, 282]. Viruses and bacteria have 
evolved sophisticated endosomal release pathways [283]. Based on the viral 
and bacterial pathways, peptides for gene delivery have been identifi ed from 
the viral fusion proteins and have been used successfully to enhance endosomal 
escape. An extensive list of fusogenic peptides can be found in Ref. 284. The pep-
tides range in length from 15 to 30 amino acids and form stable amphipathic α-
helices primarily due to alternating hydrophilic and hydrophobic amino acids. Most 
peptides are amphipathic pH sensitive being only active at low pH [283]. There are 
two mechanisms by which fusion peptides disrupt endosomal membranes. First, 
the peptide causes the rearrangement of the lipid packaging, thereby changing the 
membrane integrity and causing release of the endosomal contents. Second, the 
peptide causes pore formation within the endosomal membrane, without affecting 
the membrane integrity [283]. Most peptides induce endosomal release by mem-
brane disruption rather than by membrane fusion [283]. For example, GALA, 
which was one of the fi rst synthetic peptides to be designed and synthesized, under-
goes a conformational change to form an alpha-helix at acidic pHs [66, 67, 284]. 
The α-helix formed induces endosomal leakage by disrupting the endosomal mem-
brane. A similar peptide, KALA, also functions to disrupt endosomal membranes 
but is positively charged and is capable of condensing DNA and mediating gene 
delivery [63, 64].

More recently, a family of acid responsive polymers based on α-alkyl acrylic 
acids such as methacrylic acid (MAA), ethylacrylic acid (EAA), propylacrylic acid, 
and butylacrylic acid (BAA) and their copolymers with alkyl acrylates or methac-
rylates have been explored for their ability to disrupt membranes and their poten-
tial as endosomal disruption polymers. The key feature of these poly(α-alkyl acrylic 
acids) is that they switch from a hydrophilic to a hydrophobic character as they 
become protonated (pH sensitive), and the switch to a hydrophobic character has 
been shown to disrupt membranes [68, 69]. The polymer, PPAA, has been shown 
to be 15 times more effective than PEAA at membrane disruption and to have 
maximum hemolytic activity at pH ≤ 6, which is in the range of endosomal pH [68, 
285]. PPAA has been successfully been used to enhance lipolyplex-mediated gene 
transfer [286] in vitro and wound healing by altering extracellular matrix organiza-
tion and greater vascularization in vivo [286].
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Nuclear Localization. The transport of DNA from the cytoplasm to the nucleus 
may be the most signifi cant limitation to successful gene transfer. Plasmids injected 
far from the nuclei (60–90 μm) had less protein expression than plasmids injected 
near the nuclei [287]. In addition to cytoplasmic transport limitations, the size of 
DNA is problematic for crossing into the nucleus. The nuclear pores allow free 
diffusion entry of only small particles (less than approximately 70 kDa) [288]. 
Entry of the DNA can be facilitated by the breakdown of the nuclear membrane, 
which occurs during cell divi-sion [289]. However, for delivery to nondividing cells, 
nuclear localization sequences (NLSs) can be incorporated into the DNA complexes 
to direct the plasmid into the nucleus.

NLSs are short peptide sequences (5–25 amino acids) that are necessary and 
suffi cient for nuclear localization of their respective proteins [288]. These sequences 
can be incorporated into complexes with cationic lipids [290] and cationic polymers 
[291, 292], or they can be directly linked to the plasmid [293, 294]. Some nuclear 
localization signals have stretches of positive charge, which has led to speculation 
that cationic polymers function as nuclear localization signals [186]. The cationic 
polymer PEI rapidly accumulates in the nucleus of cells and to a greater extent 
than PLL [266]. Nevertheless, the attachment of NLS does signifi cantly enhance 
nuclear accumulation [291]. For the transfection of nondividing endothelial cells, 
lipoplex trans fection resulted in 5% of the cells testing positive for transfection, 
whereas the incorporation of an NLS resulted in more than 80% of the cells testing 
positive [290]. Examples of nuclear localization sequences include PKKKRKVEDPY 
(SV40) [76], GNQSSNFGPMKGGNFGGRSSGPYGGGGQYFAKPRNQGGY 
(M9) [77], importin-β (1–643aa) [78], and MRRAHHRRRRASHRRMRGG 
(mu) [79].

Vector Decomplexation. Recently, vector decomplexation has been viewed as 
another limiting step to effi cient gene transfer [72]. Vector decomplexation involves 
the events that need to take place for the dissociation of the delivery formulation 
from the nucleic acid. This step is critical for effi cient gene transfer to take place 
given that without it DNA cannot be transcribed and siRNA/ON cannot effi ciently 
mediate gene downregulation. Strategies to enhance decomplexation involve the 
introduction of environmentally sensitive bonds (mostly disulfi de bonds) [244, 295] 
and reducing the affi nity of the cationic polymer for the DNA [70, 71, 73]. More 
recently, a thermosensitive copolymer, N-isopropylacrylamide-co-vinyl laurate, 
was covalently coupled to chitosan and employed to enhance unpacking. At 
temperatures below the polymer’s critical solution temperature, the polymer 
extended and was soluble, causing the enhanced unpackaging of the chitosan/DNA 
polyplexes [75]. Furthermore, enzymatically degradable formulations (chitosan) 
have been used to enhance unpackaging and gene transfer by encouraging 
intracellular enzymatic degradation (via chitosinase) of the polyplexes [74].

7.3.5 OUTLOOK

The design and construction of ideal formulations for nonviral gene delivery will 
continue to focus on generating materials that are “smarter,” taking advantage of 
the cell’s natural environments and processes. One approach to the design and 
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synthesis of smarter nonviral gene delivery formulations is to better understand the 
intracellular and extracellular limitations at the molecular level and to understand 
the role (positive or negative) of the intracellular and extracellular molecules and 
environments that the lipoplexes and polyplexes come in contact with during the 
transfection process. The cell is a complex structure that contains a myriad of 
molecules and events occurring simultaneously, which result in specifi c cell pheno-
types. How the addition of lipoplexes and polyplexes affect this harmonious envi-
ronment is essential for the design and generation of nonviral formulations that are 
less toxic and more effective, and this design is likely to be different for different 
cell types. For example, recent studies have shown that the rigidity of the matrix 
where the cells are attached affects polyplex uptake and transgene expression, with 
stiffer materials resulting in enhanced uptake, unpackaging, and gene expression 
[296]. Although the molecular mechanism for this enhancement was not elucidated 
in this study, it is clear that the cellular environment (extracellular and intracellu-
lar) and cell “state” affects the effectiveness of nonviral formulations. During the 
past decade, nonviral gene delivery has identifi ed key limiting steps to polyplex and 
lipoplex formulations and has addressed these limitations with clever solutions such 
as the attachment of specifi c cell binding ligands, fusogenic peptides, nuclear local-
ization sequences, and degradability. The next decade will undoubtedly come with 
more advances for nonviral formulations that can more elegantly bypass the differ-
ent barriers encountered during gene transfer.
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7.4.1 INTRODUCTION: NUCLEIC-ACID-BASED THERAPEUTICS

Nucleic-acid-based therapies include various forms of gene and antisense therapeu-
tics. Gene therapy encompasses the use of plasmid vectors, retroviral and lentiviral 
vectors, adeno-associated virus (AAV) and other methods of introducing a gene 
expression or gene silencing nucleic acid sequence into a target tissue or cell. Gene 
silencing has been achieved with ribozymes, small interfering double-stranded 
RNAs (siRNAs), and synthetic antisense oligonucleotides (ASOs), whether these 
are unmodifi ed or chemically modifi ed DNA or RNA structures (Figure 7.4-1). 
Additional chemically synthesized, but not natural, oligonucleotides include DNA-
like peptide nucleic acids (PNAs) and phosphorodiamidate morpholino oligonucle-
otides (PMOs) (Figure 7.4-1). Some nucleic-acid-based therapeutics are designed 
to infl uence the splicing of pre-mRNA to modify or alter the protein produced, 
rather than to silence the gene expression entirely [1, 2, 3]. Many gene therapy and 
antisense approaches have unique applications based on local delivery, which limits 
the distribution of the therapeutic in the body and precludes considerations of their 
pharmacokinetics (PK). We have included key citations describing PK for some 
gene-based and oligonucleotide-based approaches in Table 7.4-1, but the remainder 
of the chapter is limited to ASOs and siRNAs for brevity and clarity.

Most PK studies of nucleic-acid-based therapies are, in fact, devoted to descrip-
tion of the PK properties of ASOs. Many academic and industry researchers have 
chosen to focus on the use and development of synthetic ASOs as therapeutics. 
RNA- and DNA-based ASOs designed against a large number of targets have 
progressed through preclinical stages and into clinical trials. As a consequence, 
there is a large body of literature describing the PK properties of these ASOs in 
animals and humans. We will fi rst discuss the various chemical structures of ASOs 
being developed as therapeutics, and then we will focus on the published animal 
and human PK data regarding ASOs of two chemistries, exemplifi ed by Genasense 
(Oblimersen, G3139, targeting the mRNA for the anti-apoptotic protein Bcl-2) and 
OGX-011 (targeting the mRNA encoding the chaperone protein clusterin).

The second major (and more recent) focus in the literature is on the PK proper-
ties of various embodiments of siRNA therapeutics. Excitement has grown recently 
with our increased understanding of the mechanisms responsible for the endoge-
nous pathways of posttranscriptional gene silencing, also known as RNA inter-
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Figure 7.4-1. Nucleic acid analogs and artifi cial backbones commonly used in ASOs and 
siRNAs.

TABLE 7.4-1. Selected PK Studies of Nucleic-Acid-Based Therapies

Category Comments Citations

Plasmid and viral Reviews of PK and clinical trials [4–6]
Ribozymes Targeting HEP C virus in mice [7]
 Review of anti-VEGF-R1 [8]
 PK in monkeys [9]
 Trial in healthy volunteers [10]
 Trials in cancer patients [11, 12]
PMO AVI-4126, targeting c-myc [13–15]
LNA  [16–18]
PNA PK in rats [19]
 PK in mice [20]
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ference (RNAi). This understanding has led to design and synthesis of expression 
vectors, short hairpin RNA (shRNA), and small interfering RNA (siRNA) mole-
cules to reduce or silence expression of target genes. Although use of RNAi tech-
nology is widespread in laboratories, therapeutic applications are not yet as far 
advanced as for ASOs. Studies describing PK properties of siRNA in animal 
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models are limited, and only three siRNA molecules are currently in human clini-
cal trials. The relevant preclinical PK studies and the ongoing clinical trials are 
discussed in the latter portion of the chapter.

7.4.2 ANTISENSE CHEMISTRIES—MODIFICATIONS TO 
DNA/RNA STRUCTURE

ASOs are designed to reduce expression of a target protein based on double-
stranded Watson–Crick base pairing with the mRNA coding for the protein. RNA-
based ASOs act by inhibiting translation of the target mRNA, and subsequent 
normal protein turnover (degradation) results in reduced target protein levels in 
cells [21, 22]. DNA-based ASOs, also known as oligodeoxynucleotides (ODNs), 
mediate mRNA degradation by activation of endogenous ribonuclease H and sub-
sequent exonuclease cleavage of the target mRNA [23–26]. Again, routine protein 
turnover reduces target protein levels in cells in the absence of the mRNA to 
provide template for new protein synthesis. Advantages of ASOs over other nucleic-
acid-based strategies include ease of delivery into cells and tissues, improved speci-
fi city for individual mRNA target molecules, fl exibility in target choice and reagent 
design, and relative ease of chemical synthesis that facilitates large-scale produc-
tion of pharmaceutical-grade material [22, 27–29].

Early studies with unmodifi ed phosphodiester (PD) DNA ASOs revealed 
various problems, including delivery into target cells and nuclease sensitivity in 
body fl uids and in cells. Since then, numerous chemical modifi cations to the DNA 
structure have been incorporated into ASOs (see Figure 7.4-1). One of the fi rst 
improvements was inclusion of phosphorothioate internucleotide linkages (PS 
DNA), where the nonbridging oxygen is replaced with a sulfur atom. This improved 
stability against endo- and exonucleases inside cells and in body fl uids [22, 30]. 
“Second generation” ASOs were designed to include 2′-methoxyethoxylation 
(2′-MOE), 2′-O-methyl, or other modifi cations of the ribose sugar group [31–33]. 
These modifi cations at the 2′ position enhance uptake and stability of antisense 
ODNs [22, 32], but they preclude RNase H activity. ASOs containing 2′ modifi ca-
tions at the 5 or 6 nucleotides on each end, with DNA bases in the central region 
(called “gapmers”), retain the ability to provide a suitable target for ribonuclease 
H [25, 32, 34, 35]. Several PS DNA ASOs and gapmer ASOs have progressed 
through preclinical development stages, including PK and toxicological studies, and 
many are currently in human clinical trials (see Table 7.4-2).

In terms of PK properties, ASOs of the same chemistry but with different 
nucleotide base sequences seem to behave identically. In contrast, differences in 
PK profi les depend critically on the ASO chemistry and modifi cations. That is, 
ASOs with the same base sequence but having PS versus PD, or DNA versus RNA 
versus 2′-MOE modifi cations will have slightly or vastly different PK profi les [32, 
34]. Furthermore, separately from PK properties, differences in the nucleotide 
sequence incorporated into ASOs with identical chemistry do affect physiological 
responses, including toxicities and off-target effects. For example, ASOs containing 
CpG dinucleotide motifs often activate particular toxicities and immune responses 
[62–64]. Toxicological changes are also dependent on backbone and sugar modifi -
cations, such as activation of the complement cascade by ASOs with PS inter-



nucleotide linkages but not by those with PD backbones [45, 65, 66]. These 
toxicological issues are not discussed in detail here, but they have been reviewed 
recently elsewhere [62, 65, 67].

7.4.3 ADDITIONAL SYNTHETIC CHEMISTRIES

Several groups of researchers have been pursuing alternative synthetic chemistries 
to achieve the desirable properties of an ideal ASO. Some of these designs that are 
in more-advanced stages of development as potential drug candidates are shown 
in Figure 7.4-1. These include locked nucleic acids (LNAs) [16, 17, 68–71], 2′-
fl uoroarabinonucleic acids (FANAs) [72–74], PNAs [75–79], and PMOs [13, 14, 
80–83]. Only a limited number of ASOs with these chemistries have progressed to 
PK studies in rodent models, primate models, or human clinical trials. Relevant 
PK studies regarding this group of nucleic-acid-based ASOs are given in Table 
7.4-1. For brevity and due to the lack of human PK data, we will limit our discus-
sion of these other chemistries.

7.4.4 METHODS FOR DETECTION OF ASOs IN TISSUES 
AND FLUIDS

7.4.4.1 Labeled ASOs

In our work [84], we have used T4 polynucleotide kinase to end-label ASOs using 
radioactive [32P]-γ-adenosine triphosphate (ATP). Methods to end-label or synthe-
size ASOs with biotin, fl uorescein, digoxigenin, and so on, are also available. ASOs 
are amenable to internal labeling with radioactive halogens [85]. Radioactively 
labeled ASOs are tracked using phospho-imaging, gel electrophoresis, and other 
techniques. Fluorescence microscopy is used to monitor fl uorescently labeled 
ASOs, whereas detection of biotin-labeled ASOs is done with anti-biotin anti-
bodies or avidin-conjugated enzymes and appropriate substrates.

TABLE 7.4-2. Selected Clinical Trials of DNA-Based ASOs

ASO Target Chemistry Citations

G3139 Bcl-2 PS DNA [36–40]
GTI-2040 RNR PS DNA [41]
OL(1)p53 p53 PS DNA [42, 43]
MG98 DNMT1 PS DNA [44]
GEM91 HIV gag PS DNA [45, 46]
ISIS 5132 c-raf-1 PS DNA [47–49]
ISIS 2503 H-ras PS DNA [50, 51]
ISIS 2302 ICAM-1 PS DNA [52–54]
ISIS 3521 PKC-α PS DNA [47, 55, 56]
LY900003 PKC-α (= ISIS 3521) [57]
GEM231 PKA 2′-Me Gapmer [58, 59]
ISIS 104838 TNF-α 2′-MOE Gapmer [60]
OGX-011 Clusterin 2′-MOE Gapmer [61]
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7.4.4.2 Nondenaturing Polyacrylamide and Capillary Gel Electrophoresis

Acrylamide gels (15% to 20%) can be used effectively to separate ASOs from 
longer intact nucleic acids and shorter degradation products [72]. Radio actively 
labeled ASOs are detected using standard autoradiography or phospho-imaging 
techniques [35]. Using acrylamide gels cast in capillary tubes, ASOs can also be 
separated, identifi ed, and quantifi ed after electrophoresis. Absorbance at 260 nm, 
mass spectrometry, and so on, can be used to detect ASOs as they leave the capil-
lary gels [35, 86–88].

7.4.4.3 Hybridization-Based Approaches

Methods have been developed to detect ASOs in plasma and other biological 
samples, based on hybridization with labeled complementary probes [89]. The 
probes are tagged at one end with biotin and the other end with digoxigenin. After 
hybridization and binding to neutravidin-coated 96-well plates, nuclease S1 is 
added to degrade unhybridized probe. Anti-digoxigenin antibodies and enzyme-
linked secondary antibodies are then added sequentially, followed by enzyme sub-
strate (for example, AttoPhos, which fl uoresces after enzymatic cleavage) for 
detection and quantitation [60, 61].

We have developed a hybridization approach to monitor the intracellular uptake 
and distribution of ASOs in cell culture experiments [R. Berg et al., unpublished]. 
Cells treated with ASOs were fi xed in paraformaldehyde and then biotin-labeled 
complementary oligonucleotides were added in hybridization buffer. Detection was 
with an avidin–horseradish peroxidase conjugate, which cleaves diaminobenzidine 
to produce a colored precipitate within the cells. An alternative detection approach 
uses fl uorescein-labeled streptavidin, which is visualized by fl uorescence and/or 
confocal microscopy [S. Fard et al., manuscript submitted]. We are currently adapt-
ing this protocol for use on tissue and tumor sections taken from mice treated sys-
temically with ASOs.

A hybridization-based approach has also been developed to quantitate levels of 
ribozymes in serum using paired complementary oligonucleotide probes, one 
labeled with biotin and the other with digoxigenin [90]. The annealed “triplex” is 
fi rst collected on streptavidin-coated 96-well plates, then an anti-digoxigenin anti-
body conjugated with alkaline phosphatase is added, followed by addition of the 
enzyme substrate p-nitrophenyl phosphate, which is cleaved into a soluble colored 
product that is quantitated by absorbance at 405 nm.

7.4.5 ROUTES OF ADMINISTRATION

As with any drug, the PK profi le of nucleic-acid-based therapeutics varies accord-
ing to the route of administration. Before focusing on the PK properties of ASOs 
administered intravenously, we briefl y discuss the published PK analysis of topical, 
inhaled, and oral formulations of ASOs.

Topical administration of ASOs has been investigated for a small number of 
indications, and it has been the subject of several recent reviews [91–93]. To date, 
topical administration has not progressed past preclinical animal models, although 
these include human skin transplanted (grafted) onto immunocompromised mice 
[81, 94]. The distribution of ASOs applied to the skin is generally limited to epideri-



mis and dermis, and it may be limited in intact skin but more advantageous in 
conditions that include infl ammation or other damage, especially psoriasis [93, 95]. 
Distinct chemistries of ASOs, such as second-generation versus PMOs, may behave 
differently when applied topically. Furthermore, the formulation of the application 
compound [96–98] and the use of delivery methods such as sonophoresis (ultra-
sound) [99, 100] may also affect the delivery and PK properties of ASOs applied 
topically.

Respirable, or inhaled, ASOs have been developed as potential therapeutics for 
treatment of asthma, allergic rhinitis, and other pulmonary diseases [101–104]. In 
animal models including rodents and rabbits, inhaled ASOs are detectable in all 
cell types in the lungs but only in small amounts (<5–10% of the administered 
dose) in extra-pulmonary organs, and they exhibit minimal systemic bioavailability 
of intact, full-length ASO [103, 105, 106]. Less than 5% of the delivered dose was 
detected in the lung 72 hours after treatment (the elimination half-life is approxi-
mately 30 hours). At 72 hours, nearly 70% of the administered dose was excreted 
in the urine, the major pathway of elimination. ASOs designed and formulated for 
delivery by inhalation may have particular strengths as potential therapeutics for 
pulmonary diseases. One ASO, EPI-2010 (targeting the adenosine signaling 
pathway in asthma), completed phase I and II human trials, but further develop-
ment was not pursued due to reduced effi cacy in important patient markets [103].

Stability of unmodifi ed DNA ASOs is limited after oral administration, due to 
degradation in the stomach and small intestine. Although backbone and ribose 
modifi cations substantially improved the stability of ASOs administered orally 
[107], intestinal permeability of ASOs is limited due to hydrophilicity, high nega-
tive charge, and high molecular mass [108, 109]. Formulation of ASOs in sodium 
caprate further improves stability and intestinal permeability of orally adminis-
tered ASOs [108, 110]. Oral formulations have progressed to animal studies in 
rodents, pigs, and dogs [107–110], but not yet to human trials.

Lipid delivery vehicles such as stealth liposomes [111] and cationic liposome 
formulations [112–114], and additional vehicles such as polymers of chitosan [115], 
are being pursued as potential means to improve uptake and distribution of ASOs. 
Although these novel formulations and alternative routes of administration might 
ultimately prove to be more successful, the intravenous route has been the most 
successful thus far in the development of therapeutic ASOs.

7.4.6 PK (ADME) OF ASOs ADMINISTERED BY INJECTION

The PK properties of PS ASOs in animal models have been extensively studied 
and reviewed [33, 62, 116–118]. Several routes of administration, including intra-
peritoneal (i.p.), intravenous (i.v.), intradermal (i.d.), or subcutaneous (s.c.) injec-
tion, have been compared in animal models. PK profi les of ASOs in animals 
correlate well with those observed in human clinical trials, where ASOs are usually 
administered by i.v. or s.c. injection.

7.4.6.1 Absorption and Distribution

ASOs are highly bound to albumin and α2-macroglobulin in the blood, with 
binding affi nities in the micro- to millimolar range [32, 65, 119]. In mice, rats, 
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monkeys, and humans, more than 96% of administered PS ASO was bound to 
plasma proteins [32, 119]. This high protein binding affi nity limits renal clearance, 
but PS ASOs are rapidly cleared from plasma to tissues. Plasma clearance is dose-
dependent, with plasma half-life ranging from 30 to 60 minutes [32, 119]. Wide-
spread systemic distribution of ASOs is observed after i.d. and s.c. injections [65], 
but s.c. injection resulted in increased bioavailability and steady-state ASO levels 
[120]. Minimal differences in distribution were observed when comparing i.p and 
i.v. injection [116, 118]. In animal models, ASOs accumulated to highest levels in 
the liver and kidney, followed by spleen and lung, with only minor distribution to 
the brain and testes [65, 120, 121]. Distribution was independent of ASO length 
and nucleotide sequence [65]. Subcutaneous tumor xenografts accumulated levels 
of ASOs similar to spleen and lung [84]. Recent clinical trials of G3139 also mea-
sured similar disposition of intact and partially shortened ASO in humans, as dis-
cussed below [122, 363].

7.4.6.2 Metabolism and Elimination

Metabolism of ASOs occurs primarily through degradation by exonucleases and 
endonucleases. Degradation products have lower protein binding affi nity and 
higher solubility, facilitating their excretion in urine and exhaled air [65, 121, 
123–125].

7.4.6.3 PK Properties of 2′-MOE, PS, and PD ASOs

In a recent study the PK profi les of three distinctly modifi ed ASOs were compared 
after i.v. injection into monkeys [34]. They compared a PD ASO with 2′-MOE 
modifi cations on all nucleotides, a PS ASO with 2′-MOE modifi cations only on the 
eight 3′-end residues, and a PS ASO with 2′-MOE modifi cations on the six nucleo-
tides on each end (i.e., a gapmer). The plasma half-lives of the two PS ASOs were 
similar (∼45 minutes), whereas that of the PD ASO was markedly shorter (∼14 
minutes). The two PS ASOs also had very similar tissue distribution, with the 
highest concentrations in kidney, liver, lymph nodes, and spleen. However, the 
gapmer exhibited a signifi cantly longer tissue half-life, compared with the ASO 
with only the 3′ MOE modifi cations (∼22 days vs. ∼5 days). This suggests that the 
presence of both 5′-end and 3′-end MOE modifi cations on the gapmer protects the 
ASO from degradation in tissues and that the position of the modifi cations could 
signifi cantly affect biological lifetime and effi cacy in a clinical setting. This study 
confi rmed that the chemistry of the ASO contributes to PK behavior and nuclease 
sensitivity, as suggested by earlier studies [119]. Although the extent of the 2′-MOE 
modifi cation did not alter the distribution properties, the presence of this modifi ca-
tion is important in the tissue distribution patterns and in determining nuclease 
resistance within tissues.

7.4.6.4 PK Analyses from Selected Clinical Trials

Several clinical trials using Genasense (G3139, a PS DNA ASO targeting the anti-
apoptotic protein Bcl-2) have included detailed PK analyses. One of the earliest 
trials of G3139 used a 14-day continuous subcutaneous infusion at doses ranging 



from 4.6 to 195.8 mg/m2/day [126]. The mean plasma half-life of G3139 was 7.46 
hours. More recent trials measured PK profi les of G3139 administered at 7 mg/kd/
day by continuous i.v. infusion for 8 days [36], 10 days [37], or 5 days [122]. 
All showed similar PK results for plasma clearance, metabolism, and urinary 
excretion.

The fi rst report of administration into humans of a 2′-MOE gapmer (ISIS 104838, 
targeting tumor necrosis factor α) included extensive PK analysis of blood and 
urine samples [60]. This trial also compared i.v. and s.c. dosing regimens. The 
plasma half-life of the ASO was 1 to 1.8 hours at doses greater than 1 mg/kg. 
Urinary excretion of full-length ASO during the initial 24 hours postadministra-
tion was less than 10%, whereas excretion of 8 to 12 nucleotide metabolites (i.e., 
degradation products) increased over time thereafter.

Similarly, a recent clinical trial of the 2′-MOE gapmer OGX-011 (targeting the 
chaperone protein clusterin) in prostate cancer patients indicated dose-dependent 
PK and pharmacodynamic properties [61]. Plasma distribution half-lives ranged 
from 0.476 to 3.83 hours, and other plasma PK parameters were similar to the PS 
ASO G3139 [126]. Estimates of ASO concentrations in the target tissue ranged 
from 1.67 to 4.82 μg/g of prostate tissue, depending on the dose of ASO delivered. 
Metabolism and elimination were not measured in the study.

7.4.6.5 Target Downregulation in Tissues of Interest

Drug effi cacy for ASOs can be measured in terms of reductions in target mRNA 
and protein. The outcomes of drug treatment are not formally PK issues, but they 
are within the realms of pharmacodynamics and toxicology. It is important to 
consider, however, how the PK profi le of a systemically administered ASO affects 
the pharmacodynamic and toxicological properties of the drug. Many clinical trials 
of ASOs include some measures of target mRNA and protein in target or surrogate 
marker tissues. In one of the early trials of the PS DNA ASO G3139 in patients 
with non-Hodgkin’s lymphoma, Bcl-2 mRNA and protein were demonstrably 
reduced in isolated peripheral blood lymphocytes, but only in 7 of 16 patients [126]. 
Recent clinical trials have shown similar interpatient variability in target down-
regulation [36, 37]. In the case of ASOs targeting clusterin, in vitro experiments 
revealed the improved effi cacy of 2′-MOE modifi ed gapmers compared with PS 
DNA ASOs [35]. Superior target downregulation and increased antitumor activity 
were also demonstrated in animal models of prostate cancer tumor growth [35]. 
Dose-dependent reductions in clusterin mRNA and protein in prostate tumor 
samples were also shown in the phase I clinical trial of OGX-011 [61], indicating 
that the intended biological activity was achieved in the intended target tissue. This 
represents a tremendous success for antisense therapeutics and should provide 
encouragement for others developing ASOs as potential clinically useful drugs.

7.4.7 RNA INTERFERENCE

RNA interference (RNAi) is a cellular regulatory mechanism in which double-
stranded RNA (dsRNA) induces the specifi c degradation of its homologous target 
mRNA. This process was discovered by Guo et al. who found that injection of both 
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antisense and sense RNAs into Caenorhabditis elegans resulted in a decrease of 
their target mRNA [127]. Several years later, Fire et al. demonstrated that this 
observation was due to the single-stranded RNA populations containing small 
amounts of double-stranded RNAs. Using highly purifi ed RNA preparations, they 
showed that dsRNA injected into C. elegans resulted in specifi c and potent inter-
ference of cellular gene expression [128]. This inhibition was much greater than that 
observed with injection of either the antisense or the sense strands by themselves. 
The molecular mechanism of RNAi involves cleavage of dsRNAs by an RNase III-
like endonuclease termed Dicer into 21–25 nucleotide (nt) dsRNAs. These small 
interfering dsRNAs (siRNAs) are bound in a multiprotein RNA-induced silencing 
complex (RISC), which unwinds the siRNA, and one strand is then used as a guide 
to target complementary mRNAs for degradation [129–131].

RNAi gained rapid acceptance as a tool for functional genomics in C. elegans
and Drosophila model systems. It was initially unclear as to whether RNAi existed 
in mammalian cells, because treatment of mammalian cells with dsRNA results in 
global degradation of RNAs and repression of protein synthesis. As researchers 
toiled diligently to understand the detailed molecular mechanisms involved in the 
RNAi pathway, Elbashir et al. identifi ed 21- to 22-nt dsRNAs as the effector mol-
ecules that induce RNAi in Drosophila embryos [132]. Additionally, they demon-
strated that chemically synthesized siRNAs could be transfected into mammalian 
cells and induce RNAi without inducing global RNA degradation [133]. Since this 
discovery, the fi eld of siRNA and related methodologies has grown at an exponen-
tial rate. Although siRNAs have competed with ASOs as tools for functional 
genomic analysis and target validation, one primary interest is to develop siRNAs 
as thera peutic agents.

7.4.7.1 siRNA Specifi city

One of the most important issues regarding development of new pharmaceuticals 
is their specifi city of effect. The overall intent is to design molecules that inhibit 
their intended target without undesirable side effects. As with ASOs and other 
nucleic-acid-based therapies, demonstrating that the observed cellular affects are 
due to inhibition of the intended mRNA target remains a challenge. Initial studies 
suggested that one or two mismatches could alleviate the silencing ability of an 
siRNA [132]. However, recent studies have identifi ed siRNAs with effects on unin-
tended targets with as little as seven complementary nucleotides [134]. Moreover, 
in addition to the G:U wobble base pair, it has been shown that mismatches formed 
between adenine (A) and cytosine (C) are well tolerated [135]. Thus, the ability of 
siRNAs to specifi cally downregulate predicted targets is being called into question. 
Many investigators have turned to microarray analysis to validate the specifi city of 
their siRNAs. This approach may nonetheless provide researchers with a false 
sense of specifi city. Saxena et al. showed that siRNAs with multiple mismatches 
located in the center of the molecule can function as micro-RNAs that inhibit 
expression of the target protein through translational arrest and not mRNA deg-
radation [136]. Thus, the microarray patterns from two different siRNAs targeting 
the same mRNA may be similar, but the siRNAs could still inhibit protein expres-
sion through translational inhibition. It remains unclear to what extent each of 
these potential nonspecifi c effects may impact their potential therapeutic use. With 



a more thorough understanding of the RNAi mechanism, new selection guidelines 
will identify optimal target sites that account for these sequence-based nonspecifi c 
effects. Identifi cation of the most active siRNA with limited nonspecifi c effects will 
be critical for the success of siRNA molecules as therapeutic agents.

7.4.7.2 Cell Culture

Since their discovery only a few years ago, many researchers in both academic 
and industrial settings have used siRNAs to knock down mRNA targets within 
cultured cells. Unlike ASOs, which can enter cells by themselves when used at 
high concentrations, siRNAs cannot cross the cellular membrane by themselves 
due to their two negatively charged phosphate backbones. Cationic lipids such as 
Lipofectamine 2000 (L2K) and Oligofectamine are commonly used to complex the 
siRNA and allow uptake into cultured cells. However, a recent publication has 
demonstrated that cationic lipids can have unintended effects. Fedorov et al. trans-
fected siRNAs into HeLa cells using either L2K or electroporation and performed 
microarray studies [137]. Although both transfection methods resulted in a similar 
knockdown of the target mRNA, the number of genes affected by each method 
differed signifi cantly. Lipid transfection resulted in increased expression of 65 
genes, whereas electroporation increased only 11 genes. Over 50% of the upregu-
lated genes could be directly attributed to L2K. Because L2K is also commonly 
used for transfecting DNA plasmids and ASOs, investigators should thoroughly 
examine the effect that the transfection reagent has on gene expression patterns. 
In addition to these lipids, other cationic molecules such as cell-penetrating pep-
tides and polyethyleneimine have also been used to transport siRNAs across the 
cell membrane [138, 139]. Further studies are needed to determine what affects 
these transport molecules have on global gene expression.

7.4.7.3 In vivo Studies with “Naked” siRNAs

Although most siRNA researchers will readily acknowledge that the siRNAs are 
more potent than the ASOs and result in a more potent and reproducible target 
suppression, others have shown siRNAs to be equivalent to ASOs [140]. The real 
difference between these two approaches becomes clear once the nucleic acids are 
injected into animals. ASOs have therapeutic activity even when they are injected 
intravenously without any cationic carrier molecule, as discussed in the preceding 
section. Although most studies show that naked siRNA injections have no effect, 
some have demonstrated that uncomplexed, unmodifi ed siRNAs can be injected 
into animals and inhibit the target protein in tissues. Verma et al. intravenously 
injected approximately 3 μg of a β-catenin-targeted siRNA into the tail vein of 
tumor-bearing nude mice. After 72 hours, tumors were harvested and signifi cant 
decreases in β-catenin protein levels could be observed by Western blot analysis 
[141]. Similarly, Filleur et al. injected intraperitonealy 3 μg of siRNAs targeting 
either luciferase or vascular endothelcal growth factor (VEGF) and could demon-
strate a 50% reduction in luciferase activity and a 70% reduction in VEGF expres-
sion. VEGF siRNA injections also delayed the onset of tumors [142]. Furthermore, 
Duxbury et al. delivered similar amounts of an siRNA targeting ribonucleotide 
reductase mRNA. After 6 weeks of biweekly tail vein siRNA injections, the levels 
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of target protein in the tumor were suppressed and a small decrease in the tumor 
growth rate was observed. More importantly, the combination of the siRNA and 
gemcitabine resulted in a synergistic suppression of tumor growth. The control 
siRNA did not enhance the antitumor affect of gemcitabine [143]. All of these 
results using naked siRNAs are surprising because siRNAs are rapidly degraded 
in plasma with a half-life of about 3 minutes [144]. Given that many investigators 
have shown that unmodifi ed, uncomplexed siRNAs have little to no activity (as 
discussed below), it remains unclear as to whether systemic injection of unprotected 
siRNAs is a viable therapeutic option.

7.4.7.4 Hydrodynamic High-Pressure “Naked” siRNA Injection

To overcome the problem of siRNA delivery into tissues, several investigators have 
employed the high-pressure hydrodynamic method. This method involves rapid 
injection of siRNA in a large volume (1–2 mL) of saline or phosphate-buffered 
solution (PBS). Surprisingly, the mice can tolerate this harsh administration quite 
well [145]. Song et al. was able to reduce Fas mRNA and protein levels in mouse 
liver for up to 10 days after hydrodynamic injection (50 μg siRNA in 1-mL PBS). 
They also demonstrated that Fas siRNA in-jection could protect mice from fulmi-
nant hepatitis [146]. Another group targeted caspase 8 with siRNAs and showed 
decreased liver expression of caspase 8 and prevented Fas (CD95)-mediated apopto-
sis after hydrodynamic injection (120-μg siRNA in 2-mL PBS). As with the previ-
ous Fas-targeted approach, caspase 8 siRNAs improved the survival of two animal 
models of acute liver failure [147]. Layzer et al. used quantitative whole-body 
imaging to demonstrate that hydrodynamic coinjections of luciferase reporter plas-
mids and luciferase-targeted siRNAs could reduce luciferase expression by 85%. 
Injection of a nuclease-resistant 2′-F siRNA resulted in a similar reduction in 
luciferase expression. However, if siRNAs were injected under low pressure, no 
decrease in luciferase activity was observed [148]. Although the use of hydrody-
namic injection in animal models is relatively simple and effective, it is not feasible 
in the clinical setting. An additional limitation of this methodology is that the liver 
is the primary organ for siRNA uptake with only limited uptake in other tissues.

7.4.7.5 Chemically Modifi ed siRNAs

Contrary to the studies demonstrating activity with unmodifi ed siRNAs, the major 
limitation for the use of nucleic acids as therapeutic agents is their susceptibility to 
attack from serum and intracellular nucleases. The antisense fi eld has identifi ed a 
host of ribose ring and phosphate backbone modifi cations that enhance the stability 
of ASOs [Figure 7.4-1]. Extensive analysis has been performed to demonstrate 
which chemical modifi cations enhance siRNA stability and still allow for effi cient 
silencing [149–151]. Altering the phosphate backbone of an siRNA to phosphoro-
thioate reduces its ability to induce RNAi by 50% and increases nonspecifi c cellu-
lar toxicity. Designing siRNAs entirely with 2′-O-methyl moieties improves their 
nuclease stability dramatically and eliminates their silencing ability. One nucleo-
tide modifi cation that seems to be the most promising is the 2′-fl uorine modifi cation 
on the cytidines and uridine residues. 2′-F-modifi ed siRNAs have plasma half-lives 
of days instead of minutes and can inhibit their targets with similar potency as the 



unmodifi ed siRNAs. Researchers at Sirna Therapeutics have developed siRNAs 
in which all 2′-OH groups have been substituted with deoxy-, 2′-O-methyl-, or 2′-
fl uoro-nucleotides, which are termed “short interfering nucleic acid” (siNA). In 
human serum, siNAs have a half-life on the order of 3 days [144]. Using a hepatitis 
B viral mouse model, they injected HBV-targeted siNAs by standard low-pressure 
tail vein injections (60–600-μg siRNA) thrice daily for 2 days. After 24 hours, the 
levels of serum HBV DNA were signifi cantly reduced in a dose-dependent manner. 
The inverted control siNA had little to no effect on serum levels of HBV DNA. 
No signifi cant antiviral activity was observed with unmodifi ed siRNAs at any dose. 
Although this study demonstrated in vivo activity of a fully modifi ed siRNA, it is 
uncertain whether these siNAs are effectively taken up into tissues by standard 
intravenous injections. One assumes that lower serum titers are the result of lower 
viral production from the tissues, but no data were presented regarding decreased 
HBV tissue expression. Given the high doses required for activity, more studies are 
needed to validate the therapeutic effectiveness of siNAs.

7.4.7.6 Ligand-Mediated siRNA Delivery

Another approach to improve tissue delivery of siRNAs is to attach small mole-
cules on the end of the siRNA. Soutschek et al. conjugated a cholesterol molecule 
on the 3′-end of the sense strand of a partial chemically modifi ed siRNA to gener-
ate “chol-siRNA” [152]. A chol-siRNA targeting luciferase could reduce luciferase 
expression in HeLa cells with an IC50 of about 200 nM without any transfection 
reagents. Upon intravenous injection into animal models, the addition of choles-
terol improved the siRNAs pharmacokinetic properties by increasing the elimina-
tion half-life and reducing plasma clearance in rodents. Chol-siRNAs, as detected 
by RNase protection assay, were broadly distributed throughout the tissues of 
the mouse confi rming the improved pharmacological properties. No detectable 
amounts of unconjugated siRNAs were observed in any tissues. Intravenous injec-
tions of a chol-siRNA targeting apolipoptrotein B (1 mg) daily for 3 days resulted 
in inhibition of apoB mRNA in liver and intestine, decreased serum levels of apoB 
protein, and a reduction of total plasma cholesterol. Hence, this study demonstrated 
the importance of conjugating a small molecule to the siRNA that will enhance 
tissue uptake. However, further optimization is required to identify modifi cations 
that will permit more clinically acceptable doses and schedules.

7.4.7.7 Intranasal siRNA Injection

As an alternative approach to systemic siRNA injections, several groups have 
demonstrated that intranasal administration of siRNA can be effective for certain 
disease applications [153–155]. X. Zhang et al. [154, 155] were the fi rst to demon-
strate that unmodifi ed siRNA could be administered intranasally and silence the 
intended target mRNA without the need for transfection agents. Bitko et al. [153] 
designed siRNAs targeting the respiratory syncytial virus and parainfl uenza virus. 
A single intranasal siRNA administration (70 μg) provided signifi cant protection 
against respiratory infection from viral challenge. Two days after intranasal injec-
tion, siRNAs could still be detected in the mouse lungs. There are several advan-
tages for this route of administration. It is relatively painless and noninvasive. The 
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risk of potential side effects is also reduced because no cationic carrier molecules 
are required for cellular uptake. It remains unclear as to the mechanism of cellular 
uptake after intranasal siRNA administration.

7.4.7.8 In vivo Studies with Encapsulated siRNAs

An alternative approach for in vivo delivery of siRNAs is to encapsulate or complex 
the siRNA with cationic molecules. These positively charged molecules serve 
several functions. After interacting with the negatively charged phosphate back-
bone of the nucleic acid, they condense the nucleic acid into a more compact struc-
ture, protect against degradation by plasma nucleases, and enhance tissue uptake. 
The use of these cationic synthetic molecules is not limited to siRNA delivery. 
ASOs and DNA plasmid vectors can also be delivered with these molecules. As 
well, it remains unclear as to whether chemical modifi cations to the siRNA are 
necessary if one is using cationic molecules for delivery. In cell culture, lipid-
complex siRNAs are protected from degradation by serum nucleases. One benefi t 
of using natural, unmodifi ed siRNAs is that when they actually do degrade, the 
nucleotides should not have any nonspecifi c effects of cellular metabolism.

7.4.7.9 Linear Polyethylenimine

The cationic molecule polyethylenimine (PEI) has been shown to effectively trans-
port nucleic acids into cells in both the in vitro and the in vivo setting. PEI con-
denses nucleic acids into 0.2–0.4-nm positively charged particles, is taken up into 
cells by endocytosis, and then releases the nucleic acid contents into the cytoplasm 
effi ciently via a process called the “proton sponge” [156]. Urban-Klein et al. dem-
onstrated that PEI complexation of an unmodifi ed siRNA protects the siRNA from 
nuclease degradation. In cultured ovarian carcinoma cells, they showed that linear 
low-molecular-weight PEI could transport their HER2-targeted siRNA into cells, 
inhibit HER2 protein expression by 70%, and reduce colony formation by 50% 
with a single PEI/siRNA transfection. In a tumor-bearing nude mouse model, 
intraperitoneal injection of PEI/siRNA resulted in a rapid uptake of the P32-
labeled siRNA into the tumor, muscle, liver, and kidney with little uptake into the 
lungs. No siRNA was observed in the tissues after injection of uncomplexed 
siRNAs. As they observed no histological changes in the lungs and the absence of 
visible side effects, intraperitoneal injections of PEI/siRNA seem to avoid systemic 
PEI-associated toxicity previously reported [157]. Furthermore, they showed that 
intraperitoneal injections of PEI/HER-2 siRNA (10 μg) two to three times a week 
signifi cantly reduced growth of tumor xenografts. HER2 mRNA levels were inhib-
ited by 50% by this treatment regimen. As important controls for specifi city, injec-
tion of either a nonspecifi c siRNA complexed with PEI or uncomplexed HER-2 
siRNA had no effect on tumor growth. However, a recent report demonstrated that 
tail vein injections of PEI along with other cationic molecules can have antitumor 
activity by themselves [158]. Although this effect may be cell-line dependent, 
caution should be used when interpreting the therapeutic effects of siRNAs when 
cationic molecules are used for delivery.

One main concern with using PEI as a nucleic acid transporter is the lack of 
tissue specifi city. To improve the ability of PEI to target tumors, Schiffelers et al. 



designed ligand-targeted, sterically stabilized nanoparticles (RPPs) for complex-
ation with siRNAs [159]. These particles comprise branched PEI that is PEGylated 
with an RGD peptide on the end of the polyethylene glycol (PEG). Once the 
siRNA is complexed in the nanoparticles, the RGD peptide should preferentially 
target the tumor neovasculature. One hour after intravenous injection of a fl uores-
cently labeled siRNA complexed with RPP, signifi cant siRNA uptake was observed 
in the tumor with poor liver and lung accumulation. Conversely, siRNA complexed 
with only branched PEI did not accumulate in the tumor to any appreciable extent 
but did accumulate in the liver and lung. To verify whether the siRNA distributed 
into the tumor was active, they evaluated the expression of luciferase in the tumor 
and its knockdown by a siRNA specifi c for luciferase. Thus, luciferase was com-
plexed with either PEI or RPP particles and injected into tumor-bearing mice. 
Although luciferase levels in the tumor were equivalent for both PEI and RPP 
particles, only RPP could selectively target the tumor. Two hours after plasmid 
injections, luciferase siRNA–RPP nanoparticles were injected into the same mice. 
After 24 hours, the luciferase activity had decreased by 90% demonstrating 
sequence-specifi c inhibition. To evaluate whether these nanoparticles have thera-
peutic potential, siRNAs targeting the VEGF receptor were complexed with RPP 
and injected into tumor-bearing mice every 3 days at a dose of 40 μg administered 
in the tail vein. They observed a strong inhibition of tumor growth, a reduction in 
blood vessel formation around the tumor, and a decrease in the expression of tumor 
VEGF R2 protein levels. The control siRNA had no effect, demonstrating 
specifi city.

7.4.7.10 Cationic Lipids

In addition to PEI-related molecules, various cationic lipids have been used for 
nucleic acid transport in vivo. Lipids such as the commercially available DOTAP 
have been effective in delivering siRNAs into tissues such as kidney and spleen 
[160]. Others have developed their own delivery lipids. Yano et al. designed a less-
toxic cationic liposome (LIC-101) and demonstrated its in vitro ability to deliver a 
Bcl-2-targeted siRNA into four different cell lines and inhibit Bcl-2 protein expres-
sion [161]. Furthermore, tail vein injection of LIC-101/Bcl-2 siRNA inhibited tumor 
growth in two different mouse models. Chien et al. developed a novel cationic lipo-
some based on a synthetic cationic cardiolipin analog (CCLA) [162]. They showed 
their lipid had signifi cantly less-toxic side effects than DOTAP and could suppress 
tumor growth by >70% in a severe combined immunodefi ciency (SCID) mouse 
xenograft model. Injection of a mismatched siRNA complexed with CCLA had no 
effect on tumor growth. Morrissey et al., in an attempt to improve delivery of their 
HBV-targeted siRNA, incorporated their siRNA into a specialized liposome to 
form a stable nucleic-acid–lipid particle (SNALP) [163]. In a mouse model, an 
unmodifi ed siRNA had a plasma elimination half-life of approximately 2 minutes. 
Injection of a nuclease-stabilized siRNA improved substantially the elimination 
half-life to 49 minutes. However, siRNA encapsulation in SNALP improved the 
plasma pharmacokinetics most dramatically with an elimination half-life of 6.5 
hours. They demonstrated that SNALP–siRNA could signifi cantly suppress serum 
levels of HBV in HBV-challenged mice with much lower doses and reduced dosing 
frequency than previously shown with uncomplexed siRNA [144].
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7.4.7.11 siRNAs in Clinical Trials

Although some uncertainly remains for the feasibility and effectiveness of siRNA 
therapeutics, several companies are rapidly moving ahead with siRNA molecules 
in clinical trials. In the Fall of 2004, Acuity Pharmaceuticals initiated the fi rst 
human siRNA clinical trial for treatment of wet age-related macular degeneration 
(AMD) with their lead compound Cand5, which silences VEGF. Phase I studies 
showed that intravitreal injections of an unmodifi ed siRNA, Cand5, was safe and 
well tolerated [164]. Pharmacokinetic analysis revealed that the siRNA was not 
detected in the plasma of any patient. Lack of systemic exposure due to localized 
siRNA injection likely prevented the adverse side effects of anti-VEGF therapy. 
However, given that unmodifi ed siRNAs are very unstable in plasma, it is unclear 
whether the siRNA could not escape the vitreal cavity or whether it was degraded 
so rapidly after entry into the bloodstream that it could not be detected in plasma. 
Acuity Pharmaceuticals has already initiated phase II studies with its lead siRNA 
candidate. The second siRNA to enter clinical trials was Sirna-027 from Sirna 
Therapeutics. Although both Cand5 and Sirna-027 are being investigated for treat-
ment of AMD, Sirna-027 targets the VEGF receptor as opposed to VEGF, and is 
chemically modifi ed to enhance stability. Interim phase I results were recently 
reported and demonstrated that Sirna-027 seems to be safe and well tolerated [165]. 
All patients experienced improvement or stabilization of visual acuity, and 23% of 
the patients showed a clinically signifi cant improvement in visual acuity. A third 
company (Alnylam Pharmaceuticals) has recently initiated a phase I study with its 
siRNA (ALN-RSV01), which targets respiratory syncytial virus. Using their Direct 
RNAi approach, the siRNA will be administered directly to the lungs and silence 
a key RSV gene, which hopefully will prevent spreading of the viral infection.

Other pharmaceutical companies are also seeking to initiate their own siRNA 
clinical trials. An Australian company (Benitec) in collaboration with the City of 
Hope is planning to enter their RNA-based HIV drug into clinical trials sometime 
in 2006. Unlike Cand5 and Sirna-027, which are siRNA molecules, Benitec special-
izes in RNAi plasmid and vector expression systems. Patients who have become 
resistant to HAART therapy would receive a transplant of their own stem cells 
containing an RNAi expression system targeting HIV to generate HIV resistance. 
Nucleonics, Inc. also uses RNAi expression systems for gene silencing and expects 
to fi le its fi rst IND for hepatitis B and hepatitis C in 2006. CytRx Corporation is 
rapidly advancing their preclinical siRNA studies for the treatment of obesity, type 
2 diabetes, and Lou Gehrig’s disease. Thus, many pharmaceutical companies have 
decided to develop siRNAs as therapeutic agents. However, as with ASOs, the fate 
of therapeutic siRNAs will be determined from the initial siRNA clinical trials.

7.4.8 CONCLUSIONS

7.4.8.1 Nucleic Acid-Based Therapeutics

Plasmids and viral vectors have been developed to deliver gene therapy in animal 
models and human clinical trials. These approaches aim to express a gene of inter-
est in target tissue. Many of these approaches use local delivery, and thus, PK 
analysis is limited to the short-range disposition, metabolism, and excretion of the 
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nucleic acid therapeutic. ASOs and siRNA molecules are being developed as gene 
therapeutics to reduce the expression of target genes, through double-stranded 
nucleic acid interactions with target mRNA. Development of orally bioavailable 
formulations and lipid-encapsulated antisense molecules is being pursued, but most 
preclinical studies and clinical trials employ intravenous injection to deliver these 
therapeutics.

7.4.8.2 PK (ADME) and Toxicology Differences

For ASOs, the differences in PK and toxicology properties depend largely on the 
chemistry of the backbone and the modifi cations to the sugars. Thus, the ADME 
characteristics are independent of nucleotide base sequence and, therefore, do not 
change signifi cantly according to the gene or protein being targeted. The toxicologi-
cal properties do depend to a certain extent on the nucleotide sequence, for example, 
the effects of CpG dinucleotides and G-quartets. Whether these principles will 
hold for siRNA therapeutics will likely been seen in the next few years, as the 
development of siRNA with novel chemical modifi cations progresses.

7.4.8.3 Relative Clinical Utility of the Different Approaches

The relative effectiveness of ASOs and siRNAs, in terms of target downregulation, 
have been studied in cell culture and animal experiments [29, 140, 166, 167]. 
Although it seems that siRNA may be more effective than ASOs in most experi-
mental circumstances, the development of modifi ed ASOs with improved PK pro-
perties, including stability to nucleases, uptake into target tissues, and tissue 
half-life, has progressed much further than for siRNA. Indeed, although many 
ASOs of various chemistries have progressed into phase II and III clinical trials 
and thus the PK studies are widely reported, siRNAs are just now entering human 
clinical trials and their PK properties are not yet fully described or understood. It 
seems likely that both types of antisense therapeutics will demonstrate clinical 
utility in a variety of indications in the coming years.
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7.5.1 INTRODUCTION

The human genome is estimated to consist of 30,000 genes, up to 20% of which 
are considered to be expressed in a cell at a certain time. The human genome has 
now been completely sequenced, and huge amounts of data are being presented in 
public databases [1, 2]. However, these data do not provide information about the 
function of the genes or the signifi cance of their expression in the specifi c state of 
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a disease. Thus, to fully exploit the massive DNA sequence information, smart 
technologies are necessary for rigorous analysis of gene expression. The collection 
of genes that are transcribed from genomic DNA, referred to as the “transcrip-
tome,” is a major determinant of cellular phenotype and function. The transcrip-
tion of genomic DNA to produce mRNA is the fi rst step for protein synthesis, and 
differences in the process are responsible for both morphological and phenotypic 
differences as well as indicative of cellular responses to environmental stimuli and 
perturbations. Unlike the genome, the transcriptome is highly dynamic and changes 
rapidly and dramatically in response to perturbations or during normal cellular 
events [3, 4]. Understanding the function of genes with respect to the time, location, 
and degree of expression is central to elucidating the activity and biological roles 
of its encoded protein. In addition, changes in the multigene expression patterns 
can provide clues about regulatory mechanisms and broader cellular functions and 
biochemical pathways. Thus, the knowledge gained from these types of measure-
ments through implementation of proper and effi cient technology can help deter-
mine the causes and consequences of disease, how drugs and drug candidates work 
in cells and organisms, and what gene products might have therapeutic uses or may 
be appropriate targets for therapeutic intervention.

Oligonucleotides have emerged as essential tools in pharmaceutical biotechnol-
ogy by virtue of their small size, low-cost chemical synthesis, and precise base 
pairing capability with other complementary sequences either in the transcriptome 
or in the genome, according to the Watson–Crick model. Functional genomics-
based screening, identifi cation, and validation of drug targets, development of 
target protein-specifi c new generation therapeutics, and genotyping of many poly-
morphisms to develop tailor-made drugs for individuals are all being accomplished 
by many smart technological appro-aches using synthetic oligonucleotides of vari-
able sizes and sequences.

7.5.2 OLIGONUCLEOTIDES IN FUNCTIONAL GENOMICS FOR 
DRUG TARGET DISCOVERY

The classic sciences of chemistry, pharmacology, microbiology, and biochemistry 
have shaped the course of drug discovery. Additionally, molecular biology has 
exerted a profound infl uence on drug discovery, allowing the concept of genetic 
information to be dealt with in very concrete chemical and biochemical terms. 
Although the earlier infl uence of molecular biology was restricted to cloning and 
expressing genes that encode therapeutically useful protein drugs (mostly recom-
binant proteins and monoclonal antibodies), recently the main promise of molecu-
lar biology for drug discovery lies in the potential to understand disease processes 
at the molecular genetic level and determine the optimal targets of drug interven-
tion. The next step is to design novel pharmaceutical compounds either by high-
throughput screening (HTS), a process in which batches of compounds are tested 
for binding activity or biological activity against target molecules, or simulation of 
drug–target interactions in order to design a drug to fi t a target structure 
precisely.

However, the molecular biology techniques that are most commonly used for 
drug target discovery are fully or partially based on synthetically designed oligo-



nucleotides for detection and quantitation of specifi c mRNAs as representatives of 
target proteins.

7.5.2.1 Northern Blotting

Northern analysis remains a standard method for detection and quantitation of 
mRNA levels despite the advent of powerful techniques, such as reverse transcriptase–
polymerase chain reaction (RT–PCR), real-time PCR, and microarray. It is used 
to quantitate a specifi c mRNA, determine transcript size, detect alternative splice 
variants of a gene, and identify closely related species. RNA samples are fi rst sepa-
rated by size via electrophoresis in an agarose gel under denaturing conditions, 
transferred to a membrane, cross-linked, and hybridized with a labeled probe, such 
as oligonucleotide (cDNA or RNA can also be applicable). Sensitivity can be 
improved with oligo deoxythymidine (dT) selection for enrichment of mRNAs 
because the dT oligonucleotide anchor prime [oligo(dT)] in a column hybridizes 
to the 3′-poly(A) tail of the mRNA. The radiolabeled or nonisotopically labeled 
probe has a sequence complementary to that of target mRNA facilitating effi ci-
ent hybridization between them. Nonisotopic labeling of oligonucleotides can be 
broadly classifi ed into two categories: indirect and direct. The indirect method 
involved the incorporation of a hapten into the probe molecule that is subsequently 
detected by affi nity recognition with an antibody or a binding moiety, such as 
streptavidin. The binding moiety is, in turn, coupled to a signaling enzyme, such 
as horseradish peroxidase. Direct methods, on the other hand, covalently attach 
the signaling enzymes to the probe molecules. Factors that infl uence the hybridiza-
tion effi ciency include temperature, ionic strength, destabilizing agents, mismatched 
base pairs, duplex length, viscosity, and base composition. High salt favors hybrid-
ization reactions (i.e., less specifi city and greater background), whereas decreased 
salt and/or increased detergent or temperature increases hybridization specifi city 
and reduces background.

7.5.2.2 Polymerase Chain Reaction (PCR)

The PCR is a test-tube system for DNA replication that allows a “target” DNA 
sequence to be selectively amplifi ed several million-fold in just a few hours. During 
PCR, high temperature is used to separate the DNA molecules into single strands, 
and synthetic sequences of single-stranded DNA (20–30 nucleotides) serve as 
primers to enable DNA polymerase to synthesize the complementary strand. Two 
different primer sequences are used to bracket the target region to be amplifi ed. 
One primer is complementary to one DNA strand at the beginning of the target 
region; a second primer is complementary to a sequence on the opposite DNA 
strand at the end of the target region. Thus, PCR technology consists of three steps: 
denaturation of double-stranded target DNA at 94–96°C, annealing (hybridiza-
tion) of primers to their complementary sequences on either side of the target 
sequence at 50–65°C and fi nally extending a complementary DNA strand from 
each primer with the help of a heat-stable DNA polymerase at 72°C. As amplifi ca-
tion proceeds, the DNA sequence between the primers doubles after each cycle. 
After 30 such cycles, a theoretical amplifi cation factor of one billion is attained.
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For the discovery of drug target proteins based on functional genomics, some 
advanced PCR techniques are now playing the vital roles.

Reverse Transcriptase (RT)–PCR. RT–PCR is the most sensitive technique 
currently available for mRNA detection and quantitation. Compared with the two 
other commonly used techniques (Northern blot analysis and RNase protection 
assay) for quantifying mRNA levels, RT–PCR can be used to quantify mRNA 
levels from much smaller samples. In fact, this technique is sensitive enough to 
enable quantitation of RNA from a single cell. RT–PCR is a technique in which 
an RNA strand is “reverse” transcribed into its DNA complement, followed by 
amplifi cation of the resulting DNA using PCR. Transcribing an RNA strand into 
its DNA complement is termed reverse transcription (RT), and it is accomplished 
through the use of an RNA-dependent DNA polymerase (reverse transcriptase). 
Afterward, a second strand of DNA is synthesized through the use of a deoxy-
oligonucleotide primer and a DNA-dependent DNA polymerase. The comple-
mentary DNA and its antisense counterpart are then exponentially amplifi ed via 
PCR. The original RNA template is degraded by RNase H leaving behind DNA 
only.

Real-Time PCR. Over the last several years, the development of novel chemistries 
and instrumentation platforms enabling detection of PCR products on a real-time 
basis has led to widespread adoption of real-time RT–PCR as the method of choice 
for quantitating changes in gene expression. It enables quantitation of the initial 
amount of the template most specifi cally, sensitively, and reproducibly by monitoring 
the fl uorescence emitted during the reaction as an indicator of amplicon production 
during each PCR cycle (i.e., in real time), and it is a preferable alternative to other 
forms of quantitative RT–PCR that detect the amount of fi nal amplifi ed product 
at the endpoint [5, 6]. Furthermore, real-time RT–PCR has become the preferred 
method for validating results obtained from array analyses and other techniques 
that evaluate gene expression changes on a global scale.

The real-time PCR system is based on the detection and quantitation of a 
fl uorescent reporter [7, 8]. This signal increases in direct proportion to the amount 
of PCR product in a reaction. By recording the amount of fl uorescence emission 
at each cycle, it is possible to monitor the PCR reaction during the exponential 
phase where the fi rst signifi cant increase in the amount of PCR product 
correlates to the initial amount of target template. The higher the starting copy 
number of the nucleic acid target, the sooner a signifi cant increase in fl uorescence 
is observed. A signifi cant increase in fl uorescence above the baseline value 
measured during the 3–15 cycles indicates the detection of accumulated PCR 
product.

Real-time quantitative PCR analysis can be performed with oligonucleotide-
based hydrolysis probes or hybridization probes. Hydrolysis probes include TaqMan 
probes [9], molecular beacons [10, 11], and scorpions [12]. They use the fl uorogenic 
5′ exonuclease activity of Taq polymerase to measure the amount of target sequences 
in cDNA samples (Figure 7.5-1). TaqMan probes, Molecular Beacons, and Scorpi-
ons depend on fl uorescence resonance energy transfer (FRET) to generate the 
fl uorescence signal via the coupling of a fl uorogenic dye molecule and a quencher 
moiety to the same or different oligonucleotide substrates.



Hydrolysis Probes

taqman probes. These are oligonucleotide probes longer than the primers (20–30 
bases long with a Tm value of 10°C higher) that contain a fl uorescent dye usually 
on the 5′ base and a quenching dye (usually TAMRA) typically on the 3′ base. 
When irradiated, the excited fl uorescent dye transfers energy to the nearby quench-
ing dye molecule in the FRET mechanism [13]. Thus, the close proximity of the 
reporter and quencher prevents emission of any fl uorescence while the probe is 
intact. TaqMan probes are designed to anneal to an internal region of a PCR 
product. When the polymerase replicates a template on which a TaqMan probe is 
bound, its 5′ exonuclease activity cleaves the probe [14]. This ends the activity of 
quencher (no FRET), and the reporter dye starts to emit fl uorescence, which 
increases in each cycle proportional to the rate of probe cleavage. Accumulation 
of PCR products is detected by monitoring the increase in fl uorescence of the 
reporter dye. Because the cleavage occurs only if the probe hybridizes to the target, 
the origin of the detected fl uorescence is specifi c amplifi cation.

molecular beacons. Like TaqMan probes, molecular beacons also use FRET to 
detect and quantitate the synthesized PCR product via a fl uorescent dye coupled to 
the 5′ end and a quencher attached to the 3′ end of an oligonucleotide substrate. 
Unlike TaqMan probes, molecular beacons are designed to remain intact during the 
amplifi cation reaction, and they must rebind to the target in every cycle for signal 
measurement. Molecular beacons form a stem-loop structure when free in solution. 
Thus, the close proximity of the fl uorescent and quencher dyes prevents the probe 
from fl uorescing. When a molecular beacon hybridizes to a target, the fl uorescent 
and quencher dyes are separated, FRET does not occur, and the fl uorescent dye 
emits light upon irradiation.

5' Reporter

Taq DNA
polymerase

Target DNA
Target DNA

Quenching of the fluorescence Emission of the fluorescence

Reverse
Primer

Forward
Primer

5' Reporter emitting fluorescence
3' Quencher

3' Quencher

Figure 7.5-1. A model for dual-labeled fl uorogenic probes for real-time PCR. The probe is 
labeled with two different dyes: A reporter dye is located on the 5′ end, and a quencher dye 
is located on the 3′ end. The quencher dye inhibits the natural fl uorescence emission of the 
reporter dye by FRET. During the elongation step, Taq DNA polymerase 5′–3′ exonuclease 
activity hydrolyzes the probe bound to the specifi c DNA template, releasing the reporter 
dye from the target/oligonucleotide-quencher hybrid and causing an increase of fl uores-
cence in proportion to the amount of target DNA.
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scorpions. With scorpion probes, sequence-specifi c priming and PCR product 
detection is achieved using a single oligonucleotide. The scorpion probe maintains 
a stem-loop confi guration in the unhybridized state. The fl uorophore is attached to 
the 5′ end and is quenched by a moiety coupled to the 3′ end. The 3′ portion of the 
stem also contains a sequence that is complementary to the extension product of the 
primer. This sequence is linked to the 5′ end of a specifi c primer via a nonamplifi able 
monomer. After extension of the Scorpion primer, the specifi c probe sequence can 
bind to its complement within the extended amplicon, thus opening the hairpin 
loop. This prevents the fl uorescence from being quenched and a signal is observed.

Hybridization Probes

lightcycler. A LightCycler probe (Roche Applied Science, Indianapolis, IN) is a 
pair of single-stranded fl uorescent-labeled oligonucleotides. Oligo Probe I is labeled 
at its 3′ end with a donor fl uorophore dye, and Oligo Probe 2 is labeled at its 5′ end 
with one of two available acceptor fl uorophore dyes. The free 3′ hydroxyl group of 
Probe 2 must be blocked with a phosphate group to prevent Taq DNA polymerase 
extension. To avoid any steric problems between the donor and the acceptor fl uo-
rophores on both sides, there should be a spacer of one to fi ve nucleotides to sepa-
rate the two probes from each other. During the annealing step, the PCR primers 
and the LightCycler probes hybridize to their specifi c target regions, which causes 
the donor dye to come into close proximity to the acceptor dye. When the donor 
dye is excited by light from the LightCycler instrument, energy is transferred by 
FRET from the donor to the acceptor dye, which causes the acc eptor dye to emit 
light at a longer wavelength than the light emitted by the instrument. The acceptor 
fl uorophore’s emission wavelength is detected by the LightCycler instrument’s 
optical unit. The signifi cant increase of measured fl uorescence signal is directly 
proportional to the amount of target DNA.

Differential Display (DD)–PCR. DD–PCR is a PCR-based technique that can 
detect differentially expressed genes. It provides a picture of the transcript pool of 
cells or tissues by displaying subsets of mRNAs. Subsets obtained from different 
cell types or tissues can be compared and used for isolation of the genes of interest. 
The general strategy for DD–PCR consists of the combination of (1) reverse 
transcription using a dT oligonucleotide anchor primer (oligo(dT)n) to produce 
cDNA; (2) performing PCR using the cDNA as a template with the anchor primer 
and an arbitrary primer; and (3) separation of the PCR product by electrophoresis 
and visualization. The differential display method is thus far unique in its potential 
to visualize all expressed genes in a eukaryotic cell in a systematic and sequence-
dependent manner by using multiple primer combinations.

Serial Analysis of Gene Expression (SAGE). SAGE analysis is a method derived 
to provide a readout, via sequencing, of the spectrum of genes being expressed in 
a cell or tissue in both a qualitative and a quantitative manner [15, 16]. Three 
principles underlie the SAGE methodology:

1. A short sequence tags (10–15 bp) contains suffi cient information to uniquely 
identify a transcript provided that the tag is obtained from a unique position 
within each transcript.



2. Sequence tags can be linked together to form long serial molecules that can 
be cloned and sequenced.

3. Quantifi cation of the number of times a particular tag is observed provides 
the expression level of the corresponding transcript.

A detailed description of SAGE is provided in Figure 7.5-2.
Important advantages of SAGE over DD–PCR are that SAGE data are quanti-

tative and cumulative. Accurate, quantitative transcript profi les describing the 
abundance of all genes expressed in a cell or tissue are generated by SAGE, pro-
vided suffi cient sequencing is completed. The resulting data may then be compared 
with all existing and future SAGE databases constructed in a similar manner.
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Figure 7.5-2. The steps involved in SAGE.
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7.5.2.3 High-Density Oligonucleotide Arrays

High-density arrays of oligonucleotides are the most powerful and versatile tools for 
functional genomics. They work by hybridization of labeled RNA or DNA in solu-
tion to DNA molecules attached at specifi c locations on a surface. So DNA microar-
rays may be defi ned as miniaturized, ordered arrangements of nucleic acid fragments 
derived from individual genes located at defi ned positions on a solid support, which 
enables the analysis of thousands of genes in parallel by specifi c hybridization. DNA 
microarrays provide information on how several genes are abnormally regulated in 
a disease. For example, a microarray of 100 genes that have a role in infl ammation 
was used to examine rheumatoid tissue. The analysis revealed the upregulation of 
genes encoding interleukin 6 and several matrix metalloproteinases [17]. The micro-
array technology will continue to contribute to the understanding of responses to 
drug treatments [18]. Based on the fabrication technique used, planar microarrays 
can be broadly classifi ed into microarrays prepared by in situ synthesis of oligonu-
cleotides and direct spotting of oligonucleotides on glass, membrane, or other 
derivatized surfaces by microspotting or inkjet printing methods.

Microarrays Fabrication by in-situ Synthesis. A combination of photoli-thography 
and combinatorial chemistry is used to develop very high-density DNA chips by 
Affymetrix (http://www.affymetrix.com, Santa Clara, CA). Fused silica wafers are 
hydroxylated and then silanized. The silanes contain a linker molecule and a 
protective group that can be activated by light. The silane fi lm provides uniform 
hydroxyl density to initiate the microarray fabrication process. Photolithographic 
masks are then used to illuminate specifi c locations on the silanized wafer. 
Ultraviolet (UV) exposure causes the deprotection of groups on the silane, after 
which the activated groups couple nucleotides onto the silica wafer. Additional 
capping steps prevent unattached molecules from becoming probes. The side chains 
on the nucleotides are protected to prevent branched-chain formation. These steps 
of deprotection, coupling, and capping are continued until probes of full length are 
fabricated (Figure 7.5-3).

O O O O O O O OOH
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O O OO

A

A

A A

A A A

O O O O

O OH OH OHO OO

A

O O O O O

C

A A C C C

O

A

O O O O O

A A C C C

Figure 7.5-3. Fabrication of high-density oligonucleotide array by photoactivation and 
deprotection of nucleic acids. Photomasks are used to pattern UV light at localized regions 
to selectively synthesize patterned array.



In an alternative approach developed by NimbleGen (http://www.nimblegen.
com/, Madison, WI), arrays are built using photodeposition chemistry based on a 
maskless array synthesizer (MAS). The MAS system is a high-density DNA fab-
rication instrument that uses a maskless light projector as a “virtual mask” instead 
of the physical chromium masks used by Affymetrix. The virtual mask is an array 
of hundreds of thousands of individually addressable aluminum mirrors on a com-
puter chip. These mirrors function as virtual masks that refl ect the desired pattern 
of UV light and are controlled by the computer.

In situ synthesized oligonucleotide probes generally do not exceed 25 bases 
in length because of reaction effi ciency limits. As a result, mismatches and 
spurious target-probe binding can take place due to the limited specifi city 
and binding affi nity for a 25-residue oligonucleotide. To overcome this problem, a 
series of oligonucleotides that differ by a one-base mismatch from the gene-specifi c 
probe is also included on the array and can be used to determine the amount of 
mismatch hybridization, which can then be substracted from the signal [19, 20]. 
The Affymetrix arrays contain between 40,000 and 60,000 probes (including mul-
tiple mismatch controls for each gene) and provide the highest density of probes of 
any array.

Microarrays Fabrication by Direct Spotting. Microarrays can be fabricated by 
directly spotting oligonucleotides on microscope glass slides, membranes, or other 
surfaces. Various types of spotters and derivatized substrate surfaces have been 
developed to fabricate microarrays [21–23]. The surface groups on the derivatized 
surface determine how the oligonucleotides will be immobilized on the surface. 
DNA molecules contain phosphate groups, which are commonly used for im-
mobilization on positively charged surfaces. Amine surfaces carry a positive 
charge at neutral pH. Therefore, negatively charged DNA molecules form ionic 
bonds with the positively charged amine-derivatized surface. Often, UV or thermal 
treatment is used to covalently link the DNA molecules to amine-derivatized slides 
that are most suitable for immobilizing long oligonucleotides. Sometimes, to 
improve the binding effi ciency, a longer chain spacer is attached to the aminated 
surface to provide suffi cient separation between the amino groups and substrate 
surface. Poly-1-lysine-coated slides containing a dense layer of amino groups are 
similarly used to attach DNA molecules via ionic interactions. Additionally, amino-
modifi ed can be covalently immobilized on aldehyde- and epoxy-derivatized glass 
slides.

Microarray is now an essential tool in functional genomics for drug target 
discovery. However, in addition to the obvious use of functional genomics in 
basic research and target discovery, there are many other specifi c uses, including 
biomarker determination to fi nd genes that correlate with and presage disease 
progression; pharmacology to determine differences in gene expression in tis-
sues exposed to various doses of compounds; toxico-genomics to fi nd gene ex-
pression patterns in a model tissue or organism exposed to a compound and their 
use as early predictors of adverse events in humans; target selectivity to defi ne a 
compound by the gene expression patterns; prognostic tests to fi nd a set of genes 
that accurately distinguishes one disease from another; and disease subclass 
determination to fi nd multiple subcategories of tumors in a single clinical diagnosis 
[24].
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7.5.3 OLIGONUCLEOTIDES IN DRUG TARGET VALIDATION AND 
POTENTIAL THERAPEUTICS

Because their sequence is complementary to that of mRNA, antisense oligonucle-
otides (ON) form a very powerful weapon for studying gene function (functional 
genomics) and for discovering new and more specifi c treatments of human diseases 
(antisense therapeutics). The binding or hybridization of antisense nucleic acid 
sequences to a specifi c mRNA target will interrupt normal cellular processing of 
the genetic message of a gene through at least three mechanisms: (1) the oligonucle-
otide: RNA duplex may form substrate for endogenous RNase H, leading to mRNA 
cleavage; (2) the duplex may prevent the productive assembly of the ribosomal 
complex preventing translation; and (3) the duplex may arrest a ribosomal complex 
already engaged in translation leading to a truncated protein [25]. However, the 
successful therapeutic application of antisense ONs has been delayed because of 
delivery problems. Natural ONs are not membrane-permeable, and even after 
delivery into cells with the help of amphipathic cations or liposomes, antisense ONs 
can still be hydrolyzed by cellular nucleases before reaching their intended target 
mRNAs. To improve their bioavailability, various types of chemically modifi ed 
antisense ONs have been produced [26–29]. However, chemical modifi cation has 
also led to undesirable complications such as decreased sequence-specifi city and 
general toxicity. On the other hand, the discovery of RNA interference (RNAi) 
started a new era in antisense technology [30–32]. Double-stranded short interfer-
ing RNAs (siRNA) could silence their target mRNA almost 100 times more effec-
tively than single-stranded ONs [33]. However, delivery of siRNA is still a problem 
as successful administration often requires the use of plasmids or viral vectors, 
leading to the risk of random integration into chromosomal DNA, which is a 
serious threat to therapeutic safety [34].

7.5.3.1 Diversity in Antisense Technology

Many types of chemically modifi ed antisense ONs have been manufactured with 
the changes in the overall electronic charge as well as the incorporation of non-
phosphate oligonucleotide backbones. They are commonly grouped into three 
“generations” based on the type of modifi cations (Figure 7.5-4).

First-Generation Antisense ONs. These ONs were manufactured through the 
substitution of one nonbridging oxygen atom in the phosphate group of ONs with 
either a sulphur or a methyl group. Those DNA analoges with a sulfur group are 
known as phosphorothioate ONs, which is the most widely used antisense ON to 
date. The main advantages of phosphorothioate ONs are resistance against nucleases, 
ability to recruit RNase H to cleave target mRNA, ease of synthesis, and attractive 
pharmacokinetic properties. The fi rst U.S. Food and Drug Administration (FDA)-
approved antisense drug, Vitravene from Isis (Carlsbad, CA), which treats a 
condition called cytomegalovirus (CMV) retinitis in people with AIDS, and the 
majority of antisense compounds in clinical trials to date are based on this chemical 
design.

Second Generation Antisense ONs. These contain nucleotides with alkyl 
modifi cation at the 2′ position of the ribose. 2′-O-methyl and 2′-O-methoxyethyl 



RNAs are the most important representatives. The signifi cant improvements are a 
reduction in general toxicity, increased hybrid stability, and increased nuclease 
resistance. However, the only disadvantage is that 2′-O-methyl RNA cannot induce 
the RNase H cleavage of the target mRNA. To induce RNase H cleavage, mixed 
backbone ONs (MBOs) were developed by surrounding a phosphorothioate-
modifi ed deoxyribose core that retains RNase H activity with nuclease-resistant 
arms, such as 2′-O-methyl ribonucleosides [35, 36]. The antisense activity, 
pharmacokinetics, in vivo degradation, and safety profi le of an MBO can be 
modulated by combining appropriate oligonucleotide segments and backbone 
modifi cations at defi ned sites. GEM231, which targets the RI(alpha) subunit of 
protein kinase A (PKA), is built on an MBO platform and is being developed by 
Hybridon (Cambridge, MA) as a cancer therapeutic [37]. It is an 18-mer 
oligonucleotide with four 2′-O-methyl ribonucleosides at both the 3′- and the 
5′-ends surrounding the remaining deoxynucleosides, all with phosphorothioate 
internucleotide linkages.
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Third-Generation Antisense ONs. These are DNA and RNA analoges with 
modifi ed phosphate linkages or ribose as well as nucleotides with a completely 
different chemical moiety replacing furanose ring. Peptide nucleic acids (PNAs), 
morpholino phosphoroamidates (MFs), and locked nucleic acids (LNAs) are three 
interesting RNA/DNA analoges in this class. These compounds are essentially 
nuclease resistant while maintaining good hybridization affi nity with their 
complementary mRNA.

PNA and MF possess the structures where the phosphodiester linkages are 
completely replaced, respectively, with a polyamide (peptide) and phosphoroami-
date backbone (Figure 7.5-4) [38, 39]. They both form tight bonds with their RNA 
targets and probably exert their effects by blocking translation, as neither molecule 
effectively activates RNase H. Noncharged backbones prevent PNA and MF from 
binding to proteins that normally recognize polyanions in a nonspecifi c manner. 
However, due to the electrostatically neutral property, solubility and cellular uptake 
are serious problems for both PNA and MF. The ability of PNA to recognize duplex 
DNA makes PNA more promising candidates for modulating gene expression or 
inducing mutations by strand invasion of chromosomal duplex DNA [40] because 
the PNA : DNA duplex is more stable than a DNA : DNA duplex [41]. Effective 
gene knockdown has also been shown by antisense MF, and one such MF targets 
the c-myc oncogene [42] and is being developed by AVI BioPharma (Portland, 
OR).

LNAs [also known as bridged nucleic acids (BNAs)] are another type of novel 
high-affi nity molecules that provide major improvements in several key properties. 
They contain a methylene bridge connecting the 2′-oxygen of the ribose with the 
4′-carbon (Figure 7.5-4), leading to improved binding to complementary DNA and 
RNA sequences [43]. Although the 2′–4′ linkage reduces or eliminates activation 
of mRNA cleavage by RNase H, it is straightforward to synthesize chimeric 
“gapmers,” in which a central DNA portion is fl anked by LNA to enhance the 
stability of binding and enable recruitment of RNase H. LNAs have been success-
fully used to suppress the expression of an RNA polymerase, resulting in the inhi-
bition of tumor growth in a xenograft model [44].

siRNAs and Traditional Antisense Technology. siRNA are the effector molecules 
of the RNAi pathway in which endogenously produced double-stranded RNA is 
cleaved by the Dicer enzyme within the cells into 21- to 28-nucleotide siRNA for 
targeted degradation of complementary mRNA through the formation of RNA-
induced silencing complexes (RISCs). siRNA can be synthetically produced or 
expressed from vectors transcribing short double-stranded hairpin-like RNAs that 
are processed into siRNAs inside the cell. Unlike ONs, siRNA cannot effectively 
target pre-mRNA for degradation in mammalian cells [45]. However, siRNA is 
now a reliable gene-silencing tool in functional genomics for the validation of 
potential drug targets identifi ed by the techniques described above. The low 
concentration of siRNA required to elicit effective gene silencing and the fact that 
siRNAs are specifi cally and rapidly incorporated into RISC diminish the potential 
for the nonspecifi c binding with proteins as happened in phosphorothioate-modifi ed 
ONs, which makes them toxic at a high concentration. However, it is important to 
identify effective siRNAs so that the lowest possible concentration of siRNA can 
be allowed for gene silencing [46–48]. If siRNAs are to be used for therapeutic 



purposes, methods must be developed that protect the possible side effects of 
siRNAs by either modifi cation of the siRNA backbone [49–51] or avoidance of 
immunostimulatory sequence motifs [51, 52].

7.5.4 OLIGONUCLEOTIDES IN GENOTYPING POLYMORPHISMS

Single nucleotide polymorphisms (SNPs), the most frequent DNA sequence varia-
tions found in the human genome (about 1 per 350-bp frequency), are being uncov-
ered and assembled into large SNP databases that promise to enable the dissection 
of the genetic essence of disease and drug response [53–57]. The identifi cation of 
a complex set of genes that cause a disease will require both linkage and associa-
tion analyses of thousands of polymorphisms across the human genome in thou-
sands of individuals. In addition, certain genetic polymorphisms cause signifi cantly 
different responses among individuals on exposure to a particular drug [58]. Under-
standing the role of genetic polymorphisms in drug responses will help to increase 
drug effi cacy and decrease adverse effects by tailoring medications to patients’ 
genetic makeup. Advances in the fi eld, which is known as “pharmacogenetics,” 
have important clinical implications and practical value for the design of dosing 
regimens. There are two broad areas in pharmacogenetics, specifi cally pharmaco-
kinetics (PK) describing drug adsorption, distribution, metabolism and elimina-
tion, and pharmacodynamics (PD) elucidating the pharmacological effects of a 
drug on the body (either desired or undesired) and differences in either PK or PD 
can lead to variable drug effi cacy or toxicity risk [59]. The Human Genome Project 
has provided a windfall of sequence polymorphism data, and because of the col-
laborative SNP discovery initiatives such as the SNP Consortium (TSC), millions 
of human SNPs have been catalogued, many of which are publicly available in the 
TSC and NCBI dbSNP repo sitories (http://snp.cshl.org; http://www.ncbi.nlm.nih.
gov/SNP/). The high-density SNP map will allow researchers to expand their capa-
bilities for identifi cation of critical diseases and drug-response genes. Genotyping 
SNPs in large-scale pharmacogenetic studies is an integrated part of the drug dis-
covery and development process. Advanced technologies to identify genetic poly-
morphisms rapidly, accurately, and economically are becoming a priority in the 
implementation of pharmacogenetics to drug development, clinical trials, and clini-
cal monitoring for drug effi cacy and toxicity [60]. SNP genotyping is now per-
formed by several advanced technologies, most of which are based on synthetic 
oligonucleotide primers or probes.

7.5.4.1 Gel-based Genotyping for Detecting Known Polymorphisms

PCR–Restriction Fragment Length Polymorphism (RFLP) Analysis. Commonly 
used methods include gel-electrophoresis-based techniques such as PCR coupled 
with RFLP analysis. Specifi c regions of DNA sequences can be PCR amplifi ed by 
using specifi c primers. The PCR products are then digested with appropriate 
restriction enzymes and visualized by staining the gel after electrophoresis. If the 
genetic polymorphism produces a gain or loss of the restriction site, a different 
restriction digestion pattern will be obtained [60]. A major limitation is the 
requirement that the polymorphisms alter a restriction enzyme cutting site [61].
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Oligonucleotide Ligation Assay (OLA) Genotyping. OLA relies on hybridization 
with specifi c oligonucleotide probes that can effectively dis-criminate between the 
wild-type and variant sequences. Three oligonucleotide probes are used in OLA: 
two allele-specifi c probes (one specifi c for the wild-type allele and the other specifi c 
for the mutant allele) and a fl uorescent common probe. The 3′ ends of the allele-
specifi c probes are immediately adjacent to the 5′ end of the common probe. The 
gene fragment containing the polymorphic site is amplifi ed by PCR and incubated 
with the probes. In the presence of thermally stable DNA ligase, ligation of the 
fl uorescent-labeled probe to the allele-specifi c probe(s) occurs only when there is 
a perfect match between the variant or the wild-type probe and the PCR product 
template. These ligation products are then separated by electrophoresis, thus 
enabling the identifi cation of the wild-type genotypes, the variants, the heterozygotes, 
and the variants (Figure 7.5-1). By varying the combinations of color dyes and 
probe lengths, multiple mutations can be detected in a single reaction [62].

7.5.4.2 Non-Gel-Based High-Throughput Genotyping Technologies

TaqMan Genotyping. The assay is based on TaqMan real-time PCR technology 
as described above. However, SNP genotyping requires two TaqMan probes that 
differ at the polymorphic site, with one probe comple-mentary to the wild-type 
allele and the other to the variant allele. A 5′ reporter dye and a 3′ quencher dye 
are covalently linked to both wild-type and variant allele probes. During the PCR 
annealing step, the TaqMan probes hybridize to the targeted polymorphic site. 
During the PCR extension phase, only the perfectly hybridized probe will be 
cleaved by the 5′ nuclease activity of the Taq polymerase, leading to an increase in 
the characteristic fl uorescence of the reporter dye. A mismatched probe will not 
be recognized by the Taq polymerase, resulting in the quenching of fl uorescence 
due to the physical proximity of the reporter and quencher dyes.

Molecular Beacons. As described, the ends of molecular beacons are complementary 
to each other, forming a stem structure, whereas the intervening loop is com-
plementary to a sequence within the PCR amplifi ed product. When hybridized 
to the right target sequence, the two fl uorescent dyes (donor and acceptor) at 
opposite ends of the probes are separated and the fl uorescence is increased 
dramatically [63]. Mismatched probetarget hybrids dissociate at a substantially 
lower temperature than exactly complementary hybrids. This thermal instability of 
mismatched hybrids increases the specifi city of molecular beacons. For SNP 
genotyping, two molecular beacons with exact sequence matches to the wild-type 
and variant alleles are used in the same PCR reaction. These two molecular 
beacons are labeled with different fl uorophores that emit fl uorescent light at distinct 
optical wavelengths. The use of two differentially labeled molecular beacons in the 
same PCR reaction allows simultaneous determination of three possible allelic 
combinations.

Invader Assay. The Invader assay developed by Third Wave Technologies, Inc. 
(Madison, WI) is an attractive FRET-based technique to genotype SNPs without 
PCR amplifi cation (Figure 7.5-5). Two oligonucleotides, a wild-type or variant 
signal probe plus an upstream Invader probe, are used in each reaction. These 



probes hybridize in tandem to a specifi c region of genomic DNA. When the 3′ end 
of an upstream oligonucleotide (Invader probe) overlaps the hybridization site of 
the 5′ end of a downstream oligonucleotide (signal probe) by at least one base pair, 
the structure will be recognized and cleaved by Cleavase [64, 65]. A single-
nucleotide mismatch immediately upstream of the cleavage site renders the 
conformation unrecognized by Cleavage. Each cleavage product then serves as an 
invader oligonucleotide in a secondary reaction where it directs the cleavage of a 
combined labeled FRET probe-template construct. The secondary oligonucleotide 
probe is 5′ end-labeled with the donor fl urophore, which is quenched by an internal 
acceptor dye. When the DNA is cleaved, the donor and acceptor dyes are no longer 
in close proximity, the quenching is abolished and fl uorescence is generated. The 
whole process repeats multiple times, producing linear amplifi cation of the 
fl uorescent signal. Assays are read with a fl uorescence plate reader and genotypes 
are assigned after determination of the net wild-type/variant signal ratio for each 
sample [64, 66].

FRET-based PCR–OLA. The three dye-labeled ligation probes for each SNP are 
designed to have low melting temperatures. A 5′ donor dye-labeled common probe 
terminates one base immediately upstream from the polymorphic site. Two allele-
specifi c 5′-phosphorylated, 3′-acceptor dye-labeled probes have polymorphic 
nucleotides at the 5′ end. A thermostable DNA polymerase with no 5′ nuclease 
activity and a thermostable DNA ligase are used. The fi rst stage of PCR reaction 
is kept at high temperature, and the ligation probes cannot to anneal. After suffi cient 
PCR products are generated, the second stage of the reaction, with a low annealing 
temperature, allows ligation to occur. By analyzing the fl uorescence signals of all 
dyes, individual genotypes can be determined directly after one reaction using 
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real-time PCR or by endpoint signal analysis using a fl uorescent plate reader 
[67].

Rolling Circle Amplifi cation (RCA). Like the Invader assay, RCA is also sensitive 
enough to work directly from genomic DNA [68, 69]. For each SNP, two linear, 
allele-specifi c probes are designed that circularize when they anneal to the target 
sequence. Each probe consists of a single oligonucleotide, 80–90 bases in length. 
The 5′-end of the probe is phosphorylated and bears a sequence of 20 nucleotides 
that will hybridize to the region immediately 5′ of the SNP. The 3′-end of the probe 
contains 10–20 nucleotides complementary to the region immediately 3′ of the SNP. 
Both allele-specifi c probes are identical with the exception of the 3′-base, which is 
varied to complement the polymorphic site. Sandwiched between the allele-specifi c 
probe arms is a generic backbone sequence of 40–50 nucleotides that provides 
binding sites for two RCA amplifi cation primers to be used in the second stage of 
the assay.

The fi rst stage of the assay is the allele discrimination step. Target genomic DNA 
is denatured to make it single stranded and then hybridized with a pair of single-
allele-specifi c, open-circle oligonucleotide probes resulting in circularization of the 
probe. Allele discrimination is performed by a thermophilic DNA ligase. Ligation 
of the probe will preferentially occur when the 3′-base exactly complements the 
target DNA. If there is a mismatch between the 3′-allele-specifi c base and the 
target, the ligation product will be produced at a much-reduced rate. In a homozy-
gous sample, the ligation of one allele-specifi c probe predominates over the other, 
and in a heterozygous sample, both probes are ligated with equal effi ciency.

Subsequent detection of the circularized oligonucleotide probes is by RCA, 
using the two non-cross-reacting primers. The fi rst primer is complementary to 20 
bases of the circularized oligonucleotide probe in the backbone region and is 
extended by an exonuclease-defi cient DNA polymerase. The extending probe even-
tually displaces itself at its 5′-end once one revolution of the circularized probe is 
completed. Continued polymerization and displacement result in the generation of 
a single-stranded product of complementary concatamers. The second primer is 
the same sense as the probe. It binds to each tandem repeat of the fi rst strand 
product at sites corresponding to a second region of the backbone, where it primes 
DNA synthesis at each site. As these multiple binding events elongate, strand dis-
placing activity of the DNA polymerase causes these nascent strands to be dis-
placed and a multitude of new recognition sites for the fi rst primer are exposed in 
a process known as branching. Eventually, strand displacement results in the release 
of double-stranded DNA fragments from the parent molecule, thus generating up 
to 109 copies of each circular oligonucleotide probe under isothermal conditions. 
A FRET-based RCA assay called SNIPER has been developed by Amersham 
Pharmacia Biotech. [70], in which the second amplifi cation primer is an Amplifl uor 
labeled oliogonucleotide with a 5′-hairpin loop containing FRET dyes. As the 
complementary strands to the hairpin primers are synthesized, the polymerase 
reads through the stem of the hairpin loop and opens out the 5′-end. In this linear-
ized conformation, the fl uorophore is no longer quenched and fl uorescence can be 
detected. Probes that fail to hybridize do not give fl uorescence signal in solution, 
eliminating the need for purifi cation or separation steps, which makes automation 
of the RCA assay easier.



DNA Microarray Genotyping. A high-density oligonucleotide microarray offers 
simultaneous analysis of many polymorphisms. The DNA sample of interest is PCR 
amplifi ed to incorporate fl uorescently labeled nucleotides and then hybridized to 
hundreds of thousands of oligonucleotides attached to a solid silicon surface in an 
ordered array. Each oligonucleotide in the high-density array acts as an allele-
specifi c probe. Perfectly matched sequences hybridize more effi ciently to their 
corresponding oligomers on the array and, therefore, give stronger fl uorescent 
signals over mismatched probe-target combinations [71, 72]. The hybridization 
signals are quantifi ed by high-resolution fl uorescent scanning and analyzed by 
computer software.

Sequencing by hybridization can be an effi cient method to monitor many SNPs. 
It is possible to array a set of short oligonucleotides covering the entire DNA frag-
ment on a DNA chip. Because the precise sequence of the oligonucleotide at each 
location on the chip is known, the pattern of hybridization can be determined using 
fl uorescently labeled DNA probes. The advantage of this method is that a large 
DNA fragment or a large collection of small PCR products can be scanned in one 
hybridization. More than 100 such arrays have been used for high-throughput 
screening of SNPs covering 2.3 Mb of genomic DNA [73] and thousands of SNPs 
have been screened rapidly by use of chip-based resequencing [74].

As mentioned, almost all currently available SNP genotyping starts with a locus-
specifi c amplifi cation step, followed by an allele discrimination step [59, 73, 75]. At 
capacities of 1000 SNPs or less, locus-specifi c amplifi cation is economically feasible 
in terms of oligonucleotide synthesis and other reagent costs. At capacities of 
10,000 SNPs and greater, the costs of designing, synthesizing, and managing such 
an enormous number of oligonucleotides become prohibitive. Additionally, large 
amounts of starting sample DNA are required to genotype tens of thousands of 
SNPs in a locus-specifi c manner. Thus, considering the high complexity of human 
genome, the most common strategy is now to reduce the complexity by amplifying 
portions of the genomic DNA by PCR. This can be done in a random or semi-
random fashion, for example, by using restriction enzyme-based adapter ligation 
PCR [76]. This representational approach, which is used to detect changes in 
genomic copy number, has also been applied to genotyping of 104–105 or more SNPs 
from a single sample preparation [77, 78]. Genomic complexity reduction assay 
involves fi ve primary steps, starting with restriction digestion, ligation of adaptor, 
amplifi cation, fragmentation, and labeling, before hybridization to the oligonucle-
otde array [78]. Highly multiplexed PCR-based approaches have recently been 
developed to genotype specifi c loci of interest, enabling targeted genotyping of 
103–104 or more SNPs from a single sample [79]. These targeted genotyping 
approaches include a pre-PCR enzymatic SNP scoring step, the addition of univer-
sal priming sites by ligation, and subsequent universal primer PCR. Today, almost 
all high-throughput genotyping is done using one of these methods [80].

7.5.5 CONCLUSION

The automated oligonucleotide synthesizers now enable large-quantity, low-cost 
synthesis of precisely designed different sequences of oligonucleotide based in a 
parallel fashion. On the other hand, depending on the specifi city of sequences for 
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precise base pairing to each other, oligonucleotides have the enormous potential 
to facilitate manufacturing of innovative numerous molecular machinery with the 
help of molecular biology enzymes, for being used as genomics tools as well as 
therapeutic tools. It should be emphasized that the new high-throughput approaches, 
such as microarrays, do not replace the conventional standard methods. The stan-
dard methods, such as northern blots or RT–PCR, are simply used in a more tar-
geted fashion to complement the broader measurements and to follow up on the 
genes, pathways, and mechanisms implicated by array results.
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7.6.1 INTRODUCTION

Advances in medical technology have depended on cellular and molecular research 
to gain an in-depth understanding of the basic mechanisms of homeostasis. Medical 
investigators have used their knowledge of cellular processes to search for small 
chemical compounds that can alter specifi c biochemical reactions in cells and 
tissues. Many of these compounds function in a general fashion through an altera-
tion in biochemical pathways or via stimulation of the immune system. Drugs that 
can modulate gene expression in a targeted fashion, however, offer the potential of 
a much higher level of specifi city and control over cellular processes. The newest 
laboratory method for modulating gene expression, RNA interference (RNAi), has 
gained rapid interest throughout the world of molecular research, in general, and 
is being actively pursued as the next “gene-targeted medicine.”

RNAi is a process in which double-stranded RNA (dsRNA) directs the specifi c 
degradation of a corresponding target mRNA. The mediators of this process are 
small dsRNAs, of 21 bp in length, called short interfering RNAs (siRNAs). The 
phenomenon of RNAi was fi rst reported in 1998, by Fire et al. [1], who observed 
that dsRNA could inhibit gene expression in Caenorhabditis elegans. Although the 
underlying mechanism of this effect was poorly understood at the time, the general-
ity of the phenomenon and its utility in the laboratory as a method of posttran-
scriptional gene silencing were quickly confi rmed by the work of several groups 
[2–8]. The process whereby dsRNA is cleaved into siRNAs was initially described 
in plants [9] and then in Drosophila [10, 11]. The cellular protein factors associated 
with this conversion in the cell were identifi ed soon afterward ([12] and recently 
reviewed in Refs. 13 and 14).

The rapid growth and popularity of RNAi as a research topic of interest and as 
a useful tool in the laboratory is evidenced by the tremendous yearly increase in 
publications on the subject since its initial description less than a decade ago. A 
current search of the scientifi c literature, using the terms “RNAi” and “siRNA” as 
keywords, reveals that over 10,000 articles have been published on the subject 
within the last 5 years, since the beginning of this century (Figure 7.6-1). This type 
of response to a technical discovery is wholly unprecedented and could only perhaps 
be reasonably compared with the “explosion” of signifi cant and widespread 
advances that the invention of the polymerase chain reaction (PCR) [15–17] con-
tributed to biological research and current biotechnology toward the end of the last 
century.



Our aim in this chapter is not to give an extensive review of the rapidly expand-
ing literature in this fi eld but, rather, to describe the main ideas, approaches, and 
technological directions that may guide the medical research-er interested in using 
RNAi methodologies to identify and/or develop new drug candidates. We have 
included several examples and discussions of the concepts involved to provide a 
clear picture of the potential advantages and limitations of specifi c RNAi-based 
gene-targeted medicine.

7.6.2 BASIC PRINCIPLES AND MOLECULAR MECHANISMS 
OF RNAI

For many years scientists involved in biomedical research have searched for simple 
methods for targeting the regulation of a gene’s activity. These methods would be 
used for characterizing gene functions as well as for developing targeted medicines 
to treat and correct a variety of diseases and disorders. In 1990, when Napoli et al. 
reported on the specifi c repression of the chalcone synthase (CS) gene in petunia 
fl owers by introduction of a chimeric CS gene and demonstrated that it was the 
result of a reduction in the level of CS mRNA [18], it would have been almost 
impossible to suggest that in just a few years time there would be a revolution in 
our ability to specifi cally regulate the expression of virtually any gene in any cell 
and in many organisms.

Work starting from that of Andrew Fire et al. [1] describing the phenomenon of 
RNAi in C. elegans in 1998, up until now, has shown that RNAi is a conserved and 
universal mechanism of defense [19] (against viruses and mobile genetic elements, 
retrotransposons) and gene regulation that is widely spread among different bio-
logical kingdoms [20]. For the effi cient silencing of any target gene, a corresponding 
homologous dsRNA can be delivered into the cells and tissues of organisms by 
several different methods: direct injection, feeding, soaking, electroporation, trans-
fection, and so on. RNAi occurs by two parallel and, in many respects, similar 
pathways involving many common cellular proteins: the so-called short interfering 
RNA (siRNA) and microRNA (miRNA) pathways (Figures 7.6-2 and 7.6-3). Both 
pathways lead to the specifi c silencing of genes, either through degradation or a 
translational block of the corresponding mRNA.
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The fi rst step in the siRNA pathway is degradation of the long dsRNA into short 
double-stranded fragments, later termed siRNAs (Figure 7.6-2). siRNAs, which 
have two overhanging 3′-nucleotides and 5′-phosphate groups [9–11, 21], are con-
verted from longer dsRNAs by a cellular enzyme with RNase III activity called 
dicer ([22] and reviewed in Ref. 23). At the next step, siRNAs bind to the cellular 
complex called the RNA-induced silencing complex (RISC) [22, 24], of which the 



main component is a protein called argonaute [19, 24]. Only one strand of the 
siRNA molecule specifi cally interacts with, and hence “enters,” RISC [25, 26] and 
determines the specifi city of target RNA cleavage.

With the success of RNAi-dependent targeted inhibition of gene expression in 
different lower organisms, immediate efforts were made to apply this technology 
in mammalian cells and organisms by the intracellular delivery of long dsRNAs 
cognate to the gene assigned to downregulation. However, in mammalian cells, 
there is a well-known nonspecifi c antiviral defense mechanism based on activation 
of the interferon (IFN) pathway in response to intracellular invasion by viral 
dsRNA [27]. In this pathway, several IFN-induced genes (including the RNA-
dependent protein kinase (PKR), the 2′,5′-oligoadenylate synthetase (OAS) and 
RNase L, and the Mx protein GTPase) orchestrate a complex cascade of events 
leading to the degradation of the foreign dsRNA, a general arrest of the transla-
tional machinery of the host cell, and other downstream effects important for host 
cell defenses over viral infections. Moreover, PKR can be differentially modulated 
by different species of dsRNA. This effect may depend on the sequence and sec-
ondary structure of a dsRNA, and PKR can be stimulated with as few as 11 bp of 
dsRNA [28]. In any case, this complex mixture of different nonspecifi c responses 
can completely abolish the sequence-specifi c gene-targeted effects of dsRNAs.

Nonetheless, an understanding of the molecular mechanisms of RNAi proceed-
ing through the endogenous generation of siRNAs [10, 21] allowed Elbashir et al. 
[29] to design a smart way to avoid most of these nonspecifi c IFN-related effects. 
They designed and delivered into the cells gene-specifi c dsRNA as short dsRNAs 
(siRNAs, 21–22 bp), as they occur in their mature form during the natural RNAi 
mechanism. Using this modifi cation, most of the IFN response, which is induced 
by longer dsRNAs (>30 bp), is avoided. Their experiments demonstrated the use 
of siRNA compounds as effi cient and specifi c downregulators of gene expression. 
This breakthrough began a new era for the use of RNAi technology in biomedical 
research for pathway profi ling, drug candidate identifi cation, and targeted therapy 
using mammalian cells and organisms. Nevertheless, some types of nonspecifi c 
effects still present a concern for the use of RNAi technology for therapeutic appli-
cations, as will be discussed later on in this chapter.

A detailed understanding of the molecular mechanism underlying RISC activity 
has led to improvements in the design of siRNA compounds. The current principles 
for siRNA design are (1) the strand with the more loosely base-paired 5′ end in the 
siRNA duplex enters RISC, (2) the 5′ end of this strand has to be phosphorylated, 
and (3) the siRNA duplex needs to have 3′ overhanging ends of 2-nucleotides in 
length. Despite this knowledge, only about 20% of siRNAs designed are active in 
RNAi, and hence, all require experimental validation of their activity. Further-
more, the effi ciency of repression of the target gene by siRNA may not be absolute, 
as the degree of inhibition observed depends on several factors. These factors 
include the chemical stability and specifi c activity of the siRNA compound; the 
“effective” concentration delivered to the cells, which depends on the number and 
duration of treatments; the physiological state of the target cell; the level of target 
mRNA; and, especially, the level and turnover rate of the target protein in the cell 
or tissue. A number of these factors will be discussed in detail below.

With intense research efforts in the fi eld of RNAi, it became clear that another 
cellular pathway of gene regulation, discovered earlier in C. elegans and based on 
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the transcription of small untranslated RNAs [30, 31], is closely related to siRNA-
dependent gene regulation [32]. This second branch of RNAi, which has also 
remained extremely conserved during evolution, was termed the microRNA, or 
miRNA, pathway (Figure 7.6-3). MicroRNAs have been identifi ed across many 
different biological kingdoms (from plants to nematodes to humans), and they 
function to regulate the expression of different genes. Both pathways, siRNA and 
miRNA, share common elements of their core machinery [33], such as dicer and 
RISC; however, there are some obvious differences and specialized components. 
The miRNA process begins in the nucleus, where long (up to several thousand bp 
[34]) capped pri-miRNA molecules are transcribed by RNA-polymerase II from 
corresponding miRNA genes. These complex RNA molecules are processed into 
hairpin-like pre-miRNA molecules (about 65–70 bp) by a multiprotein complex, 
called microprocessor, containing at least an RNaseIII enzyme Drosha and its 
partner Pasha [35]. Pre-miRNA molecules are then transported to the cytoplasm 
where they are converted to miRNAs by dicer (Figure 7.6-3) [23, 32]. The main 
difference between the two pathways is that miRNA molecules are not 100% 
homologous with the target mRNA and may contain up to several mismatches. In 
addition, miRNA-dependent inhibition of expression, which most likely takes place 
in specialized subcellular compartments called P-bodies [36], occurs through the 
interaction of RISC-bound miRNAs with the 3′-untranslated region of the target 
mRNA and results in an arrest of translation rather than degradation of the 
message, as in the siRNA pathway.

Currently, it is not clearly understood what targets a short dsRNA down the 
miRNA pathway. It is possible that the presence of some nonhomologous regions 
between an siRNA molecule and some unintended target RNA may direct this 
complex into the miRNA pathway and produce some off-target effects. In any case, 
a more detailed understanding of the miRNA pathway will clearly provide addi-
tional insights for the further development of powerful RNAi-based tools for gene 
regulation and therapy, and for the evasion of nonspecifi c and off-target effects.

Since its discovery less than a decade ago, the RNAi fi eld has progressed at an 
incredible pace, permitting manipulations of gene expression that were previously 
impossible. As a result, this technology immediately acquired an important role in 
pharmaceutical science for the screening, identifi cation, and validation of drug 
targets, a process that, before the discovery of RNAi, usually expended several 
years of intense effort. Moreover, the specifi c features of RNAi technology, such 
as high target specifi city, effi ciency, and to some extent, the ease of compound 
design, have implicated this technology as a potential instrument for therapeutic 
use. In the following sections we discuss a variety of biological and technical 
aspects of applying RNAi technologies to the discovery and development of cus-
tomized, state-of-the-art, gene-targeted medicines of the future.

7.6.3 RNAI AS A TOOL FOR IDENTIFYING AND VALIDATING 
DRUG TARGETS

The traditional drug discovery process implemented by many pharmaceutical com-
panies includes drug target identifi cation, characterization of the target, high-
throughput screening (HTS) of small-molecule libraries, and medicinal chemistry 



optimization. The bottleneck of this scheme has traditionally been the identifi ca-
tion of targets due to the absence of appropriate high-throughput screening 
approaches. The recent discovery and development of RNAi technology, however, 
has provided a new approach that will accelerate the rate and effi ciency of the initial 
and overall screening process.

With the emergence of siRNA technology, its fi rst useful application was obvious: 
to switch off (or downregulate) a certain gene of interest to determine what 
phenotypic changes might occur within the cell (or organism). These phenotypic 
changes can be monitored at different levels by measuring (1) the relative expres-
sion of selected genes of interest or the global changes in expression of all (or most) 
genes within the cell (organism), and (2) the inhibition or stimulation of other 
physiological parameters of the cell or organism, such as its growth rate, shape, 
biochemical markers, and specifi c functions. If downregulation/switching off a 
particular gene leads to the desirable phenotypic effect, this gene or gene product 
is then selected as a target for the development of a drug, which will have a similar 
effect on the inhibition of activity of the corresponding protein. By screening multi-
ple genes (one by one, or in combinations) for downregulation of their expression 
and estimating the presence and magnitude of the desirable phenotypic outcome, 
novel genes can be identifi ed as targets for the future development of therapeutic 
compounds. In this respect, systematic genome-wide screens using RNAi technol-
ogy and libraries of siRNA compounds seem to offer the most powerful approach 
for the identifi cation of multiple drug target genes [37].

At the same time, RNAi technology may also make it possible to identify any 
undesirable effects due to the downregulation of certain genes of interest, which 
could have detrimental effects upon the pathway, cell, or organism. Therefore, this 
approach may provide an effective means for the early elimination of such genes 
from the list of drug target candidates; which is likely to save time and money in 
the subsequent drug development process. Below, we will review the methods cur-
rently being employed using siRNA technology for drug target identifi cation and 
validation, as well as the specifi c target genes and respective diseases that are cur-
rently under investigation using this approach.

The most common way of exploiting the siRNA approach for target validation 
is to perform experiments in cultured cells. There are several methods of introduc-
ing siRNAs into mammalian cells. Chemically synthesized siRNAs or siRNAs 
prepared by in vitro transcription can be delivered into cells through a process 
similar to cell transfection with DNA vectors, using several different agents to 
facilitate such delivery [38]. Recently, several companies have developed trans-
fection reagents specifi cally designed to improve the delivery of siRNA oligonucle-
otides in cell culture (Ambion, Austin, TX; Invitrogen, Carlsbad, CA; QIAGEN, 
The Netherlands).

The second popular method for induction of RNAi is to transfect cells with 
vectors containing siRNA expression constructs. This is similar to the expression of 
exogenous genes using vector-mediated transfection except that the result of this 
process is not the translation of the transcribed mRNA but the assembly of a 
double-stranded siRNA or hairpin loop siRNA, called shRNA, within the cell. 
Both forms can effi ciently inhibit the expression of target genes [39–43]. A major 
advantage of “DNA-directed” RNAi is its potential for a more sustained 
effect, because the siRNA-expression vector may persist in the cells for several 
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generations providing a constant supply of siRNA molecules. Also, the recombinant 
expression of the siRNA can be controlled by specifi cally selected regulatory ele-
ments incorporated into the vector, providing more precise control over the timing, 
dose, and cell specifi city of target gene inhibition. It is also possible to introduce 
siRNA vectors into cells using DNA electroporation [44]. This method is not as 
convenient as transfection when working with cell cultures in vitro, but it may be 
especially well suited for the localized delivery of siRNAs when working in vivo.

7.6.3.1 Low-Throughput Screening for Drug Targets

The fi rst direct approach to identifying plausible drug targets would be the applica-
tion of siRNA technology to well-characterized biochemical pathways involved in 
some disease of interest. When proteins involved in a particular pathway are known 
as well as their functions, it is straightforward to select a few target mRNAs against 
which siRNAs can be prepared and optimized for their effect. Also, with fewer 
initial targets, the outcome of RNAi screening can be studied in greater detail. 
Below, we describe several examples where siRNA technology has been used to 
identify critical checkpoints in a known pathway and to test whether desirable 
phenotypic effects could be obtained.

Cancer. Grillo et al. [45] used siRNA to validate the cyclin D1 and CDK4 protein 
complex as a drug target for cancer drug discovery. The inhibition of endogenous 
cyclin D1 or CDK4 expression by RNAi resulted in hypophosphorylation of the 
retinoblastoma gene product and accumulation of MCF-7 breast cancer cells in G1. 
These results support the prevailing view that pharmacological inhibition of cyclin 
D1/CDK4 complexes is an effective strategy for inhibiting the growth of tumors.

Another recent example demonstrates that inhibition of an enzyme in the same 
pathway in cells of different species may have different, and even opposite, effects 
on phenotypic outcome. This emphasizes that careful selection of model cells and 
characterization of molecular detail of the biochemical pathway, including tissue- 
or cell-specifi c expression of different proteins, is critical to selecting a suitable 
drug target. Hill et al. [46] demonstrated that rat (NMU and 13762), but not human 
(MCF-7 and T47D), breast cancer cell lines express Heme oxygenase-1 (HO-1), 
whereas indoleamine 2,3 dioxygenase (IDO) is expressed by both. IDO inhibition 
with siRNA resulted in diminished proliferation of rat cells, whereas HO-1-
negative human cell lines increased proliferation upon IDO inhibition. As IDO 
inhibits the antiproliferative effects of HO-1, these authors concluded that IDO has 
the opposite effect on proliferation, dependent upon the co-expression of HO-1. 
This example clearly shows that results obtained on cells from other organisms are 
not automatically transferable to human cells, even if they seem to have highly 
homologous proteins and very conserved pathways. It also shows that a drug spe-
cifi cally targeting the expression or activity of a particular gene might have the 
opposite effect in cell types that differ in their expression profi les. These potential 
problems need to be considered when screening for therapies directed at a parti-
cular target protein.

Respiratory Diseases. An interesting example of hypothesis-driven identifi ca-
tion of a potential drug target in vivo using siRNA is described in the work of 



Lomas-Neira et al. [47]. In their study of acute lung injury (ALI), they hypothesized 
that local silencing of keratinocyte-derived chemokine (KC) or macrophage-
infl ammatory protein-2 (MIP-2), via the local administration of siRNA against KC 
or MIP-2, after traumatic shock/hemorrhage would suppress signaling for the infl ux 
of polymorphonuclear neutrophils (PMNs) to the lung, thereby reducing ALI 
associated with a secondary septic challenge (cecal ligation and puncture). This 
hypothesis was tested using intratracheal instillation in an in vivo model (mice). 
They found that 24 h after this treatment intratracheal MIP-2 siRNA signifi cantly 
reduced tissue and plasma interleukin-6, tissue MIP-2, as well as neutrophil infl ux. 
In contrast, KC siRNA treatment reduced plasma KC, tissue KC, and IL-6 but 
produced no signifi cant reduction in plasma IL-6 or neutrophil infl ux, thus 
identifying MIP-2, but not KC, as a potent drug target. In addition, this study 
demonstrates the potential use of siRNA as a therapeutic.

Infl ammation. The exact roles of many cytokine genes that infl uence rheumatoid 
arthritis are still unknown. Inhibition of some of these genes can strongly reduce 
joint infl ammation [48]. In an in vivo arthritic mouse model, Schiffelers et al. [49] 
used electroporation [44] to deliver a tumor-necrosis factor alpha (TNFα) siRNA-
coding vector into joint tissue. They demonstrated not only that TNFα is an effective 
target for reducing joint infl ammation, but also a new strategy for therapeutic 
intervention for rheumatoid arthritis. This approach, hence, may clearly serve as a 
model for the study of arthritis disease pathways through gene-specifi c loss-of-
function phenotypes.

Parkinson’s Disease. Animal disease models play an extremely important role in 
identifi cation of drug lead candidates. Some animal models can be created simply 
by making gene knockouts. However, if the targeted gene is an essential gene for 
survival of the organism, these animals cannot be easily created. For example, mice 
in which the gene encoding tyrosine hydroxylase (TH) has been knocked out die 
shortly after birth, making it impossible to study the neurological effects of this 
alteration in the fully developed animal. RNAi technology can help to overcome 
this obstacle by creating an animal disease model through the local and/or temporal 
knocking out of essential genes. Hommel et al. [50] demonstrated that injection of 
an adeno-associated virus encoding a TH-specifi c shRNA into the midbrain of 
9-week-old mice generated an attenuated locomotor response to amphetamine, an 
effect that is also characteristic for toxin-induced rat models of Parkinson’s disease. 
These authors, hence, suggest that similar knockout strategies may be effectively 
used in other disease model systems. In addition, as we mentioned above, because 
the RNAi effect obtained by treatment with siRNA compounds may not be 
absolute, there may also be a certain advantage in a knock-down vs. knockout 
phenotype; in that, a knock down might be more appropriate for modeling some 
complex human diseases [51].

7.6.3.2 High-Throughput Screening for Drug Targets

The second valuable approach to using RNAi for drug target identifi cation is a high-
throughput strategy (HTS), where a library of siRNAs directed against many genes 
is screened simultaneously or sequentially to identify target genes and their prod-
ucts for further evaluation as drug leads. As described above, this approach might 
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be used against a restricted set of genes that are members of a certain pathway, for 
example, a “pathway approach,” or against most of the genes in the genome, a 
“global approach.” For these approaches, traditional HTS equipment, such as 
robotic systems, can be implemented, facilitating the processing of thousands of 
cell-based screening protocols a day [52]. Both chemically synthesized siRNAs as 
well as vectors coding for functional si/shRNAs can be delivered into the cells using 
this high-throughput format. Retroviral [53] and lentiviral [54] vectors have been 
shown to be particularly useful vehicles for high-throughput screening of siRNA 
and shRNA libraries due to their robust infection and expression in a wide range of 
mammalian cell types. To simplify the transfection procedure on multiwell plates 
or slides, Chang et al. [55] suggested the pretreatment of surfaces with cationic 
polymers. This provides for the simple addition of naked DNA vectors or siRNAs 
directly to the cells in these pretreated wells in order to achieve effi cient transfec-
tion. Another method of high-throughput screening using vector-encoded or chemi-
cally synthesized siRNAs is the so-called “reverse-transfection,” or solid phase, 
method [56–58], originally designed for the expression of cDNA libraries [59]. In 
this method, a number (up to several thousands) of individual siRNAs or siRNA-
encoding vectors are spotted in a predetermined array onto a microscope glass slide, 
which is then treated with trans fection reagent and covered with recipient cells. 
Individual cells seeded directly over each spot of material take up only the siRNAs 
or vectors localized at that spot. That, hence, results in a virtual array of siRNA-
treated cell colonies. After 24–48 hours, the array of treated cells is evaluated for 
the desired phenotype to identify effective siRNAs and, more importantly, the cor-
responding target gene. It has been estimated that, by this method, between 100 and 
500 reverse-transfections could be performed using the same amount of reagents 
required for a single transfection in a well of a 96-well plate [58].

Cancer. Using a human cell line and an shRNA library (containing 23,742 distinct 
shRNAs, 3 shRNAs per gene) cloned into a retroviral vector and directed against 
of 7914 genes, Berns et al. [60] identifi ed genes involved in the p53 pathway. This 
protein is a known tumor-supressor and induces cell cycle arrest in cells that have 
undergone DNA damage. By inhibiting an array of genes using their shRNA 
library, the authors identifi ed fi ve new genes, and p53 itself, whose expression are 
required for proliferation arrest of cells. After infection of cells with the pooled 
shRNA library, the relevant genes associated with this specifi cally desired 
phenotype were rapidly identifi ed by unique “molecular bar-codes,” which were 
introduced into each siRNA construct.

The HTS–RNAi approach is extremely promising in providing rapid identifi ca-
tion of proteins, which control or are associated with disease-relevant phenotypes. 
A lentiviral library of shRNA targeting 9610 human and 5563 mouse genes (human 
homologues) was effi ciently used to identify proteins that compromise the 26S 
proteasome function [61]. The 26S proteasome, a well-studied biochemical machin-
ery involved in the critical degradation of many unwanted proteins including some 
oncoproteins (e.g., c-Myc), has been implicated in certain diseases. About 30 pro-
teins, mostly proteasome subunits, including fi ve out of fi ve proteasome ATPases 
and the two largest non-ATPases, were identifi ed in their screen. This work also 
exploited a “mole-cular bar-coding” system, which facilitated the identifi cation of 
effective shRNAs.



A single, well-constructed library can be used to screen for gene products 
involved in completely different disease-relevant pathways. The most important 
step in applying this approach is the design of a functional assay that will clearly 
discriminate between the genes whose inhibition results in the desired phenotypes 
to be obtained by screen. In each case, the specialized development of an appropri-
ate cell-based assay is required. Principles and strategies for developing such assays 
for the identifi cation of drug-targets for different diseases, including rheumatoid 
arthritis, osteoarthritis, asthma, osteoporosis, Alzheimer’s disease, and cancer, are 
discussed in the recent review by van Es and Arts [62].

The combination of a high-throughput microarray analysis of differential gene 
expression followed by RNAi inhibition of selected genes also represents a power-
ful methodology for the identifi cation of new drug targets [63]. Using this approach, 
Williams et al. [64] analyzed the differential expression of genes in normal tissue 
versus colon tumors and polyps isolated from 20 patients. In this study, they identi-
fi ed 574 genes that were upregulated in tumor patients. Out of this large set, they 
selected a single gene, survivin, a potent inhibitor of apoptosis, and downregulated 
its expression by RNAi. Inhibition of survivin expression via RNAi resulted in 
severely reduced tumor growth in vitro as well as in an in vivo mouse xenograft 
model. Future analyses using RNAi inhibition of other upregulated genes will 
undoubtedly make it possible to identify additional precise targets for drug 
development.

Using this combined approach plus the construction of gene knockout mice, 
Gunton et al. [65] identifi ed the transcription factor ARNT as an important factor 
involved in impaired glucose-stimulated insulin release and in causing changes in 
gene expression similar to those in human type 2 islets. Hence, RNAi was used 
here to identify and validate a new mouse model for type 2 diabetes.

The reverse application of these two technologies, where cells are fi rst subjected 
to RNAi treatment and the resulting changes in global gene expression are then 
assessed by microarray analysis, allows for the dissection of cellular pathways of 
interest [66]. Such analyses are extremely important: (1) for understanding the 
global changes that occur in the cellular response to the downregulation of the 
selected target, (2) for elucidating the role of the target gene in intracellular path-
ways, (3) for identifi cation of unwanted or detrimental effects, and (4) for selecting 
the best checkpoints for therapeutic intervention.

These examples demonstrate that RNAi technology offers scientifi c promise for 
the identifi cation of effectual drug targets and an excellent perspective for pursuing 
the development of corresponding small molecules to modulate these targets. Never-
theless, some caution should be reserved in its application because, although 
RNAi technology may provide a clear understanding of a particular protein’s role 
in a pathway and the phenotypic effects of its downregulation, a small drug directed 
at the same cellular checkpoint or mechanism might produce different effects 
[67].

7.6.4 RNAI AS AN INSTRUMENT FOR THERAPEUTIC USE

With the apparent great success of using RNAi technology for the inhibition 
of specifi c genes in cultured cells, and in some animal models, there has been a 
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corresponding great expectation of efforts to directly transfer this technology for 
therapeutic use in humans. Several companies are currently developing RNAi-
based drugs to target different diseases (see Table 7.6-1, and discussion below). A 
variety of serious challenges for the development of such drugs will be discussed 
in the next two sections. Herein we will review the basic principles and methods 
for therapeutic treatment, as well as a few prospective directions for the application 
of RNAi in medicinal therapies.

The most important aspect of using siRNAs as therapeutic agents is their speci-
fi city to the target RNA. An optimally designed siRNA for therapeutic use should 
cause the destruction or repression of only its specifi c target RNA. This principle 
puts particular restrictions upon the choice of potential target sequences. For 
example, if several variants of a protein exist, among which only some forms are 
disease-relevant and, hence, represent a subset of targets for repression, the drug 
must be designed based on sequential differences between the intended target and 
the nontarget forms of the protein. Such variants can be the products of different 
alleles of the same gene, the results of alternative splicing of a single gene, or the 
products of a family of related genes. In this respect, dominant mutations that 
defi ne specifi c disorders are particularly good candidates for RNAi-based treat-
ment due to the inherent potential ability of an siRNA to discriminate between 
the normal gene product and the “mutant target” RNAs containing just a few, or 
even a single, nucleotide mutation(s) [68–70].

As RNAi acts at the RNA level, either through the degradation of the target 
mRNA by an siRNA-directed mechanism or through the inhibition of the target 
mRNA’s translation by the miRNA pathway, its fi nal phenotypic effect will depend 
signifi cantly on the amounts, stabilities, and turnover rates of the target RNA and 
its corresponding protein. In the general case, when the ultimate goal of treatment 

TABLE 7.6-1. Companies Developing RNAi Drugs

Company Targeted Disease or Agent and Stage

Sirna AMD—phase I
 HC, Asthma, DB, Cancer—preclinical
 HD—proof of principle
Alnylam Pharmaceuticals RSV—phase I
 AMD, DR, DME, SCI—preclinical
 INFL, CF, PD—research
Acuity Pharmaceuticals AMD, DR—phase I
Benitech HC, HIV—preclinical (scheduled for
  phase I in 2006)
Genesis R&D Corp. Ltd. Allergy—preclinical
ToleroTech Inc. Transplant rejection—preclinical
Intradigm Corp. Cancer (anti-angiogenesis)—preclinical, IND in 
  12 months
CytRx Obesity, Type 2 DB, ALS, CMV—research

Data obtained from company websites.
Abbreviations: AMD, age-related macular degeneration; HC, Hepatitis C; DB, Diabetes; HD, 
Huntington’s Disease; RSV, Respiratory Syncytial Virus; DR, diabetic retinopathy; DME, diabetic 
macular edema; SCI, Spinal Cord Injury, INFL, Infl uenza; CF, Cystic Fibrosis; PD, Parkinson’s Disease; 
HIV, Human Immunodefi ciency Virus; ALS, amyotrophic lateral sclerosis; CMV, Cytomegalovirus.



is to completely abolish a target protein, a successful siRNA compound should be 
targeted to a gene encoding a relatively short-lived protein with a high turnover 
rate, preferably one with a low total amount in the cell or organism. Following these 
criteria, the inhibition of the production of the targeted gene product will most 
effectively result in a signifi cant decrease in the concentration of this protein in the 
cell and, hence, will optimally affect the downstream biochemical events in order 
to treat the disease condition.

A promising class of gene target candidates for siRNA intervention is genes with 
temporal profi les of expression. If an siRNA drug is delivered to cells before or at 
the beginning of expression of these genes, there are better chances that the pro-
duction of their products will be inhibited suffi ciently to produce the desirable 
therapeutic effect; even better if these proteins are normally produced in small 
quantities. A good example of such genes is viral genes that start to express early 
after viral infection. Certain specifi c viral transcription factors, generally expressed 
in small quantities, should be particularly well suited as targets for siRNA treat-
ment. Several examples have demonstrated that siRNA directed against viral tran-
scription factors can effi ciently inhibit viral replication. Lee et al. successfully 
inhibited the replication of human immunodefi ciency virus type 1 (HIV-1) by 
Tat-specifi c siRNA [71]. Simultaneous inhibition of viral transcription factor and 
surface antigen by a vector expressing two siRNAs specifi c for HBx and HBs sig-
nifi cantly reduced hepatitis B virus replication in cell culture [72].

Another suitable group of targets for siRNA treatment in the case of viral infec-
tion is host proteins involved in infection and propagation of the virus. The key 
consideration here is that downregulation of these molecules must not be detrimen-
tal to the host. In the study mentioned above, by Lee et al. [71], inhibition of HIV-1 
was achieved not only by Tat-specifi c siRNA but also by siRNAs specifi c for the 
CCR-5 cellular coreceptor. Using RNAi, Chiu et al. [73] inhibited expression of 
human positive transcription elongation factor P-TEFb. P-TEFb is involved in 
transcriptional regulation of cellular genes as well as HIV-1 genes. Targeting of 
endogenous P-TEFb resulted in the inhibition of Tat transactivation and HIV-1 
replication in host cells. Interestingly, P-TEFb knockdown was not lethal to the 
host cells, which showed normal P-TEFb kinase activity. These authors suggested 
that there may be a different critical threshold of P-TEFb activity required for cell 
viability than for HIV replication. This example shows that RNAi-mediated gene 
inhibition may provide an opportunity to specifi cally inhibit a disease-causing 
agent while minimizing the effect on normal cellular function. Nevertheless, the 
inhibition of any cellular gene for the purpose of disease treatment or prevention 
should be considered very carefully, not only at cellular level but at the level of the 
whole organism as well.

As mentioned in Section 7.6.2, using siRNA it is rare to achieve an effect of 100%, 
where the target RNA is completely abolished or “knocked out.” More often the 
result is a “knock-down” effect. In some cases, such a partial reduction of gene 
expression is suffi cient for obtaining the desired phenotypic or therapeutic effect. It 
is also prudent to be able to switch “on” and “off” the expression of siRNA at cer-
tain times or in specifi c tissues. Fritsch et al. designed a CRE-lox-based strategy that 
allows one to repress gene activity through shRNA expression in a time-dependent 
manner in cells, and in a time- or tissue-dependent manner in animals [74, 75]. 
Other vectors with chemically inducible promoters have been designed for the 
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controlled expression of shRNAs using tetracycline [76, 77], ecdisone [78], macro-
lide [77], and butyrolactone [79]. Still, in some cases, an incomplete shut-off of the 
target gene may not produce the desired therapeutic effect. In these cases, RNAi 
therapy could be used effectively in combination with other drugs directed to the 
same, or a different, checkpoint in order to achieve a more satisfactory therapeutic 
effect. Such parallel treatments, with drugs having different modes of action, also 
make it possible to overcome potential antagonistic factors due to mutations or 
alternative pathways leading to a disease.

A prolonged treatment with any drug may encounter the emergence of mutations 
causing resistance to the treatment. RNAi technology is inherently susceptible to 
this problem. However, expression vectors able to express two shRNAs simultane-
ously have been designed and used to help overcome potential loss of RNAi-drug 
effi cacy [80]. Using two siRNAs directed against the 3D-RNA-dependent RNA 
polymerase of coxsackievirus B3, Shubert et al. obtained effi cient inhibition 
of virus propagation in HeLa cells and reduced virus titers by up to 90%. Introduc-
ing point mutations into either target site can abrogate the inhibitory effect of 
that siRNA, when used separately. These authors constructed an siRNA double-
expression vector (SiDEx) to achieve simultaneous expression of both siRNAs 
from a single plasmid. Their “double-drug” construct successfully downregulated 
the point-mutated target gene. In addition, these vectors could be used for the 
simultaneous knockdown of two different targeted genes for functional studies or 
therapeutic use.

In Section 7.6.3, we described the application of RNAi for drug target identifi ca-
tion and validation in different diseases. In examples where inhibition of expression 
of specifi c genes led to the desirable phenotypic effects, those targets may conse-
quently be considered for RNAi therapeutic use. Below we provide additional 
examples of how the principles and methods described in this section can be 
applied to the development of therapies for different diseases.

7.6.4.1 Cancer

A signifi cant proportion of all cancers result from mutations in cellular pro-
to-oncogenes. Nearly half of these cancers contain point mutations in the tumor-
suppressor gene, p53. The ability of an siRNA compound to discriminate between 
wild-type (WT) and mutated forms of p53 mRNA allowed for the specifi c knock-
down of a dominant-negative mutation, resulting in an inhibition of tumor growth 
and restoration of WT protein function [68].

Fusion proteins, which result from chromosomal translocations, are commonly 
associated with the growth transformation that occurs in some cancers. Leukemic 
fusion gene AML1/MTG8 is associated with up to 15% of all de novo cases of 
acute myeloid leukemia. Heidenreich et al. [81] used a human leukemic cell line, 
Kasumi-1, to demonstrate that effi cient suppression of the disease-associated fusion 
protein AML1/MTG8, but not WT AML1, can be achieved by siRNAs directed 
against the fusion site of the AML1/MTG8 mRNA. This treatment, in combina-
tion with TGF beta(1)/vitamin D(3), signifi cantly reduced the clonogenicity of 
Kasumi-1 cells.

One subtype of acute lymphoblastoid leukemia is characterized by a t(1;19) 
chromosomal translocation resulting in the expression of a novel fusion protein 



E2A-Pbx1. This mutant protein activates the expression of a secreted Wnt16 gly-
coprotein [82], which is widely involved in cell proliferation, differentiation, and 
oncogenesis, and promotes transformation and leukemo genesis. Mazieres et al. [83] 
demonstrated that only one of two Wnt isoforms (Wnt16b) is overexpressed in 
t(1;19)-containing cell lines. Using isoform-specifi c siRNAs and an anti-Wnt16 
antibody, they showed that targeted inhibition of the overexpressed Wnt16b leads 
to apoptotic cell death.

A common problem in modern cancer therapy is the development of cellular 
resistance to conventional chemotherapeutic compounds. In many cases, this 
resistance is due to the overexpression of the multidrug resistance gene, MDR1. 
Targeting of this gene using RNAi technology may signifi cantly decrease or even 
completely reverse the multidrug-resistance phenotype [84–86]. Thus, again, 
suggesting the potential utility of using RNAi in combination with traditional 
strategies.

Inhibition of oncogene expression, or of other components of molecular path-
ways involved in cell proliferation, may slow the growth of cancer cells in a tumor 
without leading to apoptotic cell death; and hence, it may not always eliminate 
these cells from the organism. In addition, because RNAi rarely leads to the com-
plete knockout of target gene expression, it might be advantageous to use a com-
bined regimen of RNAi and a small drug and/or radiation treatments for more 
effi cient combat against cancer. RNAi compounds can be directed against genes 
responsible for anti-apoptotic effects [87–89], against tumor-suppressor genes [90], 
against dsDNA-brake repair proteins [91, 92], or against other genes in cellular 
survival pathways [93]. In this scheme, RNAi-induced suppression of normally 
protective, repair-activated, or damage-induced genes in tumor cells may result in 
even greater increases in proliferation of tumor cells and, hence, an increased sen-
sitivity to the combined chemotherapeutics or radiation.

7.6.4.2 AIDS and Other Viral Infections

Interestingly, to date, almost all HIV-1 genes have been targeted by RNAi, at least 
in cell culture experiments. It has proven possible to block the replication of HIV-1 
in cultured cells by siRNAs targeted to viral sequences [94, 95]. The main obstacle 
to therapy, though, is the specifi c delivery of siRNAs to cells infected or susceptible 
to HIV-1 infection in vivo. We shall discuss this problem of cell-specifi c targeting 
in detail later. However, it has been shown recently that HIV-1 can suppress the 
function of the host cellular RNAi machinery [96]. This suppression of RNA silenc-
ing may potentially affect the effi ciency of RNAi drugs directed against HIV-1 
gene targets, and against other target viruses that may have evolved similar anti-
host mechanisms. In addition, HIV infections are particularly diffi cult to treat, in 
part, due to the viruses’ extreme ability to transform as a result of high mutation 
rates, especially of surface receptors, which gives rise to the high sequence diversity 
of HIV genomes among infected subjects. One measure against this tendency for 
viral sequence diversity might be the simultaneous use of several siRNAs directed 
against several viral genes. On the other hand, nonvariable human cell receptors 
for HIV infection represent a great target for siRNA treatment. Martinez et al. 
[97] demonstrated that RNAi directed against CD4 coreceptors CXCR4 and CCR5 
effi ciently blocked acute infection by X4 (NL4-3) and R5 (BaL) HIV-1 strains but 
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had no effect on CD4 cells or control green fl uorescence protein expression. In 
another example, Nair et al. [98] presented evidence that siRNA directed against 
the CD4 independent attachment receptor (DC–SIGN) signifi cantly inhibits HIV 
infection of dendritic cells. Nevertheless, as mentioned above, any targeting of host 
genes should be evaluated for unwanted or detrimental effects, especially at the 
organism level. Some negative effects could signifi cantly restrict the usage of endog-
enous gene targets.

Many other viral infections, including the ones most threatening to humans, like 
hepatitis C, B, and A viruses (HCV, HBV, HAV), human papillomavirus viruses 
(HPVs), West Nile virus, and human herpes viruses (i.e., HSV, CMV, EBV, and 
HHV-8) are also the targets of intense research for the development of effective 
RNAi treatments. It has been demonstrated that RNAi can disrupt the replication 
of many viruses, including HCV, HBV, and HAV in cell culture [99, 100] and, as 
later demonstrated in mouse models, in vivo [101, 102]. The major limitation, again, 
is the delivery and stability of RNAi compounds for application as human therapies 
in clinically relevant systems, which will be discussed further below. These examples 
demonstrate, however, that RNAi technology has great potential for the treatment 
of viral disease, yet clearly requires further development for clinical applications.

7.6.4.3 Parasite Infections

Despite the biotechnological and drug development booms of the last several 
decades, parasite infections (malaria, African sleeping sickness, leishmaniasis, 
Chagas disease, etc.) remain the foremost health burden and source of mortality 
and morbidity on our planet, especially in the tropics. Malaria, alone, contributes 
to about 500 million cases of disease per year that result in more than 2–2.5 million 
deaths, mostly in sub-Saharan Africa [103]. Not only are newer drugs still expen-
sive and unavailable to most of the population in these regions, but parasites also 
develop drug resistance rapidly, especially to the drugs extensively used, like chlo-
roquine [104]. Due to many reasons, vaccine development has not yet been suc-
cessful against these diseases. Therefore, the appearance of RNAi technology was 
perceived with great interest and was immediately explored in studies aimed at 
defi ning treatments for parasite infections.

It was quickly discovered that RNAi works in Trypanosome brucei as well as it 
does in C. elegans [105]. Since that time, RNAi mechanisms have been extensively 
studied in T. brucei [106]. The technology is now being used extensively to dissect 
different biochemical pathways in T. brucei [107] as well as to study potential thera-
peutic applications [109–110].

Unfortunately, it is still not clear whether RNAi functions in malaria parasites. 
Very few publications have described RNAi in malaria [111–114]. Genomic data 
mining does not clearly identify any members of the RNAi machinery in these 
parasites by homology searches. Given the enormous increase in the number of 
publications on RNAi in other systems, and the likely numerous efforts made in 
malaria research to use RNAi, there seems to be a surprising lack of published 
evidence demonstrating RNAi in malaria. It is possible that in this parasite the 
RNAi pathway was lost or has diverged during evolution to perform other functions 
in the organism, which is incompatible with the classic utilization of the RNAi 
mechanisms being explored in other organisms [106]. It is also possible that the 



effects described in the papers published on malaria actually refl ect other processes 
and pathways, such as the abundant presence of antisense RNAs [106] as recently 
described in malaria [115, 116].

7.6.4.4 Neurological Disorders

Many neurological disorders, including Alzheimer’s disease, Parkinson’s disease, 
fragile-X syndrome, and amyotrophic lateral sclerosis (ALS), result from dominant 
mutations in a single allele. Therefore, as discussed above, this class of “disease 
genes” is perfectly suited as candidates for treatment by sequence-specifi c RNAi 
therapy. In the example of ALS, given below, stepwise improvements led to prog-
ress in the development and use of RNAi technology for therapeutic treatment of 
the disease in an animal model.

ALS is a familial neurodegenerative disease characterized by motor neuron 
degeneration, paralysis, and death. One cause of this disease (2–3% of cases) is 
mutations in the Cu,Zn superoxide dismutase (SOD1) gene. Ding et al. [117] identi-
fi ed a specifi c shRNA that could specifi cally degrade mutant SOD1 mRNA. Later, 
Maxwell et al. [118] investigated the functional effects of RNAi-mediated silencing 
of mutant SOD1 in cultured murine neuroblastoma cells and found that silencing 
of mutant SOD1 protects these cells against cyclosporin A-induced cell death. 
Recently, Raoul et al. [119] demonstrated that in SOD1 (G93A) transgenic mice, 
a model for familial ALS, intraspinal injection of a lentiviral vector that produces 
RNAi-mediated silencing of SOD1 substantially retards both the onset and the 
progression rate of the disease. Another group [120] injected lentiviral vector 
expressing SOD1 RNAi compound into various muscle groups of SOD1 (G93A) 
mice. This treatment also resulted in an effi cient and specifi c reduction of SOD1 
expression and improved survival of vulnerable motor neurons in the brain stem 
and spinal cord. They observed a considerable delay in the onset of ALS symptoms 
by more than 100% and an extension in survival by nearly 80% of their normal 
life span. Despite this success in mice, there is an additional complexity with this 
disease in humans. There are more than 100 different known mutations in the 
SOD1 allele. Whereas it is diffi cult even to propose to design effi cient RNAi com-
pounds to address each of these mutations in individual patients, Xia et al. [121] 
suggested another elegant approach based on RNAi technology to overcome this 
problem. They designed a replacement RNAi strategy, where all mutant and wild-
type forms of the gene are inhibited by RNAi. The wild-type SOD1 function is 
then replaced by a custom designed wild-type SOD1 gene that is resistant to the 
RNAi. These ALS studies clearly demonstrate how therapeutic strategies based on 
RNAi technology can be improved over a short period of time with the accumu-
lated incorporation of different molecular aspects of a certain disease into improve-
ments in the application of the technology itself.

7.6.5 BASIC THEORETICAL AND PRACTICAL CONCERNS FOR 
APPLICATION OF RNAI IN THERAPY

Despite the great potential of RNAi technology for therapeutic applications, there 
are a number of intrinsic features of this process, which present a considerable 
challenge to its practical use.
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7.6.5.1 Variable Effi ciency of Different siRNAs

As discussed in the second section, different dsRNA fragments cognate to the target 
RNA have different effi ciencies in inducing its degradation. Even more uncer-
tainties exist about the miRNA-dependent mechanism of inhibiting mRNA transla-
tion. Because the relative effi ciencies of different siRNAs in RNAi may differ 
signifi cantly, currently there is no way to predict their individual potentials. Screen-
ing for the most effi cient siRNAs using cell cultures can be a laborious and expen-
sive procedure. In addition, natural nucleotide polymorphism and mutations in a 
gene target site may affect the effi cacy of RNAi [122–124]. Therefore, efforts have 
been made to overcome this problem of variable effi ciency of different siRNAs.

Several methods based on the use of siRNA mixtures, which may contain a 
particular effi cient siRNA (or several), have been developed. These include the 
preparation of siRNA mixtures using RNaseIII [125] or dicer [126] enzymes to 
digest longer dsRNAs. The short RNAs produced as a result of these digestions 
have been found to be effi cient in RNAi. The disadvantage of these digestive 
approaches, however, is in their potential for nonspecifi c effects. If a randomly 
chopped long dsRNA contains areas of homology to other genes, or splice variants 
of the same gene, the expression of these genes might also be inhibited by cognate 
siRNAs (see below). In addition, obtaining long dsRNAs also adds to the potential 
total cost of, and time required for, these approaches.

It would be more advantageous to use defi ned mixtures of siRNAs, complex 
enough to inhibit the desired gene with high probability, but devoid of any siRNAs 
with unwanted homologies. Besides creating higher target effi ciency, the use of such 
mixtures would also alleviate the need to screen for individually active compounds.
We developed a simple, fast, and inexpensive method for the preparation of defi ned-
siRNA mixtures using custom DNA oligonucleotide microarrays as a starting 
material [127]. In this study, we demonstrated that siRNA pools, prepared using 
array-derived DNA oligonucleotide mixtures, are an effi cient tool for the inhibition 
of exogenous as well as endogenous genes in cell cultures [128]. In this approach, 
many (up to 30) different siRNAs are designed against a single gene. As the sequence 
of the human genome is known, any unwanted homologous siRNA sequences could 
be excluded from the designed pool. Many different siRNA pools can be synthesized 
using a single DNA oligonucleotide microarray, which makes this approach extremely 
affordable relative to the construction of defi ned complex mixtures via the synthesis 
and/or cloning of many different individual siRNA species.

Although the approaches using siRNA mixtures prepared as described above 
are effi cient for use in cultured cells for pathway validation and drug target identi-
fi cation experiments, their use as therapeutic agents might, nevertheless, be prob-
lematic due to manufacturing issues as well as issues related to the specifi c delivery 
of siRNAs to the target cell or tissue (see below). In any case, the identifi cation of 
an effi cient single or a mixture of RNAi compounds requires a careful selection 
process and experimental testing to maximize gene silencing and minimize poten-
tial off-target and nonspecifi c effects.

7.6.5.2 Nonspecifi c Systemic and Off-Target Effects, and the Potential for 
Pleiotropic Effects

We described, in the second section, how long dsRNAs may induce nonspecifi c 
effects in mammalian cells due to the activation of interferon and the induction of 



the cellular dsRNA-dependent protein kinase response. Therefore, to avoid these 
nonspecifi c effects, the use of siRNA (<∼30 bp) was proposed [29] and proved 
to be an effi cient technology for posttranscriptional gene silencing. Nevertheless, 
it was later noted that even the short dsRNAs used to generate RNAi effects, 
and designed in the form of either siRNA or shRNA, can still induce some 
mammalian genes involved in the interferon response [129], although results 
from different laboratories were confl icting [130]. To circumvent these effects, 
different measures can be implemented, including different administration 
routes, dose of vectors, selection of promoters, and use of additional immunosup-
pression [131].

Interferon-independent nonspecifi c effects also exist. Scacheri et al. found that 
siRNAs could induce dramatic and signifi cant changes in the levels of p53 and p21 
proteins that were unrelated to silencing of the target gene [132]. These authors 
speculated that partial complementary sequence matches to off-target genes may 
have resulted in a microRNA-like inhibition of translation. In this respect, it is, 
actually, diffi cult to distinguish between nonspecifi c and sequence-specifi c off-
target effects (see below). It has also been reported that si/shRNAs induce immune 
activation in macrophages and dendritic cells through toll-like receptor 3 [133, 134]. 
Moreover, Persengiev et al. [135] found that 21-bp siRNAs nonspecifi cally stimu-
lated or repressed more than 1000 genes involved in diverse cellular functions. The 
effects on gene expression were dependent on siRNA concentration and were 
stable throughout the course of siRNA treatment. Again, here too, it is diffi cult to 
distinguish the nonspecifi c systemic effects from off-target effects. In addition, 
there is a potential for pleiotropic effects due to a genuine physiological response 
of downstream genes due to the downregulation of the target genes. If off-target 
genes become downregulated, these may also produce a cascade of unintended 
physiological responses. Such a cascade of multiple events could result in the global 
dysregulation of many unrelated genes. Therefore, potential widespread, nonspe-
cifi c effects on mammalian gene expression must be carefully considered in the 
design of therapeutic RNAi applications.

Besides nonspecifi c cellular effects due to the RNAi compounds themselves, 
there are additional sources for potential nonspecifi c effects; these include the 
vehicles for, and methods of, delivery of RNAi compounds to cells and tissues. For 
example, viral vectors, as well as other components such as transfection reagents 
[136], chemical modifi cations to RNAi compounds, or chemical substances used 
to facilitate the delivery of RNAi compounds, might produce unwanted immune 
and other cellular responses [137]. These responses should be considered as addi-
tional possible sources for nonspecifi c effects in therapeutic applications of 
RNAi.

In addition to the aforementioned nonspecifi c effects, one additional problem 
has recently become evident: that the cellular RNAi machinery, normally involved 
in the regulation of some endogenous genes’ expression and in maintaining a stable 
chromosome structure, might be indirectly affected by large amounts of exogenous 
siRNAs introduced by transfection or vector-directed transcription, for example. 
This may result in an imbalance or saturation of the cellular resources of endoge-
nous molecules in the pathway.

The possibility of saturating the RNAi machinery was raised in early studies 
[122], and it has recently been supported by several observations [138–140]. More-
over, it has been suggested that perturbation of the cellular RNAi machinery might 
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be involved in different disorders and diseases [141]. Therefore, exploiting the 
RNAi machinery for therapeutic interventions could present additional nonspecifi c 
complications for cellular and organismal homeostases that should be carefully 
evaluated in the design and use of RNAi compounds, including the consequences 
of the dosage and timing of treatment.

Off-target effects are another serious concern in the application of RNAi for 
therapy. Such effects might be due to the partial homology of an RNAi compound 
to an irrelevant, or related but different, gene, which is not a target for downregula-
tion. These effects will clearly be different for different sequences, and the param-
eters and degree of homology, which confer the extent of off-target effects caused 
by a particular RNAi compound, are complex and not fully understood. It has been 
shown that, depending on the sequence, most RNAi compounds can tolerate one 
[142], or even several [143], mismatches, though, typically with reduced effi ciency. 
Moreover, it was shown recently that in some cases mismatches can even enhance 
the activity of RNAi compounds, possibly through the miRNA-regulatory pathway 
[144]. In fact, as few as 11 base pairs of homology with single-stranded RNA can 
be suffi cient to produce an inhibitory effect [145]. Therefore, careful elimination 
of possible antagonistic homologies is an important consideration in the design of 
RNAi compounds. This is feasible with the great wealth of sequence data and bio-
informatics currently available from human and pathogen genomes. In this respect, 
treatment with complex mixtures of defi ned siRNA molecules [128] may also offer 
a unique advantage over current methods. Because each effi cient siRNA has an 
optimum concentration when its effect is maximal (the practical effective concen-
tration range in cell culture is 10 to 100 nM), if such an siRNA molecule, homolo-
gous to an off-target gene, were present in a defi ned mixture, it is likely that its 
individual concentration would be well below the effective range. Thus, because a 
complex mixture targeted at a single gene may include 30–50 different siRNAs at 
an active total concentration of 10–100 nM, this may, theoretically, lessen the off-
target effects of each siRNA molecule contained within the mixture. Nevertheless, 
despite the incorporation of even the most conscientious theoretical design ele-
ments to minimize nonspecifi c and off-target effects, the empirical testing of each 
compound is requisite for its evaluation and development for therapeutic 
application.

7.6.6 TECHNICAL CHALLENGES OF SIRNA THERAPY: IN VIVO
DELIVERY AND STABILITY

The use of any drug for clinical application involves two important issues: the 
delivery of the drug to the affected cells or tissues, and the stability of the drug 
while in the organism. These factors directly infl uence the determination and 
choice of effective dosage, delivery time, and routes. RNAi compounds are not 
unique in this respect, and their physical–chemical and biological characteristics 
determine the limits and specifi cs of RNAi therapy. The physical stability of any 
compound might depend signifi cantly on its particular route of delivery, and there-
fore, these parameters are potentially restrictive to each other and may, hence, limit 
different options for use.



7.6.6.1 Delivery of RNAi Compounds

RNAi compounds for therapeutic treatment can be generated in two ways: chemi-
cally synthesized si/shRNA molecules and vector-encoded molecules, which are 
synthesized by the cells after intracellular delivery of the corresponding expression 
vectors. The choice between these two approaches will determine the specifi cs of 
treatment: different targets and routes of delivery, different stability of compounds 
and effi ciency of treatment, different possible side effects, etc. In many respects, 
vector-encoded delivery seems to offer advantages over the more traditional 
“pharmaceutical” approach of drug delivery. For example, the duration of effect 
delivered by chemically synthesized si/shRNA molecules might be shorter than the 
duration expected from vector-encoded molecules due to their continuous supply 
by intracellular transcription. In addition, these “internally synthesized” RNAi 
compounds are not subject to the potentially destructive environments of the 
organism, such as chemically synthesized and systemically or locally delivered 
siRNAs might be, for example, through gastrointestinal (GI), intravenous, or intra-
muscular delivery routes. It is usually suffi cient to deliver only a small number of 
siRNA-expressing vector molecules per cell to obtain effi cient silencing. Therefore, 
the delivery of RNAi compounds by these two approaches should have completely 
different dosage and timing strategies. In turn, the vectors for delivering RNAi 
compounds can be constructed using viral or DNA plasmid systems, which also 
might provide for or necessitate different delivery routes. It is also probable that 
siRNA-expression vectors will have to be customized for the delivery of targeted 
compounds to specifi c tissues (i.e., employing tissue-specifi c promoters, or viruses 
with tissue-type limited host ranges). There are currently three kinds of viral 
vectors in use for RNAi compound delivery: adenovirus, adeno-associated virus, 
and lentivirus [146]. In general, plasmid and viral RNAi-vectors, as methods of 
gene therapy, could have some advantages over siRNA oligonucleotides in delivery, 
stability, and effi cacy. However, vector-associated gene therapies have their own 
long history of safety concerns and potential for nonspecifi c effects [147].

There are two fundamental means of drug delivery: local delivery and systemic 
delivery; each with its inherent advantages and disadvantages. Local delivery is 
not always practical or feasible, although it might be conceptually preferred for 
its potential effi ciency in targeting the specifi c tissue or even a pool of target 
cells. Systemic delivery suffers from low effi ciency of the relevant cells being tar-
geted. Morrissey et al. [148] calculated that only 1% of intravenously administered 
(30 mg/kg) siRNAs reached the targeted organ (liver). Combined with the afore-
mentioned differences in the forms of RNAi compounds, all these issues make the 
delivery problem quite complex. In these respects, nasal delivery represents one of 
the most convenient and powerful methods of delivery for both local and systemic 
delivery [149]. The substantial previous experience gained by advances made in the 
delivery of antisense drugs (one of which, Vitravene, was approved by the FDA in 
1998) may contribute signifi cantly to the related RNAi-based therapies [150].

Recently, substantial success in the targeted delivery of chemically synthesized 
siRNAs was achieved using siRNAs in the form of a supramolecular complex 
with a fusion protein consisting of a protamine-antibody directed at a specifi c 
cell-surface receptor [151, 152]. These complexes were found to be effi cient in 
silencing target genes when delivered either locally (by intra tumoral injection) or 
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systemically (by intravenous injection). The use of viral vectors might also prove 
effi cient for systemic delivery and, as discussed above, are likely to provide long-
term effi cacy. Moreover, specially designed viral vectors, targeting specifi c tissues 
or even specifi c cells within the target tissue, might signifi cantly improve delivery 
of RNAi compounds to the intended target cells. Gou et al. [153] recently demon-
strated, both in vitro and in vivo, that the use of a cell-specifi c promoter introduced 
into an adenoviral vector could direct the specifi c expression of shRNA in one type 
of cell without interfering with other cell systems present. This approach seems 
extremely useful for the delivery of RNAi drugs. For example, as these authors 
suggested, to target the expression of an oncogene in cancer cells, but not in normal 
cells, a telomerase reverse transcriptase promoter (active in cancer cells, but inac-
tive in normal somatic cells) [154] could be used to drive shRNA expression spe-
cifi cally in cancer cells.

7.6.6.2 Stability of RNAi Compounds

As with any drug delivered into an organism, an RNAi compound is subject to 
inactivation, degradation, and elimination. The good news, though, is that because 
RNAi drugs share the same basic chemical composition independent of the tar-
geted disease, any fi ndings on stabilization of compound(s) in one model should 
be applicable to other models and compounds, if the compounds are delivered 
through a similar route.

si/shRNAs are subject to enzymatic degradation in the body, as are any RNA 
molecules. Due to their small size and double-stranded nature, though, these struc-
tures seem to be more stable than many types of RNA and even more stable than 
the single-stranded DNA oligonucleotides used as antisense drugs [155]. Neverthe-
less, because degradation is a common problem, several different approaches have 
been undertaken to create compounds that may resist destruction in the cell. One 
way to stabilize a nucleic acid compound in the biological environment is to chemi-
cally modify it so that it will become resistant to enzymatic degradation while 
maintaining its intended biological function. Several such modifi cations to siRNAs, 
and the infl uence of these modifi cations on their pharmacokinetic properties, have 
been described [148, 156–158]. Another way of stabilizing RNAi compounds is the 
formation of supramolecular complexes, such as nanoparticles, which have been 
extensively explored for the delivery of RNAi compounds [159–163], or of lipo-
some-based complexes, which also can be used for plasmid vector-based siRNA 
delivery [164–166]. Despite the method(s) chosen for delivery of chemically pre-
pared si/shRNAs, the achievement of intracellular delivery at therapeutically effec-
tive concentrations in the target cells still represents a major challenge to the 
practicable use of RNAi technology for therapy, especially via systemic delivery 
routes.

7.6.7 RNAI DRUGS UNDER DEVELOPMENT

No RNAi drugs are currently on the market for use in humans. Only a few com-
pounds have entered phase I clinical trials, and some will be starting soon (see 
below). In the last few years, a tremendous investment has been made in the devel-
opment and application of RNAi compounds as drugs. Several recent reviews 



describe these extensive efforts and the progress made in several small animal 
models [51, 167–169]. The effective use of RNAi–in vivo animal models may not 
only lead to considerable savings for the drug industry in the expensive develop-
ment of small drugs, but it will also likely indicate whether particular RNAi com-
pounds have signifi cant potential for further development into drugs. Our aim in 
this section is to describe several interesting recent examples of RNAi drugs under 
development for different diseases in animal models. These studies illustrate the 
application of many principles and concerns discussed above.

7.6.7.1 Cancer

Hu-Lieskovan et al. [170] described systemic RNAi therapy for metastatic cancer 
in a murine model of metastatic Ewing’s sarcoma. They prepared siRNA against 
the EWS-FLI1 gene product and delivered it using a targeted, nonviral delivery 
system. SiRNA was packaged into cyclodextrin-containing polycation complexes, 
which contained not only siRNA but also transferrin as a targeting ligand for spe-
cifi c delivery to transferrin receptor-expressing tumor cells. This delivery system 
transiently reduced expression of the target gene in metastatic cells and slowed 
tumor growth. Using long-term twice-weekly treatments, they demonstrated 
absence of any tumor growth in 80% of mice. Control experiments revealed that 
only the transferrin-targeted system was effi cient in antitumor effects. Moreover, 
they found that low-pressure, low-volume tail-vein administrations were effi cient 
in the delivery of RNAi compounds and resulted in signifi cant improvements over 
the high-pressure, high-volume intravenous injections previously used in many 
studies of RNAi therapy in mouse models [171–173], but that are untenable and 
unacceptable in humans in routine clinical settings. It was also very important to 
the success of this study that no abnormalities in interleukin-12 and IFN-alpha, 
liver and kidney function tests, complete blood counts, or pathology of major 
organs, i.e., no off-target side effects, were observed from the treatments described. 
This delivery system was found to be ineffective for brain tumors, however, because 
the siRNA complexes used did not cross the blood-brain barrier. Consequently, 
different RNAi approaches will have to be developed to specifi cally address the 
treatment of brain tumors.

Yano et al. [174] used mouse models for liver metastasis and prostate cancer to 
test a human bcl-2 oncogene-specifi c siRNA complexed with a novel cationic lipo-
some, LIC-101. These complexes were delivered by bolus intravenous injections 
into the livers of disease-model mice and completely suppressed the growth of liver 
tumors. The injection volume used was 0.1 mL per 10 g of body weight, which is 
normally acceptable for human therapy. In addition, in their prostate cancer model, 
siRNA complexes were administered subcutaneously (0.1 mg in 0.1 mL per mouse) 
near the tumor fi ve times a week for 2 weeks in mice bearing PC-3 xenografts. The 
average tumor volume on day 36 of the treatment was 1300 mm3 in the control 
group, compared with 487 mm3 in the siRNA compound-treated group. The authors 
of this study also indicated that other cationic liposomes caused much greater toxic-
ity than LIC-101, as judged by hemolysis activity on human erythrocytes, although 
these data were not presented.

KITENIN, a member of the Tetraspanin family, is expressed by many different 
tumors. Its expression is correlated with the acquisition of metastatic phenotypes 
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[175]. Lee et al. [176] treated mice with established colon tumors with KITENIN-
targeted siRNAs cloned into pSUPER vectors. Weekly, or semiweekly, injections 
of these siRNA-encoding vectors, delivered in suspension with FuGENE 6 trans-
fection reagent (Roche) for 1 month into tail veins, resulted in a marked regression 
of tumor size and inhibited metastases. Delivery of this siRNA also signifi cantly 
prolonged the survival of mice compared with the vector alone (77 ± 12.2 versus 
25 ± 9.9 days, p < 0.01). In this study, it was demonstrated that the antitumor effects 
of KITENIN siRNA derived from both the generation of a tumor-specifi c immune 
response in vivo and the suppression of tumor invasion.

7.6.7.2 Viral and Respiratory Diseases

Hepatitis B virus (HBV) infections cause acute and chronic hepatitis and hepato-
cellular carcinomas. Uprichard et al. [177] demonstrated, in a mouse model of 
established Hepatitis B infection, that infection with an adenovirus vector carrying 
shRNA directed at HBV-specifi c viral RNA could suppress preexisting HBV gene 
expression and replication to almost undetectable levels for at least 26 days. 
Morrissey et al. [148] obtained similar results in a study using hydrodynamic tail 
vein injections of HBV RNA-specifi c siRNA stabilized by means of chemical 
modifi cations.

Infl uenza A virus infects about 15–20% of the population each year and is a 
major source of morbidity and mortality worldwide. Antiviral vaccines only afford 
protection against a limited range of strains, due to substantial mutation rates in 
these viruses. Ge et al. [178] demonstrated that siRNAs specifi c for conserved 
regions of infl uenza virus genes can be used to treat and prevent infl uenza virus 
infections in mice. In this study, slow i.v. administration of small volumes contain-
ing siRNAs complexed with a polycationic carrier was used. Virus titers in lungs 
were reduced from 10- to 1000-fold by single doses of 60–120 μg of siRNA. Similar 
effects were also observed when mice were given DNA vectors by i.v. or intrana-
sally, from which siRNA precursors were transcribed. In another study using the 
same siRNAs, but different carriers, doses, strains of mice, and virus strains, 
Tompkins et al. [179] observed a signifi cant increase in the survival of mice after 
lethal challenge with viruses. In both studies, the effects were siRNA-specifi c and 
not due to nonspecifi c antiviral IFN responses. These experiments provide a good 
basis for studies of prophylaxis and therapy of infl uenza virus infections in human 
populations using siRNA compounds.

Respiratory syncytial virus (RSV) and parainfl uenza virus (PIV) are leading 
causes of respiratory disease in infants, young children, immuno-compromized 
patients, and the elderly. Bitko et al. [140] used viral-specifi c siRNAs for the treat-
ment of these respiratory syndromes in an animal model. In this study, either, or 
both, viral infections could be specifi cally prevented and inhibited when corre-
sponding siRNAs were infused intranasally in mice, with or without transfection 
reagents. These investigators noted an excellent correlation between the activities 
observed in their siRNAs in in vitro cell cultures and those observed in their animal 
model. This type of approach presents a fast screen for effi cient siRNA sequences 
before more expensive and demanding applications are pursued in animals. In 
addition, nasal administration of siRNA compounds seems to provide a convenient 



and potent route for delivery of these drugs directed against, at least, respiratory 
viral diseases in humans, and perhaps against many others.

7.6.7.3 Arthritis

We described, in Section 7.6.3, the use of electroporation for the local delivery of 
αTNF-specifi c siRNAs to inhibit joint infl ammation in a mouse model of collagen-
induced arthritis [50]. In another example, Inoue et al. [180] used electro-transfer 
of an αTNF-specifi c siRNA-polyamine complex to signifi cantly ameliorate 
collagen-induced arthritis in rats. As αTNF plays an important role in many pro-
cesses in different organs, local delivery was used, in this case, to restrict the effects 
to the target organ, the joint, and minimize the potential effects on other αTNF-
dependent processes elsewhere in the organism.

7.6.7.4 Autoimmune Diseases

Autoreactive T cells play an important role in many autoimmune diseases, such as 
multiple sclerosis (MS), type 1 diabetes, systemic lupus erythematosus (SLE), 
psoriasis, asthma, and experimental autoimmune encephalomyelitis (EAE). Lovett-
Racke et al. [181] studied inhibition of T-bet, a member of the T-box family of 
transcription factors, which is expressed in Th1 cells, but not Th2 cells, in EAE, 
an infl ammatory and demyelinating disease of the central nervous system and 
model for the human disease MS. A single injection (20 or 50 μg) into the tail vein 
of T-bet-specifi c naked siRNA at the time of immunization (to induce EAE) 
reduced the incidence of EAE disease by as much as 75% depending on the siRNA 
dose. It is possible that modifi cation of the delivery method to one more appropri-
ate for human routine clinical settings, such as those that employ cell-specifi c tar-
geting as described above in the subsection on Cancer, might provide a better basis 
for clinical trials of RNAi compounds in autoimmune disorders. In addition, the 
use of a targeted cell delivery system, for example, using an epitope from the T-cell 
receptor, similar to the transferrin-directed complexes used in [170], might provide 
more specifi c elimination of disease-relevant T cells.

7.6.7.5 Neurodegenerative Disorders

Alzheimer disease is a neurodegenerative disorder characterized by an accumula-
tion of β-amyloid (Aβ), a proteolytic product of the amyloid precursor protein 
(APP) [182]. Increase in β-secretase (BACE1) activity has been directly associated 
with the production and accumulation of Aβ [183–185]. Singer et al. [186] used 
lentiviral vectors expressing BACE1-targeted siRNAs delivered locally by intra-
cranial injection into the hippocampi of APP transgenic mice (a model of Alzheimer 
disease). This treatment specifi cally reduced both the cleavage of APP into Aβ and 
neurodegeneration in this in vivo model. RNAi-mediated reduction of Aβ-reactive 
plaques was observed only in the hippocampus and not in other parts of the brain. 
Behavioral defi cits were, nevertheless, also improved by this treatment. Another 
important issue in this study was that siRNA-targeted inhibition downregulated, 
rather than completely knocked out, the target gene; this may have been advanta-
geous, in this case, because BACE1 has several potential substrates and the com-
plete switching off of its activity could produce undesired or deleterious effects. In 
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the effective case of RNAi-mediated downregulation of a target gene, therefore, 
disease improvements might be observed by lowering the level of production of a 
relevant protein below some critical threshold level, without signifi cant effect on 
normal functions.

Huntington’s disease (HD) is a dominantly inherited neurodegenerative dis-
order associated with polyglutamine expansion in the huntingtin (htt) protein [187], 
for which, currently, there is no effective treatment. Wang et al. [188] used an 
siRNA compound directed against human mutant-htt, containing expanded poly-
glutamine tracts, delivered locally into the brains of newborn HD transgenic model 
mice by intraventricular injections. This treatment signifi cantly increased the 
longevity of HD mice, resulted in improved motor function, and slowed HD-
associated loss of body weight. Despite these successes, this method is currently 
problematic for human therapeutic applications; not only because of the delivery 
route used, but also due to the challenge of designing an siRNA sequence that is 
highly selective for the mutant form of htt, because reduced expression of the wild-
type human gene could be deleterious.

7.6.7.6 Ocular Disorders

In age-related macular degeneration, vascular endothelial growth factor (VEGF) 
plays a crucial role in destructive vascularization. Downregulation of VEGF by 
antibody [189], or by siRNA [190], has been shown to reduce vascular invasion. 
Recently, Tolentino et al. [191] used intravitreal injection of VEGF-specifi c siRNA 
in a non-human primate model of laser-induced choroidal neovascularization 
(CNV). They demonstrated that VEGF-specifi c siRNA treatment is capable of 
inhibiting vascular growth and permeability in a dose-dependent manner. This 
study served as a preclinical “proof-of-principle,” and phase I clinical studies of 
VEGF siRNA in patients with exudative age-related macular degeneration are 
currently in progress [192].

7.6.8 COMPARISON OF SIRNAS WITH OTHER PHARMACEUTICALS 
(TARGETED AND NONTARGETED TYPE), INCLUDING CLOSELY 
RELATED GENE SPECIFIC ANTISENSE-BASED DRUGS

Most drugs on the market today are small-molecule compounds, which can be 
systemically delivered in the form of pills. This is certainly the most convenient 
method. However, it might not be the most effi cient method of drug delivery, due 
to the different specifi c physical-chemical nature of the drugs. Nevertheless, the 
consumer market is heavily affected by a demand for consumer convenience, and 
pharmacological companies have generally followed this trend with much success. 
There is a substantial number of drugs, however, which are not pills and could not 
be pills due to their physical-chemical, biological, and pharmacological properties. 
RNAi compounds will most likely belong to this class of drugs, at least in the near 
future, unless substantial efforts will be invested in the specifi c and robust protec-
tion of the extremely sensitive and reactive RNA molecules from the enzymes of 
the digestive tract. It is impractical, perhaps, to expect such efforts until the effi cacy 
and safety of these drugs are proven in clinical trials, which will most likely be 
decided over the next 5–7 years.



Effi cient delivery of a drug to its target organ(s), tissue(s), cell(s), and molecule(s) 
is an important requirement for the success of any therapeutic treatment. Any 
single improvement in targeted delivery, even of existing compounds, may signifi -
cantly reduce the exposure of irrelevant cells and organs, which would result in less 
potential side effects and improved drug effi cacy.

Many common drugs target proteins. The interaction of small molecules with 
proteins often treats or lessens the disease by correcting some biochemical aspect 
of a pathological pathway. RNAi drugs are completely different from these common 
drugs in that their immediate target is an RNA molecule, and not a protein. The 
effect on the “target protein” is a secondary one, by downregulation of the abun-
dance or translation of the mRNA coding for this protein. Therefore, there may 
be a substantial delay in the desired effects of RNAi if the turnover rate of the 
target protein is low, or if the protein is localized in a different tissue than where 
it is expressed so that this protein and its mRNA are spatially separated. For 
example, a small drug directed at a protein present in the blood can be delivered 
directly into the bloodstream by a variety of methods. To achieve a similar effect, 
an RNAi compound must be delivered specifi cally to the organs and cells that 
produce this protein. If a particular serum protein has a very slow turnover rate, it 
might not even be feasible to obtain the desired effect in a reasonable period of 
time using RNAi. Another example of a potentially deceptive RNAi target is 
anucleated cells, such as erythrocytes, which are defi cient in active mRNA and 
protein syntheses. In this case, to make a correction in these cells, RNAi com-
pounds should be directed at their progenitors. Yet another difference is that RNAi 
drugs act by reducing the amount of the target protein, and not by inhibiting its 
activity as many small-molecule drugs do. Reducing the amount of a target protein 
might produce effects different from the inhibition of its activity, because the mere 
concentration of a particular protein in a cell or tissue could determine the regula-
tion of other processes or biochemical pathways in the organism. All of these 
potentially problematic aspects that derive from differences between protein and 
RNA targeting should, therefore, be carefully considered when conceiving the 
targeted design of an RNAi drug against a specifi c protein.

A clear advantage of RNAi drugs is their common physical-chemical nature, 
unlike the disparate nature of the kingdom of small molecules. Therefore, advances 
made in any aspect of development of a specifi c RNAi compound (e.g., delivery, 
stability, and modifi cation) will likely translate to improvements of other RNAi 
compounds directed against different targets. Other obvious advantages to RNAi 
drugs are ease of design and synthesis, high specifi city, ease of target validation, 
and fast initial development and redevelopment [193]. It is much easier do design 
and test RNAi compounds against several targets or against several sites of the 
same target, a task not feasible for the common small drug. This property of RNAi 
drugs should signifi cantly improve effi cacy and resistance against mutations and 
natural diversity or polymorphism.

Most similar to RNAi compounds in their application and chemical nature are 
antisense compounds; one of which, Vitravene, reached the market as an FDA-
approved drug in 1998 [194, 195]. Antisense oligonucleotides have been studied for 
their ability to knock down gene expression since 1978 [196, 197]. Later studies 
support that the mechanism of antisense inhibition acts either through the inhibi-
tion of translation or through RNase H-dependent degradation of mRNA [198]. 
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Both technologies, RNAi and antisense, can successfully inhibit target gene expres-
sion; and both share many practical problems, such as delivery, stability, and poten-
tial off-target effects. Nevertheless, a signifi cant difference between these two 
technologies is their relative effi ciency of compound design. An effi cient antisense 
oligonucleotide must be able to bind its target mRNA under the physiological 
conditions that exist inside a cell. However, mRNAs in cells have folded structures, 
with more than 90% of their sequence unavailable for hybridization with short 
oligonucleotides [199]. Therefore, not all possible antisense oligonucleotides would 
be able to hybridize to a target mRNA. Although the RNAi mechanism involves 
a specialized apparatus for RNA targeting and effi cient hybridization of siRNA, 
antisense oligonucleotides do not have this help. Hence, the ability to effi ciently 
hybridize to a specifi c mRNA directly determines the potential success or failure 
of an antisense experiment. As a result, where one out of every fi ve randomly 
chosen double-stranded short RNA molecules is likely to be effective in RNAi, 
only about one out of every hundred antisense oligonucleotides would be expected 
to have some activity. As physical forces playing a role in the hybridization process 
are complex, a more reliable means to screen for effi cient antisense oligonucleotides 
would be an empirical approach [200], which can be an expensive, labor, and time-
consuming process. In addition, the concentrations of RNAi compounds required 
for inhibition are lower than those required for antisense oligonucleotides, which 
might result in less nonspecifi c toxicity. For an extensive description and detailed 
comparison of both technologies, see the comprehensive review by Achenbach 
et al. [201]. In general, and by many criteria, RNAi technology seems to provide 
a more convenient and powerful technology for therapeutic treatment. Neverthe-
less, therapeutic application of RNAi technology is still in its infancy; although 
therapeutic applications of antisense technology have been under development for 
decades and have achieved some substantial success, with one drug on the market 
and several promising drug candidates in advanced stages of clinical trials [150, 
194]. In fact, many advances in antisense technology (e.g., modifi cation and stabi-
lization of compounds, delivery routes, aversion of side effects) have been, and will 
continue to be, applicable to the related fi eld of RNAi technology. Hence, it is, 
perhaps, currently diffi cult to judge which technology may be superior, but the 
potential of both for delivering effective therapeutic applications will defi nitely 
continue to be explored in the future.

7.6.9 BIOTECH AND DRUG COMPANIES CURRENTLY INVESTED 
IN RNAI DRUG DISCOVERY AND DEVELOPMENT

Naturally, recognizing its great utility and success in multiple research applications 
and its high potential for therapy, numerous industrial companies and research 
institutes have taken an interest and joined the RNAi-therapy game. Over a dozen 
biotech companies are currently competing in the development of RNAi pharma-
ceuticals. There seem to be even more businesses exploiting the RNAi boom by 
providing different kinds of RNAi-related products and services to desirous 
research teams, such as the synthesis of RNAi compounds and libraries; the design, 
construction, and distribution of RNAi vectors; and customized transfection 



reagents. (e.g., Invitrogen, Ambion, QIAGEN, Dharmacon). Changes are occur-
ring fast on this playing fi eld, as some companies have quickly been “taken out of 
the game” by others (e.g., Atugen was recently acquired by SR Pharma plc), and 
additional companies join in by changing their focus to RNAi technology (e.g., 
Genta). Several biotech companies have fi led for FDA approval of clinical trials 
with RNAi compounds (Table 7.6-1).

Collectively, the companies invested in the RNAi drug business have over 40 
RNAi compounds engaged in therapeutic projects, which cover a wide range of 
diseases, including cancers (10 compounds), infectious diseases (mostly viral, 11 
compounds), neurological disorders (5 compounds), allergy and infl ammation (2 
compounds), diabetes, obesity, and others [202]. Some major players have been 
Sirna Therapeutics, Alnylam Pharmaceuticals, and Acuity Pharmaceuticals, which 
all compete in the development of RNAi drugs directed against age-related macular 
degeneration (AMD). This common choice of target disease does not seem to be 
coincidental, as (1) no cure is currently available for AMD, (2) the target gene 
product VEGF has been clearly implicated in the development of the disease, and 
(3) VEGF-specifi c siRNA compounds were found in prior studies to inhibit its 
expression and the growth and vascular permeability associated with the disease 
[189–191] (also, as discussed in Section 7.6.7). Most importantly, local delivery 
through topical application is feasible in this disease of the eye, assuring appropri-
ate therapeutic concentrations of the compound and minimizing potential side 
effects. If there are no complications due to safety issues, in a few years we may 
see who will win the race to establish this new class of gene targeted medicines 
[203]. In the near future, the market for RNAi technology and related products 
will surely continue its rapid expansion [204], and more exciting news from biotech 
companies on advances in RNAi drug development will come into play.

7.6.10 CONCLUDING REMARKS

Extensive research and development efforts in RNAi technology during the last 
few years have resulted in enormous success in our ability to downregulate the 
expression of almost any gene in cell culture and in many different animal models. 
This success has created great enthusiasm and hope that the exploitation of this 
powerful technology will soon result in highly effective and safe new drugs, able 
to cure diseases, which were incurable or diffi cult to cure before. A signifi cant 
concentration of research efforts in four key areas: target selection, targeted deliv-
ery, compound stability, and minimization of off-target effects should result in 
superior RNAi drugs. We shall see, probably within the next 5–7 years, whether 
expectations can be realized and deliver the fi rst RNAi-based drug for human use 
on the market.
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7.7.1 STATE OF THE ART OF NANOSIZED DELIVERY SYSTEMS

The earliest developments of drug delivery systems (DDS) date back to the 1950s 
where the fi rst microencapsulated drugs were introduced. In the 1960s polymer-
based slow release systems appeared, and as the fi rst nanosized DDS with spherical 
shape properties, the liposomes were recognized as models to study membranes 
and as carriers of both hydrophilic and lipophilic molecules. Liposomes, small 
unilamellar phospholipid bilayer vesicles, undoubtedly represent the most exten-
sively and advanced drug delivery vehicles. After a long period of research and 
development efforts, liposome-formulated drugs have now entered the clinics to 
treat cancer and systemic fungal infections, mainly because they are biologically 
inert and biocompatible and do not cause unwanted toxic or antigenic reactions 
[1–3]. For the delivery of genetic material (DNA, ribozymes, DNAzymes, aptam-
ers, (antisense-) oligonucleotides, small interfering RNAs), the liposomes, in 
particular lipid–DNA complexes termed lipoplexes, compete with viral gene trans-
fection systems, as will be outlined in the following sections. Nanoparticles, nano-
spheres, polymersomes, nanogels, micelles, dendrimers, and virosomes are other 
main types of nanocarrier systems used for drug delivery [4–7]. As shown in Figure 
7.7-1, these drug delivery systems vary in their compositions, shapes, sizes, drug 
loading capacity, as well as their pharmacokinetic and organ or tissue targeting 
properties [8].

DDS are developed for drugs with nonideal properties that include (1) poor 
solubility, where a conventional pharmaceutic formulation is diffi cult to prepare as 
poorly water soluble drugs may precipitate in aqueous media. (2) Tissue damage 
caused by inadvertent extravasation of drugs, e.g., tissue necrosis caused by cyto-
toxic drugs. (3) Loss of drug activity after administration, e.g., enzymatic and fast 
metabolic degradation. (4) Unfavorable pharmacokinetic properties and poor bio-
distribution. (5) Lack of selectivity for target organs or tissues. Systemic drug dis-
tribution may cause toxic side effects, and low concentrations in target tissues may 
cause suboptimal therapeutic effects.

The formulation of pharmacologically active drug molecules in DDS can improve 
or abolish these unfavorable properties. However, there are also drawbacks in DDS 
development, such as system complexity, unwanted biologic effects, stability, costs 
of development and scale-up, as well as intellectual property issues. In the limited 
format of this review, it is not possible to cover all methods and references in the 
fi eld. Hence, we concentrate this review on DDS for the delivery of peptides, DNA, 
plasmids, oligodeoxynucleotides, siRNA, and lipophilic nucleoside derivatives. 
Vaccine delivery systems will also be mentioned, and examples will be provided to 
demonstrate the general development trends.

7.7.2 COMPARISON OF VIRAL VS. NONVIRAL GENE 
DELIVERY SYSTEMS

Viral gene delivery has become an important therapeutic strategy for the develop-
ment of novel treatment approaches. A deeper understanding of vector biology and 
the molecular mechanisms of disease together with remarkable advances in molec-
ular biology and vector technology have considerably advanced the fi eld of human 
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Figure 7.7-1. Nanocarriers for vascular drug delivery. Schematic representation of several 
main types of nanocarriers depicted in relative size scale with limited and oversimplifi ed 
structural features. All nanocarriers can be surface-conjugated with targeting antibodies (or 
alternative affi nity moieties) and PEG polymer providing stealth features. Dendrimers are 
the smallest of nanocarriers, in the maximum range of tens of nanometers. They possess 
multiple end groups suitable for a high extent of coupling targeting or active agents. Lipo-
somes, composed of biologically derived phospholipids, are the most common form of nano-
carriers with large aqueous loading potential; yet they are also the least stable of carriers. 
Polymersomes, one of three self-assembled polymeric nanocarriers, are the synthetic polymer 
analog of liposomes, possessing enhanced stability, dense PEG coating, and therefore pro-
longed circulation in vivo. Worm micelles are long, fl exible cylindrical polymer micelles that 
possess one of the longest circulation times recorded in vivo with a yet unknown potential 
for therapeutic applications. Polymeric micelles are the smallest of the self-assembling 
polymer aggregate carriers and are the least stable self-assembler. Nanogels are composed 
of cross-linked polymers with drug entrapped into the ensuing matrix. Their circulation and 
potential therapeutic uses remain to be studied. Nanoparticles are solid polymer structures 
formed through processing rather than through self-assembly methods. They represent the 
largest of the carriers, have the greatest active protein loading capacity measured to date, 
and can protect encapsulated therapeutic enzymes from external proteolysis. (With permis-
sion from Ref. 8.)

gene therapy development. However, most viral gene delivery systems used to date 
have demonstrated limitations in practicality and safety, mainly due to low levels 
and short duration of recombinant transgene expression, induction of host immu-
nogenicity to vector constituents, and suboptimal transgene expression to tissues 
or cells. A recent, additional cause for concern over using viral vectors is the pheno-
menon known as insertional mutagenesis, in which the chromosomal integration 
of viral gene material either interrupts the expression of a tumor suppressor gene 
or activates an oncogene, leading to the malignant transformation of cells.

Thus, safer, nonviral delivery approaches are needed and the latest advances 
indicate that effi cient, long-term gene expression can be achieved by nonviral 
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means. In particular, integration of DNA can be targeted to specifi c genomic 
sites without harmful consequences, and it is possible to maintain transgenes as 
small episomal plasmids or artifi cial chromosomes. The application of these 
approaches to human gene therapy is progressively becoming a reality. Here, we 
briefl y compare use, properties, advantages, and disadvantages of viral and 
nonviral gene delivery, the two main types of DDS that are used in gene therapy 
and vaccine approaches.

7.7.3 VIRAL SYSTEMS

The lack of effi cient nontoxic gene delivery systems is still the major impediment 
to the successful application of gene therapy. Having evolved to deliver their genes 
to target cells, viruses are effective means of gene delivery and they can be manipu-
lated to express therapeutic genes or to replicate specifi cally in certain cells.

The fi rst viral vector systems were developed more than 25 years ago [9], and 
since then viral gene therapy strategies has been progressively developed [10]. A 
variety of virus vectors has been employed and modifi ed to deliver genes to cells 
to provide either transient, such as adenovirus [11–13], poxviruses (vaccinia) [14], 
or herpes virus [15], or permanent, such as retroviruses (lentivirus) [16–18] and 
adeno-associated virus [19], transgene expression; each approach has its character-
istic advantages and disadvantages.

7.7.3.1 Adenoviruses

Replication-defective adenoviruses are vectors of choice for delivering corrective 
genes into human cells. Major efforts are directed to design new generations of 
adenoviral vectors that feature reduced immunogenicity and improved targeting 
ability. Various targeting strategies have been attempted aiming at obtaining opti-
mized and specifi c cellular transduction, including that of genetic manipulation of 
the viral capsid. Modifi cation of the tropism-determining fi ber protein and other 
capsid proteins has yielded vectors that are superior to the fi rst-generation adeno-
viruses employed for gene therapy [11]. Adenoviral-based vectors are susceptible 
both to cytotoxic T-lymphocyte and humoral immune responses. In addition, leaky 
adenoviral genes also render transduced cells susceptible to host immune responses. 
These are the main reasons why adenoviral-based vectors are not suitable to 
correct genetic disorders, which require long-term expression of the transgene [20]. 
The production of adenoviral vectors for gene therapy applications still faces several 
challenges that limit the availability of high-quality material for clinical applica-
tions [21, 22].

7.7.3.2 Poxviruses

Poxviruses represent a heterogenous group of DNA viruses that have been used to 
express a multitude of foreign genes. Vaccinia virus is the prototypical recombinant 
poxvirus that can generate potent antibody and T-cell responses. Recombinant 
vaccinia viruses (rVVs) as nonreplicating viral vectors have been demonstrated for 
their great potential as vaccines, diminished cytopathic effects, high levels of 
protein expression, and strong immuno genicity, and they are relatively safe in 



animals and in human patients. These properties have led to the use of rVVs as 
vaccines against HIV and cancer [14, 23].

7.7.3.3 Herpes Simplex Virus

Attenuated genetically engineered herpes simplex virus (HSV) vectors are poten-
tial vectors for several human therapy applications. These include delivery and 
expression of human genes to cells of the nervous systems, selective destruction of 
cancer cells, prophylaxis against infection with HSV or other infectious diseases, 
and targeted infection to specifi c tissues or organs [15].

7.7.3.4 Lentiviruses

Lentiviruses, members of the retroviral family, have the ability to infect cells at 
both mitotic and postmitotic stages of the cell cycle, thus opening the possibility to 
target nondividing cells and tissues. Human Immunodefi ciency Virus (HIV)-based 
vectors have been used in vitro and in vivo in several situations; however, safety 
concerns still exist. Therefore, the development of vector systems based on primate 
as well as nonprimate lentiviruses is ongoing. Recent developments in the modifi ca-
tion of the virus coat allow more targeted approaches and open new possibilities 
for the systemic delivery of therapeutic viruses [24]. However, the specifi c mecha-
nisms used by different retroviruses to effi ciently deliver their genes into cell nuclei 
remain largely unclear. Understanding these molecular mechanisms may reveal 
features to improve the effi cacy of current retroviral vectors [25].

7.7.3.5 Adeno-Associated Virus

Vectors based on the adeno-associated virus (AAV) have attracted much attention 
as potent gene-delivery vehicles, mainly because of the persistence of this non-
pathogenic virus in the host cell and its sustainable therapeutic gene expression. 
The principal historical limitation of this vector system, effi ciency of recombinant 
AAV-mediated (rAAV) transduction, has recently observed a dramatic increase as 
the titer, purity, and production capacity of rAAV preparations have improved [26]. 
AAV vectors have been used in phase I clinical trials for the treatment of neuro-
logical disorders, such as Parkinson’s and Canavan’s diseases. Indeed, AAV-
mediated gene transfer is a promising tool for the delivery of the therapeutic gene 
into the central and peripheral nervous systems. AAV-mediated gene transfer was 
also applied in phase I and II clinical trials for the treatment of cystic fi brosis and 
in phase I trials for the treatment of hemophilia B. In the context of cancer, the 
ability of attenuated viruses to replicate specifi cally in tumor cells has already 
yielded some impressive results in clinical trials, allowing the design of new thera-
peutic approaches, particularly when combined with other approved anticancer 
therapies. Despite the remark-able progress that has been reported, the design of 
further optimized vectors is still required. As it stands, AAV-mediated gene trans-
fer has a limited capacity in accommodating foreign genes. In addition, some pre-
clinical studies have shown that AAV-derived vectors can cause tumors in animals 
due to mutagenic random vector integration into the genome [27]. To circumvent 
this problem, a novel approach to AAV-mediated gene therapy based on gene tar-
geting through homologous recombination has been introduced that allows effi -
cient, high-fi delity, nonmutagenic gene repair in a host cell [28].
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7.7.4 NONVIRAL SYSTEMS

Currently, the most severe limitations of the nonviral gene therapy systems are low 
transfection effi ciency of gene material into the target cells, physico-chemical insta-
bility, and cytotoxicity. The major obstacles encountered in the transfer of foreign 
genetic material into the body include interactions with blood components and 
vascular endothelial cells and uptake by the mononuclear phagocyte system (MPS). 
The degradation of DNA by serum nucleases is another major obstruction for 
functional delivery to the target. In addition to targeting a specifi c cell type, an 
ideal nonviral vector (liposomes, lipoplexes, virosomes), once taken up by a target 
cell, must manifest an effi cient endosomal escape, provide suffi cient protection of 
DNA in the cytosol and help facilitate an easy passage of cytosolic DNA to the 
nucleus (Figure 7.7-2).

Liposome

DrugA B

C

GF

H

E D

Lysosome

Endosome
Nucleus

Figure 7.7-2. Liposome–cell interactions. Drug-loaded liposomes can specifi cally (A) or 
nonspecifi cally (B) adsorb onto the cell surface. Liposomes can also fuse with the cell 
membrane (C) and release their contents into the cell cytoplasm, or they can be destabilized 
by certain cell membrane components when adsorbed on the surface (D) so that the 
released drug can enter the cell via micro-pinocytosis. Liposome can undergo the direct or 
transfer-protein mediated exchange of lipid components with the cell membrane (E) or be 
taken up by specifi c or nonspecifi c endocytosis (F). In the case of endocytosis, a liposome 
can be delivered by the endosome into the lysosome (G), or en route to the lysosome, the 
liposome can provoke endosome destabilization (H), which results in drug liberation into 
the cytoplasm. (With permission from Ref. 29.)



7.7.4.1 Cationic Polymers, Lipoplexes

Cationic polymers have a great potential for DNA complexation and have shown 
to be useful as nonviral vectors for gene therapy applications. For the past 15–20 
years liposomes composed of cationic lipids, termed lipoplexes, have routinely been 
used for the delivery of nucleic acids such as plasmids, oligodeoxynucleotides, and 
siRNA to cells in culture and in vivo. Many of these reagents are commercially 
available or can be formulated in the laboratory [30–32]. Most cationic lipid–DNA 
complexes form a multilayered structure with DNA sandwiched between the cat-
ionic lipids. Much more rarely, an inverted hexagonal structure with single DNA 
strands encapsulated in lipid tubules is observed [33]. Among other advantages, 
lipoplexes have the ability to transfer very large genes into cells. However, as the 
understanding of their mechanisms of action is still incomplete, their transfection 
effi ciencies remain low compared with those of viruses. Particularly in cultured 
cells, toxicity remains a signifi cant problem. In addition, these complexes are 
immunostimulatory, a fact that may either be harmful or benefi cial. The develop-
ment of cationic lipids that are safe to use, especially for in vivo applications, and 
possess enhanced transfection capabilities is an ongoing process. The lipoplexes 
are described in detail in Section 7.7.5.

7.7.4.2 NonLipidic Polycation Gene Delivery Systems

Of the many nonlipidic polycation gene delivery systems developed in the past 
decades, poly(L-lysine) (PLL) was the fi rst polycation used for nonviral gene deliv-
ery [34]. Among a vast number of other positively charged polymers, polyethyleni-
mine (PEI) has been widely used for nonviral transfection in vitro and in vivo and 
has an advantage over other polycations in that it combines strong DNA condensa-
tion capacity with an intrinsic endosomolytic activity [35–38].

Other synthetic and natural polycations developed as nonviral vectors are poly-
amidoamine dendrimers, the synthetic cationic polymer poly(2-dimethylamino)ethyl 
methacrylate (PDMAEMA) [39], and chitosan. Polyamidoamine (PAMAM) den-
drimers represent a novel class of polycationic synthetic polymers that can be used 
for gene transfer [40, 41]. The three-dimensional spherical structure of dendrimers 
offers synthesis control of the molecule in terms of degree and generation of 
branching. The control of branching of the dendrimers during synthesis allows 
the production of polymer particles with a very high degree of monodispersity, 
which is a signifi cant advantage over other polymers such as polylysine that 
generate highly polydisperse particles (see Figure 7.7-1). Low polydispersity can 
lead to reproducible gene delivery and a clinically reliable formulation. The cationic 
amino acid residues in the polymeric structure of PAMAM dendrimers can help 
in DNA condensation and endosome release. Dendrimers that protect oligonucle-
otides from serum nucleases have been used to enhance oligonucleotide delivery 
[42].

Chitosan, a natural-based polymer obtained by alkaline deacetylation of chitin, 
is nontoxic, biocompatible, and biodegradable. These properties make chitosan a 
promising candidate for conventional and novel drug delivery systems. Because of 
the high affi nity of chitosan for cell membranes, it has been used as a coating agent 
for liposome formulations [43–45].
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7.7.4.3 Other Methods

Various other methods, such as DNA electrotransfer, electroporation-based gene 
transfer, calcium phosphate nanoparticles, peptide nucleic acids, and cell penetrat-
ing peptides, round off the currently used methods in the fi eld of nonviral gene 
delivery techniques.

DNA electrotransfer, the use of electric pulses to transfect various types of cells, 
is well known and regularly used in vitro for bacteria and eukaryotic cell transfor-
mation. Electric pulses can also be delivered in vivo either through the skin or with 
electrodes in direct contact with the target tissues. After injection of naked DNA 
in a tissue, appropriate local electric pulses can result in a very high expression of 
the transferred genes [46].

Electroporation has been applied in preclinical autoimmune and/or infl amma-
tory diseases to deliver either cytokines and anti-infl ammatory agents or immuno-
regulatory molecules. The method is also effective for the intratumoral delivery of 
therapeutic vectors, and it strongly boosts DNA vaccination against infectious 
agents or tumor antigens. Electroporation gene therapy has become a widely used 
method for nonviral gene delivery, including applications for intramuscular and 
intratumoral electro-gene transfer and for the transfection of dendritic and stem 
cells [47, 48]. The current challenges faced by both in vitro and in vivo applications 
comprise the enhancement of transfection effi ciency, extention of the duration of 
gene expression, and increase of the survival rate for in vitro cell transfections.

Virus- or liposome-like-sized calcium phosphate nanoparticles of 20–200 nm 
mean diameter have been found to overcome many of the known limitations in 
delivering genes to the nucleus of specifi c cells. It has been demonstrated that 
calcium ions play an important role in endosomal escape, cytosolic stability, and 
enhanced nuclear uptake of DNA through nuclear pore complexes. The role of 
exogenous calcium ions to overcome the major obstacles encountered in the practi-
cal accomplishment of gene delivery suggests that calcium phosphate nanoparticles 
can be designated as a new generation of nonviral vectors [49].

Peptide nucleic acid (PNA) is a powerful new biomolecular tool with a wide 
range of important applications. PNA mimics the behavior of DNA and binds 
complementary nucleic acid strands and RNA sequences with high affi nity and 
selectivity. The unique chemical, physical, and biological properties of PNA are 
exploited to produce powerful biomolecular tools, antisense and antigene agents, 
molecular probes, and biosensors [50–53].

Cell penetrating peptides (CPPs) have proven to be an effi cient intracellular 
delivery system overcoming the lipophilic barrier of cell membranes [54]. CPPs 
can deliver a wide range of large cargo molecules such as proteins, peptides, oligo-
nucleotides, and even small particles as liposomes to a variety of cell types and to 
different cellular compartments. The CPPs are basic, lysine-, or arginine- rich 
amphipathic peptides. The peptides originate from different sources, either as 
naturally occurring peptide sequences, virally derived (TAT, VP22), from tran-
scription factors (pAntp), as chimeric (transportan) or as synthetic peptides 
(polyarginines) and others [55].

As depicted in Figure 7.7-3, CPPs can either form complexes with peptides, 
proteins, plasmids, oligonucleotides, or siRNA molecules or they can be covalently 
linked to these cargo molecules [54]. Larger structures such as liposomes have also 



been decorated with the TAT [56] or pAntp CPPs [57], demonstrating higher cell 
uptake rates in vitro.

Unfortunately, their usefulness as drug delivery systems is hampered by their 
ability to penetrate virtually any cell type both in vitro and in vivo. This feature 
makes CPP applications as target specifi c drug delivery systems complicated and 
their application as therapeutic drug carrier systems seems unlikely, unless their 
target cell specifi city can be signifi cantly improved.

7.7.4.4 Virosomes

Virosomes were developed from liposomes by combining liposomes with fusogenic 
viral envelope proteins. Almeida et al. [58] were the fi rst to report on the genera-
tion of lipid vesicles containing viral spike proteins derived from infl uenza virus. 
Using preformed liposomes and hemagglutinin (HA) and neuraminidase (NA), 
purifi ed from infl uenza virus, they succeeded to generate membrane vesicles with 
spike proteins protruding from the vesicle surface. Visualization of these vesicles 
by electron microscopy revealed that they very much resembled native infl uenza 
virus. Consequently, they were named virosomes. Reconstituted viral envelopes 
(virosomes, artifi cial viral envelopes) appear to be ideally suited as vaccine formu-
lations for the delivery of protein antigens to the cytosol of antigen presenting cells 
(APCs), and thus for the introduction of antigenic peptides into the MHC class I 
presentation pathway. Cytotoxic T-cell activity can be induced by immunization of 
mice with an antigenic peptide or an entire protein encapsulated in virosomes. As 
shown schematically in Figure 7.7-4, the action of infl uenza virosomes is likely to 
involve both delivery of the enclosed antigen to the cytosol of antigen presenting 
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Figure 7.7-3. Cell penetrating peptides, CPPs. Suggested uptake mechanisms for CPPs and 
examples of delivered cargoes. (A) CPP and peptide in single amino acid chain. (B) Oligo-
deoxynucleotides either in complex or covalently linked. (C) Plasmid in complex by 
electrostatic interaction. (D) Protein either as fusion protein or in complex with CPP. 
(E) siRNA, covalently linked or as complex. (With permission from Ref. 54.)
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cells and the powerful helper activity of the virosomal hemagglutinin. Although 
the immune responses elicited by DNA-virosomes are moderate, they are promis-
ing and warrant further research to ultimately develop effective DNA-based viro-
somal vaccines [59–61].

7.7.5 LIPOSOMES AND CATIONIC LIPOSOME-DNA 
COMPLEXES (LIPOPLEXES)

Liposomes have become known as one of the most versatile tools for the delivery 
of DNA, DNA-related, and many other therapeutic molecules [6, 7, 29]. Liposomes 
are spherical vesicles that consist of an aqueous compartment enclosed in a phos-
pholipid bilayer. If multiple bilayers of lipids are formed around the primary core, 
the structures that are generated are known as multilamellar vesicles (MLVs). 
MLVs are formed spontaneously by reconstitution of lipid fi lms in aqueous media. 
Small unilamellar vesicles (SUVs) of specifi c size (100–500 nm) are produced by 
high-pressure extrusion of MLVs through polycarbonate membranes. SUVs (25–
90 nm) are also obtained by sonication of MLVs or larger SUVs, by detergent 
dialysis [62] and by many other, less important methods. Both hydrophilic and 
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Figure 7.7-4. Virosome–cell interactions. Liposome modifi ed with specifi c viral compo-
nents (A) and loaded with a drug can specifi cally interact with cells (B), provoke endocy-
tosis, and via the interaction of viral components with the inner membrane of the endosome 
(C), allow for drug effl ux into the cell cytoplasm (D). (With permission from Ref. 29.)



hydrophobic drugs can be entrapped in the liposomes, and the choice of the lipid 
composition as well as the surface modifi cation of the liposomes provides them 
with a high versatility such as long circulation half-life and sustained and targeted 
delivery (Figure 7.7-5) [29, 62].

Liposomes can be used as DNA drug delivery systems either by entrapping the 
DNA-based therapeutics inside the aqueous core or by complexing them to posi-
tively charged lipids (lipoplexes, see below). Liposomes offer signifi cant advantages 
over viral delivery systems; for example, liposomes are generally nonimmunogenic 
because of the absence of proteinaceous components. As the phospholipid compo-
sition in the liposome bilayers can be varied, liposomal delivery systems are of high 
versatility and customized formulations can be easily engineered to obtain desired 
sizes, surface charge, composition, and morphology. Liposome encapsulated DNA 
molecules are protected from nuclease activity and thus improve their biological 
stability.

Long circulating (“stealth”) liposomes are sterically stabilized liposomal formu-
lations that include poly(ethylene glycol) (PEG)-conjugated lipids or other hydro-
philic coating molecules. PEGylation prevents the opsonization and recognition of 
the liposomal vesicles by the MPS. PEGlyation has also been used in conjunction 
with other polymeric delivery systems such as poly(L-lysine) to achieve longer cir-
culation half-lives.

Immunoliposomes are complex drug or gene delivery systems that can be used 
for cell targeting by the incorporation of functionalized antibodies attached to lipid 
bilayers. The “state-of-the-art” immunoliposomes are long circulating PEG-
liposomes to which receptor specifi c molecules are attached, preferably at the distal 
tips of the PEG chains [62–65]. Immunoliposomes target specifi c receptors and 
facilitate receptor-mediated endocytosis for cell uptake (see Fig. 2). Immunolipo-
somes decorated with single-chain antibody fragments against the ED-B isoform 
of fi bronectin were successfully used in targeted delivery of cytotoxic drugs into 
tumors in vivo [66]. Tissue-specifi c gene delivery using immunoliposomes has also 
been achieved by antitrans ferrin receptor immunoliposomes [67].

To release encapsulated material into the cytoplasm, pH-sensitive liposomes can 
be generated by the inclusion of dioleyl-phosphatidylethanolamine (DOPE) into 
liposomes composed of acidic lipids such as cholesterylhemisuccinate or oleic acid. 
At the neutral cellular pH 7, these lipids have the typical bilayer structure; however, 
upon endosomal compartmentalization, they undergo protonation and collapse 
into nonbilayer structures, thereby leading to the disruption and destabilization of 
the endosomal bilayer, which in turn helps in the rapid release of encapsulated 
molecules into the cytoplasm [7].

There is an important difference between liposome vesicles and cationic lipid–
DNA complexes, the lipoplexes. Lipoplexes are cationic lipid–DNA complexes that 
are formed spontaneously in aqueous media upon mixing DNA and preformed 
liposome vesicles composed of cationic and neutral lipids [68]. From a physical 
point of view, lipoplexes are ordered, self-assembled, composite aggregates whose 
spatial geometry and phase behavior are controlled by the electrostatic interactions 
between the positively charged lipids and the negatively charged DNA molecules. 
Numerous studies have demonstrated the use of cationic liposome formulations for 
the delivery of different plasmid constructs in a wide range of cells, both in vivo 
and in vitro. Despite their cytotoxicity, their nonimmunogenic nature and the 
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Figure 7.7-5. Evolution of liposomes. (A) Early traditional “plain” liposomes with water-
soluble drug (a) entrapped into the aqueous liposome interior, and lipophilic drug (b)
incorporated into the liposomal membrane. (B) Antibody-targeted immunoliposome with 
antibody covalently coupled (c) to the reactive phospholipids in the membrane, or hydro-
phobically anchored (d) into the liposomal membrane after preliminary modifi cation with 
a hydrophobic moiety. (C) Long circulating liposome grafted with a protective polymer (e)
such as PEG, which shields the liposome surface from the interaction with opsonizing pro-
teins (f). (D) Long circulating immunoliposome simultaneously bearing both protective 
polymer and antibody, which can be attached to the liposome surface (g) or, preferably, to 
the distal end of the grafted polymeric chain (h). (E) New-generation liposome, the surface 
of which can be modifi ed (separately or simultaneously) by different ways. Among these 
modifi cations are the attachment of protective polymer (i) or protective polymer and target-
ing ligand, such as antibody (j); the attachment/incorporation of a diagnostic label (k); the 
incorporation of positively charged lipids (l) allowing for the complexation with DNA yield-
ing lipoplex structures (m); the incorporation of stimuli-sensitive lipids (n); the attachment 
of a stimuli-sensitive polymer (o); the attachment of a cell-penetrating peptide (p); and the 
incorporation of viral components (q). In addition to a drug, liposomes can be loaded with 
magnetic particles (r) for magnetic targeting and/or with colloidal gold, silver particles, 
or fl uorescent molecules (s) for microscopic analysis. (Adapted with permission from 
Ref. 29.)
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simplicity of production of these systems make them attractive tools for gene trans-
fer. Currently, many gene therapy trials in progress employ nonviral liposomal 
vectors for transgene delivery.

Lipoplex formulations generally consist of mixtures of cationic and neutral 
(zwitterionic) lipids. Commonly used cationic lipids are 1,2-dioleoyl-3-trimethyl-
ammonium propane (DOTAP), N-[1-(2,3-dioleyloxy)propyl]-N,N,N-trimethyl-
ammonium chloride (DOTMA), 2,3-dioleoyloxy-N-[2-(sperminecarboxamido) ethyl]-
N,N-dimethyl-1-propanaminium (DOSPA), dioctadecyl amido glycil spermine 
(DOGS), and 3,[N-(N1,N-dimethylethylenedia mine)-carbamoyl] cholesterol 
(DC-chol) [69–71]. Commonly used neutral molecules, also known as helper 
or colipids, are DOPE and cholesterol. The cationic lipids in the liposomal 
formulation serve as a DNA complexation and DNA condensation agent during 
the formation of the lipoplex. The positive charge also helps in cellular association. 
The colipids facilitate membrane perturbation and fusion. Many proprietary 
reagents of cationic lipids such as Lipofectamine (Invitrogen, Carlsbad, CA), 
Effectene (Qiagen, Valencia, CA), and Tranfectam (Promega, Madison, WI) 
are commercially available. However, most of these transfection reagents can 
only be used for in vitro gene transfection applications. Despite the appreciable 
success of cationic lipids in gene transfer, toxicity is a main issue for both in vitro 
and in vivo applications. Infl ammatory toxicity represents a typical toxicity 
associated with systemic administration of lipoplexes. Results obtained from 
in vivo studies indicate that lipoplex gene delivery systems mediate uptake of 
plasmid DNA by the liver, mainly by Kupffer cells, in which a large amount of 
cytokines is produced [72, 73]. Upon administration via the airways, cytokine-
mediated pulmonary toxicity and TNF-α induction by cationic lipids in lung 
tissue have been reported [74]. Reduction in toxicity was observed by a modifi ca-
tion of DOPE polyplexes with cetylated PEI, resulting in remarkable transgene 
effi ciency with low cytotoxicity [72]. In another study, a sterically stabilized 
immunolipoplex composed of a p53 DNA–lipid complex to which PEG molecules 
and an antitransferrin receptor single-chain antibody fragment were attached 
resulted in improved delivery of the complex to tumor cells in vivo [75]. The nega-
tive factors of lipoplex-mediated gene transfer are low transfection effi ciencies, 
which have been attributed to the heterogeneity and instability of the lipoplex for-
mulations. Lipoplex size heterogeneity also adversely affects their quality control, 
scale-up, and long-term shelf stability, which are important issues for their phar-
maceutical development. Compared with viral vectors, the transfection effi ciencies 
of cationic liposomal vectors are signifi cantly lower. Another drawback in the use 
of cationic lipids is the rapid inactivation of their cargo in the presence of serum 
[76].

As an alternative to cationic lipids, the potential of anionic lipids for DNA 
delivery has been investigated. However, in recent years, only a few studies using 
anionic liposomal DNA delivery vectors have been reported [77, 78]. These vectors 
have limited applications, mainly because of ineffi cient entrapment of DNA mole-
cules within anionic liposomes and lack of toxicity data. Lacking progress of these 
systems may be attributed to the poor association between DNA molecules and 
anionic lipids, which is caused by electrostatic repulsion between these negatively 
charged species.
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7.7.6 PEPTIDE AND OLIGONUCLEOTIDE LIPOSOME 
VACCINE FORMULATIONS

With the increasing availability of defi ned antigens such as highly purifi ed proteins 
or synthetic peptides, more effective and safer vaccines are developed. As many 
antigens are often poorly immunogenic when administered alone, the development 
of suitable adjuvants, possessing the ability to potentiate the immunogenicity of a 
given antigen, preferably with little or no side effects, is required. Based on their 
principal mechanisms of action, adjuvants can be divided into two groups: (1) 
vaccine delivery systems and (2) immunostimulatory adjuvants. As described in 
this chapter, vaccine delivery systems are generally particulate delivery systems of 
size dimensions comparable with pathogens as bacteria and viruses (e.g., lipo-
somes, microemulsions, immunostimulatory complexes, and other nano- or mic-
roparticle systems in the size range of 20–500 nm). Their function is mainly to 
target antigens to antigen-presenting cells (APCs; dendritic cells, macrophages) 
and to act as adjuvants. The rationale for the development of an optimal vaccine 
is to ensure that both antigen and adjuvant are delivered into the same population 
of APCs, thereby reducing systemic distribution and minimizing the potential to 
induce adverse reactions. Small unilamellar liposomes have an important potential 
as delivery systems for the coadministration of antigens and of immunostimulatory 
adjuvants, including synthetic oligodeoxynucleotides containing immuno stimulatory 
deoxycytidylyl-deoxyguanosine dinucleotides (CpGs) or DNA encoding antigens 
[79–81]. Additionally, the effi ciency of the liposomes can be improved by targeting 
them more effectively and specifi cally to the APCs by exploiting various scavengers 
and other receptors as their targets or by enhancing their cell uptake by modifi ca-
tion with cell penetrating peptides as recently shown by us [57].

Using the lymphocytic choriomeningitis virus (LCMV) model system, we suc-
cessfully prepared effi cient peptide vaccines with liposomes as the carrier [82]. 
Liposome-encapsulated antigenic peptides were highly immunogenic when admin-
istered intradermally, and they elicited protective antiviral immunity. An opti-
mized formulation contained immunostimulatory oligonucleotides leading to 
activation of dendritic cells and antitumor immunity in LCMV peptide transfected 
EL4 thymomas. In a follow-up study we could confi rm the effi cacy of such peptide–
liposome vaccines in a hepatitis C virus model in HLA-A2.1 transgenic mice [83]. 
These fi ndings clearly indicate that liposomal antigen delivery in vivo is a promising 
approach to induce effi c ient antiviral and antitumor immune responses with rele-
vance for human applications.

A cautionary note to the potential dangers of all viral gene products, transgenes, 
viral proteins and peptides, and CpG DNA sequences in siRNA or plasmids for-
mulated in DDS has to be given. Immune responses induced by these molecules 
may lead to problems such as transient gene expression, noneffi cient readministra-
tion of the same vectors and to severe side effects in clinical trials [84]. Due to 
their particulate nature, the DDS are recognized as foreign in an organism that 
reacts with an immune response. However, the immunomodulating activities of the 
DDS depend largely on their composition, size, and homogeneity. Synthetic poly-
mers can exhibit signifi cant immunomodulating activity, whereas liposomes pre-
pared with natural phospholipids and cholesterol are known to be less immunogenic 
[85].



7.7.7 LIPOSOMES AS CARRIERS OF LIPOPHILIC AND 
AMPHIPHILIC NUCLEOSIDE ANALOGS

Most applications of liposomes as therapeutic drug carrier systems are based on 
the encapsulation of water-soluble molecules within the trapped aqueous volume 
of the liposomes. Long circulating PEG-modifi ed liposomes with cytotoxic anti-
tumor drugs doxorubicine, paclitaxel, vincristine, and methotrexate are examples 
of clinically applied chemotherapeutic liposome formulations [86–88]. In contrast 
to the extensive exploitation of the trapped aqueous volume of the liposomes that 
serves as a nanocontainer for the water-soluble molecules, the phospholipid bilayer 
has not been given the same attention for its use as the carrier matrix for lipophilic 
drugs. Hence, the development of liposomal drug formulations with lipophilic 
drugs is less popular. This difference may have several reasons, the main probably 
consisting in the chemistry required to transform water-soluble molecules into 
lipophilic compounds that allow incorporation into the lipid bilayer core. The most 
favorable chemical modifi cations to obtain a molecule that intercalates in a stable 
fashion into the lipophilic moiety of a lipid bilayer consist in the attachment of 
long-chain fatty acyl or alkyl residues, for example saturated or unsaturated fatty 
acids, preferably palmitic or stearic acid and alkylamines, preferably hexadecyl- or 
octadecylamine to a suitable functional group of the hydrophilic part of the mole-
cule. Some recent examples of lipophilic modifi cations of antitumor drugs and their 
formulation in liposomes are gemcitabine, 5-iodo-2′-deoxyuridine, methotrexate, 
paclitaxel, cytosine arabinoside, and a lipophilic topoisomerase inhibitor, DB67 
[89–96].

Drugs that are highly lipophilic by their own nature, e.g., taxanes, epothilones, 
and cyclosporins, can only be used therapeutically by the addition of possibly toxic 
solubilizing agents (e.g., Cremophor EL) in complex pharmaceutical formulations 
[97–99]. One of several feasible means of obtaining nontoxic parenterally applica-
ble formulations of such drugs is their incorporation into the bilayer matrix of 
phospholipid liposomes.

Nucleoside analogs are a major class of chemotherapeutic agents for the treat-
ment of cancer and viral diseases. Natural endogenous nucleosides must be phos-
phorylated to corresponding 5′-triphosphates to be incorporated into the DNA or 
RNA synthesized within the cell. The fi rst phosphorylation step, leading to the 
formation of nucleoside-5′-monophosphate, is commonly performed by a nucleo-
side kinase encoded by either the host cell or the virus infecting the host cell. 
Hence, cellular and virally encoded kinases play a vital role in the metabolism and 
replication of cells and viruses. Nucleoside analogs used for chemotherapy of 
cancer and viral infections are in essence prodrugs because they must be phos-
phorylated in the cytoplasm like the natural nucleo sides to triphosphates before 
they can exert their activities. Thus, administration of phosphorylated nucleoside 
analogs would circumvent the enzymatic phosphorylation step, which transforms 
inactive nucleosides into active drugs. Phosphate groups possess an anionic charge 
at nearly all physiological pH values, making them very polar. This high polarity 
can be responsible for many defi ciencies in terms of effi cient drug delivery. Nucleo-
tides are too hydrophilic to penetrate the lipid-rich cell membrane. In addition, 
blood and cell-surface phosphohydrolases rapidly metabolize the nucleotides to the 
corresponding nucleosides. Due to their polarity, nucleotides often exhibit a low 
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volume of distribution and are therefore effi ciently cleared by renal elimination. In 
an attempt to overcome these shortcomings, various prodrugs or “pronucleotide” 
approaches have been devised and investigated for the in vivo delivery of pharma-
cologically active nucleotides. The general aim of these approaches has been to 
promote passive diffusion through cell membranes and to increase the bioavail-
ability of phosphorylated nucleoside analogs [100, 101]. A simple solution for the 
delivery of nucleoside monophosphate analogs into cells consists in the chemical 
neutralization of the ionizable phosphate group via chemical derivatization for 
example by esterifi cation, resulting in nucleotide phosphodi- and phosphotriester 
derivatives or by the synthesis of nucleotide phophorodiamidates, cyclic phos-
phoramidates, and phosphoramidate mono- and diesters. These compounds have 
a neutral charge and should be capable of entering cells via passive diffusion. To 
retain the advantage of nucleoside phosphotriesters with regard to their improved 
cellular uptake, a variety of biolabile moieties have been evaluated as potential 
protecting groups for nucleoside phosphotriesters.

We chose the approach of the chemical transformation of water-soluble nucleo-
sides of known cytotoxic and antiviral properties into lipophilic drugs or prodrugs. 
Thus, we reversed the paradigm of transforming lipophilic molecules into hydro-
philic derivatives [102]. The fi rst cytotoxic nucleoside that we transformed into 
lipophilic derivatives was 1-β-D-arabino-furanosyl cytosine (ara-C) because its 
major clinical disadvantages are a very short plasma half-life and rapid degradation 
by deamination to the inactive metabolite 1-β-D-arabino-furanosyluracil (ara-U), 
a shortcoming that also impedes the oral application of ara-C. To reduce these 
limitations, a large number of 5′- and N4-substituted ara-C derivatives have been 
synthesized and characterized in the past (reviewed in Ref. 103). We synthesized 
a new class of N4-alkyl-ara-C derivatives with alkyl chain lengths ranging between 
6 and 22 C-atoms, demonstrating a typical structure-activity correlation between 
the length of the alkyl side chains and their antitumor activity profi le [104]. The 
most effective derivative, N4-octadecyl-ara-C (NOAC), which is highly lipophilic 
and extremely resistant toward deamination exerted excellent antitumor activity 
after oral and parenteral therapy in several mouse tumor models and showed to 
have distinct pharmacological properties compared with ara-C [105].

Consequently, we further modifi ed NOAC by the synthesis of a new gen eration 
of lipophilic/amphiphilic heterodinucleoside phosphate derivatives, termed “duplex 
drugs” that combine the clinically used antitumor drugs ara-C and 5-fl uorodeoxy-
uridine (5-FdU) with NOAC yielding the heterodinucleoside phosphates 
arabinocytidylyl-N4-octadecyl-1-β-D-arabino-furanosylcytosine (ara-C-NOAC) and 
2′-deoxy-5-fl uorouridylyl-N4-octadecyl-1-β-D-arabinofuranosy-lcytosine (5-FdU-
NOAC) (Figure 7.7-6) [106, 107]. Ethynylcytidine (1-(3-C-ethynyl-β-D-ribopenta-
furanosyl)-cytosine, ETC) is a novel nucleoside that was found to be highly cytotoxic 
[108–110]. Thus, by combination of ETC with NOAC, we obtained the lipophilic 
duplex drug ETC-NOAC (3′-C-ethynylcytidylyl-(5′ → 5′)-N4-octadecyl-1-β-D-
arabinofuranosylcytosine).

Due to the combination of the effects of both active molecules that can be 
released into the cytoplasm as monomers or as the corresponding monophosphates 
(MPs), the cytotoxic activity of the duplex drugs is expected to be more pronounced 
as compared with the monomeric drugs. Furthermore, it can be anticipated that 
the monophosphorylated nucleosides ara-CMP, 5-FdU-MP, and ETC-MP, respec-



tively, are directly released into the cell after enzymatic cleavage of the duplex 
drugs. Thus, monophosphorylated molecules would not have to pass the fi rst phos-
phorylation step, which is known to be rate limiting [100, 101].

The lipophilic side chains allow a stable incorporation of these duplex drugs into 
liposomes, allowing the exploitation of the advantages liposome formulations are 
offering. Due to their high polarity, the nonderivatized heterodinucleoside phos-
phodiesters are less suited for liposomal formulations. In comparison with the 
nonpolar heterodinucleoside phosphotriesters that have good properties to be 
taken up by cells, but whose capacity to be cleaved enzymatically is limited, 
the cleavage of the natural phosphodiester bond of the duplex drugs is not con-
strained. A delayed intracellular release of nucleoside and nucleotide analogs 
from the duplex molecules provides a depot effect that may be therapeuti-
cally of advantage.

A structure-related disadvantage of the duplex drugs is that upon enzymatic 
cleavage of the phosphodiester bonds, a 1-to-1 ratio of nucleoside to nucleotide is 
obtained (see Figure 7.7-6). Thus, the desired 5′-phosphorylated nucleotide is only 
formed at maximally 50%. Additionally, one of the two nucleosides has to be 
transformed into a lipophilic derivative without loss of antitumor or antiviral activ-
ity. On the other hand, it was shown that the lipophilic derivatization of nucleosides 
can result in enhanced activity and modulation of cell specifi city [106].

The disadvantage of obtaining only a 50% yield of 5′-phosphorylated nucleoside 
analogs, which results from the enzymatic cleavage of the duplex drugs, can be 
avoided by the synthesis of glycerol–lipid–heteronucleotides, the so-called “multi-
plex drugs.” Figure 7.7-7 shows an example of such a compound where the two 
cytotoxic nucleosides ara-C and 5-FdU are linked at their 5′-hydroxyl groups via a 
phosphodiester to the 1,3-hydroxy groups of glycerol. To introduce amphiphilic/
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hydrolysis of the duplex drugs, different anticancer nucleotides and nucleosides are formed 
with additive or synergistic activities.
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lipophilic properties, an octadecyl chain is coupled to the 2-hydroxy position of 
glycerol.

After metabolic degradation by phosphodiesterase, both nucleosides are released 
as 5′-nucleotides. In case of different hydrolysis kinetics, other active intermediate 
products may be formed. The structure of the glycerol–lipid–heteronucleotides 
provides a programmed release of differently active drugs that can penetrate a cell 
membrane when the cleavage takes place outside of a cell. These compounds may 
also be formulated in DDS, such as liposomes or micellar systems.

In vitro tests of the glycerol–lipid–heteronucleotides shown in Figure 7.7-7 
revealed that these multiplex drugs inhibited colony formation of 5-FU sensitive 
and resistant human colon tumor cell lines and induced dose-dependent apoptosis 
in colon tumor cells as well as in mouse leukemia cells. No signifi cant difference 
in the cytotoxicity could be observed between 5-FU sensitive and resistant cells, 
indicating that the multiplex drugs might be useful for the treatment of 5-FU resis-
tant tumors [111, 112]. The effectiveness of the postulated mechanisms and advan-
tages of the multiplex drugs will have to be elucidated in in vivo experiments.

We conclude that the chemical modifi cation of water-soluble molecules by 
attachment of long alkyl chains and their stable incorporation into the bilayer 
membranes of small unilamellar liposomes represent a very promising example of 
taking advantage of the high loading capacity lipid bilayers offer for lipophilic 
drugs. The combination of chemical modifi cations of water-soluble drugs with their 
pharmaceutical formulation in liposomes is a valuable method for the development 
of novel pharmaceutical preparations not only for the treatment of tumors or infec-
tious diseases, but also for many other disorders.
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Figure 7.7-7. Multiplex drugs. Example of an amphiphilic glyceryllipid-heterodinucleotide 
(Multiplex drug). The two hydrophilic nucleoside-5′-monophosphates p5-FdU and paraC 
are esterifi ed with the terminal hydroxyl residues of the lipophilic 2-octadecylglycerol. By 
the enzymatic cleavage, several different anticancer metabolites with additive or synergistic 
activities are obtained.
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7.7.8 OUTLOOK AND FUTURE DIRECTIONS

The development of DDS is a challenging venture that combines research efforts 
of experts in various areas, including bioengineering, nanotechnology, biomateri-
als, pharmaceutics, biochemistry, and cell and molecular biology. Specifi c charac-
teristics of pathological processes and cell or tissue types that are the subject of 
therapeutic interventions govern the path from target selection to the develop-
ment of specifi c DDS formulations. The identifi cation of novel cellular targets, for 
example, easily accessible vascular endothelial cells, in contrast to tumor cells or 
other less reachable tissues, will lead to optimized pharmaceutical drug deliv-
ery formulations and preparation technologies. Refi nement of DDS to overcome 
unwanted properties such as toxicity, unspecifi c tissue distribution, and uncon-
trolled release of entrapped active molecules will be the major challenges in the 
fi eld. Future DDS will mostly be based on DNA therapeutics such as DNA, 
ribozymes, DNAzymes, aptamers, (antisense-) oligonucleotides, small inter-
fering RNAs, and their next-generation analogs and derivatives. The use of high-
throughput systems for lead identifi cation will yield many new therapeutic targets. 
Validation and optimization of these disease targets will provide a tremendous 
stimulus in developing newer potent molecules and their corresponding delivery 
systems. Further advances in the study of gene function and identifi cation of single-
nucleotide polymorphisms will not only help in fi ne-tuning DNA-based therapeu-
tics but will also fulfi ll the ultimate goal of providing individualized therapies and 
medicines.
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8.1.1 BACKGROUND

8.1.1.1 Neuropathic and Nociceptive Pain Mechanisms

Role of Growth Factors and Cytokines in These Pain Mechanisms (Peripheral).
Pain is generally classifi ed into two main categories: neuropathic and nociceptive 
(infl ammatory) pain. Nociceptive pain is caused by the activation of primary 
afferent fi bers known as nociceptors [1]. Primary nociceptive afferents (Aδ and C 
fi bers) can become sensitized as a result of various factors such as tissue trauma, 
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infl ammation, and ischemia [2]. Peripheral injury (tissue damage) results in the 
synthesis and release of various infl ammatory mediators that induce infl ammation 
and edema as part of the healing process. These mediators include bradykinin, 
substance P, histamine, serotonin (5-HT), glutamate, acetylcholine (Ach), ATP, 
ions (H+, K+), cholecystokinin, nerve growth factor (NGF) [3], cytokines such 
as tumor necrosis factor α (TNFα), interleukin-1β (IL-1β) and interleukin-6 
(IL-6), and eicosanoids (such as prostaglandin E2, prostaglandin I2, and leukotriene 
B4), which excite and sensitize nociceptors as well as recruit additional nociceptors 
to enhance pain perception [1, 4]. Peptide neurotransmitters such as substance 
P (SP) and calcitonin gene-related peptide (CGRP) can be released from the 
nerve terminals of nociceptors into damaged tissues, a process that serves to 
augment the effects of infl ammatory agents by causing vasodilation and increased 
capillary permeability. Bradykinin (released from blood vessels) and other 
chemical agents such as 5-HT released from platelets, histamine from mast cells, 
and eicosanoids from various cellular elements further contribute to sensitization 
of nociceptors, by either opening ion channels or activating second messenger 
systems [5].

The process of peripheral sensitization is manifested by a decrease in the activa-
tion threshold of nociceptors (allodynia) and an increase in the response of 
nociceptors to noxious stimulation (hyperalgesia) [6, 7]. In addition, peripheral 
sensitization may be enhanced due to the recruitment of “silent” noci ceptors [6, 
8], which are normally unresponsive to thermal or mechanical stimuli in healthy 
tissue. The release of various chemical mediators in the periphery also causes 
repetitive activity in primary afferent fi bers. This barrage of input results in the 
central release of neurotransmitters and neuropeptides that act on brain cells or 
neurons in the central nervous system to increase their response to tissue stimula-
tion. This phenomenon is known as central sensitization and results in the amplifi -
cation and persistence of nociceptive signals that are eventually perceived as pain. 
It is theorized that central sensitization is the mechanism underlying pain referral 
and clinical signs of secondary hyperalgesia, which refers to the sensitization of 
noninfl amed tissue surrounding the site of infl ammation in the periphery [9–12].

Normally, as the injured tissue heals and infl ammation subsides, the pheno mena 
of peripheral and central sensitization dissipate [1]. However, under certain condi-
tions, pain does not resolve with tissue healing and becomes chronic [1, 4]. It is 
thought that the transition from acute to chronic pain under these conditions may 
refl ect damage or dysfunction of the peripheral and/or central nervous system, 
which results in abnormal processing of sensory input, and thus, this type of pain 
is called neuropathic pain [1, 13, 14]. The pathophysiology of neuropathic pain 
syndromes (such as postherpetic neuralgia, diabetic neuropathy, posttraumatic 
neuralgia etc.) is not completely understood, but it is considered to be complex and 
multifactorial [1, 13–15]. Neuropathic pain syndromes and peripheral nerve injury 
are generally accompanied by a cascade of infl ammatory events (“neuroinfl amma-
tory cascade”) mediated by a group of cytokines and other molecules, as mentioned 
above [4]. Cytokines such as TNFα and IL-1β, released at the site of infl ammation, 
bind to their receptors on primary afferent fi bers and activate and/or sensitize 
nociceptors, thus inducing and maintaining pain as well as a state of hyperalgesia 
[4]. Studies have shown that the expression of the receptors of these cytokines 
increases after peripheral nerve injury [16–18] and likely contributes to increased 



neuronal excitability. Also, use of cytokine antagonists has been shown to reduce 
nociceptive behavior in rodents [19–21], suggesting a role for TNFα and IL-1β in 
mediating neuropathic-like pain. Similarly, neurotrophic factors such as NGF have 
also been shown to be involved in nociceptive and neuropathic pain conditions 
such as diabetic peripheral neuropathies.

This chapter will focus on NGF and TNFα and their role in the mechanisms of 
neuropathic and nociceptive pain.

8.1.1.2 Introduction to Nerve Growth Factor

Discovery of NGF. Rita Levi-Montalcini, an Italian scientist, discovered NGF in 
the early 1950s. Levi-Montalcini’s research on the central nervous system and its 
peripheral targets led her to hypothesize that “the failure of neurons to thrive in 
the absence of peripheral target tissue was because of a degenerative process” [22]. 
Through her research collaboration with Victor Hamburger, a neuroembryologist, 
Levi-Montalcini gained further evidence that confi rmed her hypothesis. Their 
work on chick embryos led them to hypothesize that “developing nerve cells depend 
on feedback signals that are in limited supply, and the neuronal targets provide a 
specifi c signal that is required for neuronal survival” [22, 23]. This “specifi c signal” 
was later identifi ed to be “a diffusible agent that stimulated the growth and 
differentiation of nerve cells” and thus named the “nerve growth factor.” The 
biological characterization (isolation and purifi cation) of NGF was achieved through 
experiments performed by Levi-Montalcini in collaboration with Stanley Cohen, 
a biochemist who discovered the epidermal growth factor [22]. In 1986, both Rita 
Levi-Montalcini and Stanley Cohen received a Nobel Prize in medicine for their 
discovery of NGF [23].

NGF was the fi rst neurotrophic factor to be characterized [24]. The structure of 
NGF comprises 2α, 2β, and 2γ subunits and one or two zinc ions [25]. The β subunit 
of the complex is released as a result of autocatalytic cleavage initiated by the loss 
of zinc ions. The biologically active form of NGF is NGF-β, which is a dimeric 
molecule (2β subunits) weighing 26.8 kDa, with each monomer consisting of 118 
amino acids and three disulfi de bridges [25, 26].

Role/Function of NGF. NGF is a neurotrophic protein molecule essential for 
the growth and survival of sympathetic and small-diameter afferent neurons 
(nociceptors) [27, 28] and is involved in neuronal function and plasticity [24]. 
NGF belongs to the neurotrophin family, which also includes the brain-derived 
neurotrophic factor (BDNF), glial-derived neurotrophic factor (GDNF), 
neurotrophin-3 (NT-3), and neurotrophin 4/5 (NT-4/5) [29, 30].

Sources of NGF. Neurons as well as non-neuronal cells such as mast cells, 
fi broblasts, eosinophils, T and B lymphocytes, and epithelial cells synthesize NGF 
[31, 32]. NGF and other neurotrophins can also be synthesized and secreted by 
sympathetic and sensory target organs [24]. High levels of NGF are present in the 
central nervous system (CNS) where it is known to play a crucial role in growth 
and plasticity [29]. During development, NGF is secreted by target tissues of 
sensory axons/neurons [24]. Also, during peripheral nerve injury, NGF synthesis 
is initiated in Schwann cells and fi broblasts within the injured nerve by cytokines 
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released in response to the injury (for survival and regeneration of the injured 
nerve) [24].

NGF Receptors. NGF exerts its biological effects by acting on two different 
receptors found on target cells: tyrosine kinase receptor A (TrkA; tropomyosin 
related kinase A) and p75 receptor [29]. The TrkA receptor is a tyrosine kinase 
consisting of intracellular, transmembrane, and extracellular domains, and NGF 
binding results in phosphorylation of key transduction-related proteins or ion 
channels causing downstream receptor modulation [29, 32]. The TrkA receptor has 
a very slow dissociation rate for NGF and is therefore called a high-affi nity NGF 
receptor [33]. In the periphery, TrkA receptors are expressed on small-diameter 
sensory neurons, infl ammatory cells, and sympathetic neurons [30, 34]. The p75 
receptor is a member of the superfamily of TNF (tumor necrosis factor) receptor-
related molecules that has extracellular and transmembrane domains. The p75 
receptor can bind all neurotrophins [29]. The p75 receptor is known as the low-
affi nity NGF receptor because it has fast association and dissociation rates for NGF 
binding [33]. The binding of NGF to TrkA and p75 receptors results in the activation 
of downstream signal transduction pathways that mediate the physiological effects 
of NGF [35].

Downstream Signaling Pathways of NGF. NGF binding to the TrkA receptors 
causes receptor activation and dimerization, which results in transautophosphory-
lation and activation of intracellular signaling cascades like extracellular signal-
regulated kinase (ERK), phosphatidylinositol 3-kinase (PI3K), and phospholipase 
Cγ (PLC-γ) pathways [24, 35]. The Src homologous and collagen-like (Shc) adaptor 
protein binds to the activated Trk receptor, and its phosphorylation results in an 
increase in the activities of PI3K and Akt (protein kinase B), which are involved 
in neuronal survival [35]. The Shc binding to TrkA receptors also increases the 
activities of Ras and ERK, which can infl uence transcriptional events such as 
induction of cyclic AMP-response element binding (CREB) transcription factor 
that is involved in neurite outgrowth, cell cycle, and synaptic plasticity [35]. It is 
thought that sustained activation of the ERK pathway requires the internalization 
of the NGF–TrkA receptor complex into membrane vesicles [24, 36]. The PLC-γ
signaling cascade is initiated by direct PLC-γ binding to the activated Trk receptor 
and results in protein kinase C activation and the release of inositol phosphates 
and calcium [24, 35]. It has been suggested that activation of these signaling 
pathways may result in the modulation of ion channels such as the capsaicin receptor 
channel known as the TRPV1 or VR1 channel [35, 37]. The p75 receptor also 
activates signaling components such as Jun N-terminal kinase (JNK), nuclear 
factor-κB (NF-κB), and ceramide to mediate processes such as apoptosis or cell 
death [35].

NGF Tissue Levels. As compared with neurotransmitters, neurotrophic factors 
such as NGF exist in very low concentrations; therefore, their detection is very 
diffi cult [38]. The maximum peak level of NGF in the interstitial fl uid of the brain 
of patients with severe head injury was found to be 1100 pg/mL [39]. A study using 
an enzyme-linked immunosorbent assay (ELISA) (measuring unbound β-NGF 
concentration) has shown that men have signifi cantly higher serum NGF 



concentration (40.8 ± 10.8 pg/mL) than women (8.2 ± 1.4 pg/mL in the follicular 
phase and 14.4 ± 2.9 pg/mL in the luteal phase) [40]. As differences in the NGF 
concentrations in both the follicular and the luteal phase of the menstrual cycle 
were reported to be statistically signifi cant, it has been suggested that female sex 
hormones (and androgens) infl uence circulating NGF levels [40].

8.1.1.3 Introduction to Tumor Necrosis Factor a

Discovery of TNFa. In 1975, Carswell et al. published a study that showed that 
endotoxin treated serum of bacillus Calmette-Guerin (BCG)-infected mice induces 
the release of a substance that is selectively toxic for tumor/malignant cells [41]. 
They reported that this substance was as effective at causing necrosis of tumors as 
endotoxin itself and named it “the tumor necrosis factor” (TNF) [41]. TNF is now 
considered a part of a large and diverse group of polypeptides called cytokines, 
whose major role is to mediate interactions between the infl ammatory and the 
immune system [42, 43]. There are two forms of TNF: TNFα and TNFβ. TNFα is 
synthesized as a prohormone, and its soluble form (17 kD, nonglycosylated protein) 
is released from the 26-kD transmembrane protein via specifi c proteolytic cleavage 
[44, 45]. TNFβ or lymphotoxin shares 28% sequence homology with TNFα [46].

Role/Function of TNFa. TNFα belongs to a family of cytokines that also includes 
interleukins, interferons, and transforming growth factors [42]. TNFα is involved 
in various processes such as infl ammation, cytotoxicity, (apoptotic) cell death, 
metabolism (insulin resistance), thrombosis, and fi brinolysis [44, 47]. TNFα is also 
involved in exerting endocrine, paracrine, and autocrine control of infl ammatory 
responses. It can activate macrophages [46], initiate a cascade of other cytokines 
(IL-1β, IL-6, and IL-8) and growth factors (NGF), and can recruit circulating 
infl ammatory cells to the local site of infl ammation to induce edema [47, 48]. 
TNFα-induced infl ammatory response also involves the release of arachidonic 
acid, which results in the production of pro-infl ammatory mediators such as 
prostaglandins and leukotrienes [49]. TNFα plays a major role in the pathogenesis 
of septic shock syndrome that results from the body’s reaction to a bacterial, viral, 
or parasitic infection [49]. In the CNS, TNFα has both neurotoxic and neuroprotective 
effects [50, 51]. Recent research has suggested that TNFα (and other cytokines) 
link the immune and nervous system and may be involved in the generation of pain 
and hyperalgesia [52]. It has also been suggested that cytokines like TNFα can 
induce the production of NGF in both the peripheral and the central nervous 
system [53].

Sources of TNFa. Various stimuli such as endotoxins, superantigens, osmotic 
stress, injury, infl ammation, and radiation can cause the release of TNFα [48]. 
TNFα is produced mainly by monocytes and/or macrophages and T cells [45, 48]. 
However, small amounts of TNFα can be released by various other cell types [44, 
52]. For instance, Schwann cells can produce TNFα after injury. Like several other 
cytokines, TNFα can induce its own production as well [52].

TNFa Receptors. TNFα exerts its effect through two high-affi nity, cell-surface 
receptors: p55 and p75 receptors [42, 52]. Both TNF receptors are expressed in the 
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CNS [42]. Both receptors are glycoproteins and have a single-membrane spanning 
hydrophobic segment [49]. At least one of these two TNF receptors is present on 
virtually all cells, explaining the pleiotropic nature of TNFα [44, 45]. It has been 
shown that tissues including kidney, liver, adipose, and muscle tissue express the 
p55 receptor [46]. Most of the effects of TNFα are mediating via its binding and 
activation of the p55 receptor. Some processes such as cytotoxicity and thymocyte 
proliferation are also associated with the p75 receptor [49]. The binding of TNFα
to its receptors results in the activation of a multitude of complex signaling pathways. 
TNFβ also binds to the same receptors as TNFα and mediates similar biological 
actions [49].

Downstream Signaling Pathways of TNFa. The binding of TNFα to its receptors 
results in the activation of multiple signal transduction pathways, kinases, and 
transcription factors that activate several cellular genes [45]. These signaling 
pathways include those that activate transcription factors (such as NF-κB and 
AP1), protein kinases (such as mitogen activated protein kinase or MAPK, JNK, 
p38), and proteases [44]. The binding of TNFα to the p55 receptor results in the 
activation of phospholipase C (PLC) and production of diacylglycerol (DAG), 
which then activates a calcium-independent protein kinase C (PKC) isotype [49]. 
Through an unknown pathway, PKC then activates Jun and Fos proteins that 
are components of AP-1 transcription factor [49, 54] and therefore results in 
the induction of AP-1 responsive genes [54]. DAG can also activate a C type 
phospholipase known as SMase, which hydrolyzes sphingomyelin (SM) to ceramide, 
a second messenger for processes such as apoptosis. In addition, p55 receptor 
activation can result in the phosphorylation of phospholipase A2 (PLA2), which 
triggers the release of arachidonic acid (AA) and production of eicosanoids involved 
in the process of infl ammation [49]. PLA2 activation is also thought to be involved 
in TNFα-induced cytotoxicity. TNFα can also activate transcription factors such 
as NF-κB and JNK. Several adaptor proteins that initiate these pathways and link 
TNF receptors to their downstream targets have been identifi ed. One such protein 
is called the death domain protein, which is involved in the process of apoptosis 
[44, 51]. Another adaptor protein is part of the TNF receptor associated factors 
(TRAFs) family, which consists of six distinct proteins, but only TRAF2, TRAF5, 
and TRAF6 are thought to mediate NF-κB and JNK activation [44]. Another 
molecule required for TNFα mediated NF-κB activation is known as the receptor 
interacting protein (RIP) [44]. NF-κB activation results in the synthesis of new 
proteins, some of which are involved in cell death, whereas others result in cell 
proliferation. Therefore, depending on the cell cycle, TNFα can either initiate 
apoptosis (programmed cell death) or be protective [51].

TNFa Tissue Levels. Cytokines are produced on demand, and they only travel 
over short distances. It is thought that in vivo concentrations of cytokines are in 
the range of a few picograms to nanograms per milliliter [52]. In a study conducted 
on baboons, infusion of a lethal dose of Escherichia coli increased plasma TNFα
concentration to a peak level of 20,500 ± 9890 pg/mL within 90 minutes [55]. 
Similarly, it has been reported that in human volunteers, a bolus injection of 
endotoxin results in a burst increase in TNFα levels (peak level: 358 ± 166 pg/mL) 
followed by a rapid decline to undetectable levels [45, 56].



8.1.1.4 Clinical Signifi cance

Currently available surgical techniques and powerful analgesics such as opioids are 
relatively ineffective for the treatment of painful neuropathies or, in the case of 
opioid analgesics, have other limitations such as adverse side effects [4]. Therefore, 
researchers have targeted other cellular and molecular mechanisms and mediators 
that are thought to be involved in neuropathic and infl ammatory pain conditions 
in an effort to develop new drugs and therapeutic strategies. One such molecule is 
the nerve growth factor.

NGF. NGF levels change during some neurodegenerative disease states and other 
pathological conditions [57, 58]. NGF levels have been increased exogenously in 
experiments investigating diabetic peripheral neuropathies. There is a loss of dorsal 
root ganglion neurons and degeneration of Schwann cells and small-diameter 
sensory neuronal fi bers during diabetic peripheral neuropathies [59]. Experimentally, 
it has been shown that induction of diabetes with streptozotocin causes a decrease 
in NGF levels in the sensory neurons and target tissues of rats [60, 61] and that 
human diabetic patients have low NGF levels in the skin [62]. Also, studies have 
shown that NGF uptake and retrograde transport mechanisms are impaired in 
animal models of diabetes [63, 64]. Therefore, it was thought that NGF replacement 
therapy might have a benefi cial effect on the treatment of this condition due to its 
involvement in the promotion of neuronal growth and survival as well as its ability 
to prevent neuronal damage to small-diameter sensory and autonomic neurons 
[65].

Initial animal studies showed that increasing NGF levels in experimental models 
of peripheral neuropathy had benefi cial effects (prevented the decrease in SP and 
CGRP levels in dorsal root ganglion neurons and prevented the loss of sensitivity 
to thermal noxious stimuli, i.e., prevented the onset of symptoms associated with 
polyneuropathy) [65–67]. This led to phase I (0.03–1-μg/kg human NGF) and II 
(0.1- or 0.3-μg/kg human NGF three times a week for 6 months) clinical trials that 
involved subcutaneous administration of human NGF into healthy human volun-
teers and diabetic patients suffering from polyneuropathy [68, 69]. Although symp-
toms of polyneuropathy were decreased by NGF treatment, these trials also revealed 
that human NGF administration results in serious dose-limiting, pain-related sys-
temic side effects such as hyperalgesia at the site of injection, diffuse myalgias or 
arthralgias, and leg cramps (more frequent and severe with higher doses) [68, 69]. 
The positive results from phase II clinical trials resulted in a phase III clinical trial 
(0.1-μg/kg human NGF three times a week for 48 weeks) that also reported pain-
related side effects in response to human NGF administration but failed to show 
the effi cacy of human NGF in treating diabetic poly neuropathy [70]. Although 
initially NGF seemed to be an ideal therapeutic agent for the treatment of diabetic 
neuropathy, the failure of these subsequent clinical trials has served to highlight 
the potentially important role altered NGF levels may play in the development of 
chronic joint and muscle pain.

NGF is also considered to be a novel therapeutic target for the treatment of other 
types of neuropathic pain. Studies conducted on animal models of neuropathic 
pain suggest that there might be a relationship between neuropathic pain and 
NGF [71–74]. Procedures used to induce neuropathic pain such as sciatic nerve 
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constriction [73] or spinal nerve ligation [75] result in pain behaviors such as allo-
dynia and mechanical and thermal hyperalgesia [71, 73, 74] and lead to increases 
in the levels of NGF [75, 76]. Administration of NGF antiserum has been shown 
to inhibit mechanical and thermal hyperalgesia caused by elevated endogenous 
NGF levels [72, 77], which suggests that NGF is a mediator of mechanical sensitiv-
ity. Also, neuropathic patients with chronic hyperalgesia and allodynia have 
increased levels of NGF in the area of peripheral neuropathy [78]. However, some 
studies conducted on animal models of nerve constriction injury have reported 
contradictory results. For example, exogenous NGF administration (chronic infu-
sion of 10 μL of 0.5-mg/mL NGF) has been shown to abolish behavioral hyperal-
gesia (decrease in mechanical threshold) caused by chronic constriction injury of 
the rat sciatic nerve [79]. Also, a study has shown that intrathecal rat NGF infusion 
restores the antiallodynic and antihyperalgesic effects of morphine in a rat model 
of sciatic nerve constriction injury [80]. Overall, these studies suggest that there 
might be a correlation between NGF levels in the periphery and pain behaviors 
such as mechanical allodynia and thermal hyperalgesia that are hallmarks of 
neuropathic pain.

Tissue infl ammation is known to result in an increase in the production and 
release of NGF [32, 81–83]. Studies have shown that infl ammatory mediators such 
as interleukin-1 (IL-1), IL-4, IL-5, tumor necrosis factor-α, and interferon-γ induce 
NGF release. In turn, NGF can augment neurogenic infl ammation by promoting 
the release of infl ammatory mediators from basophils, mast cells, macrophages, 
and T and B lymphocytes [32, 34]. Various infl ammatory diseases such as rheuma-
toid arthritis [84], multiple sclerosis [31], and systemic lupus erythematosus [31, 81] 
lead to upregulation of NGF synthesis. Anti-NGF antibodies have been shown to 
signifi cantly reduce infl ammatory hypersensitivity caused by high levels of NGF 
[85]. Therefore, NGF is considered to be a key mediator in the production of 
infl ammatory pain. It has been suggested that NGF infl uences infl ammatory 
responses by affecting immune cell function, altering neuropeptide (SP and CGRP) 
levels in sensory fi bers [1, 31, 32, 86], or sensitizing nerve terminals through recep-
tor phosphorylation [34]. Therefore, elevated endogenous levels of NGF seem to 
be associated with neuropathic and infl ammatory pain. However, the use of anti-
NGF antibodies for the treatment of these conditions is still under research, as 
some studies have produced contradictory results.

TNFa. Another novel therapeutic target that has been identifi ed is TNFα. TNFα
(and IL-1) plays a major role in the pathogenesis of infl ammatory diseases such as 
arthritis [47]. It has been shown that there is an increased expression of TNFα
producing cells in the synovial tissue samples of osteoarthritis patients [87] and 
that TNFα levels have also been detected in the synovial fl uid and synovium of 
rheumatoid arthritis patients [47, 88]. It is thought that TNFα (acting synergistically 
with IL-1) increases the synthesis of matrix degrading proteins like interstitial 
collagenase and stromelysin [49, 89] and causes tissue (cartilage) destruction 
observed in rheumatoid arthritis, osteoarthritis, and other joint diseases [46, 51, 
88]. Injections of TNFα have been shown to accelerate the onset or increase the 
severity of collagen-induced arthritis in rats and mice [90, 91]. The use of anti-
TNFα antibodies or other TNFα inhibitors has been shown to treat collagen-
induced arthritis in mice [92, 93]. Also, a study has shown that anti-TNFα antibodies 



can reduce infl ammation (foot swelling) and joint destruction even when used after 
disease onset [94].

The positive results of these animal studies led to clinical trials with monoclonal 
antibodies of TNFα [95–97]. An open label trial was conducted with chimeric (75% 
human and 25% murine) monoclonal anti-TNFα antibody cA2 (infl iximab) to test 
its safety and effi cacy in the treatment of rheumatoid arthritis [97, 98]. Infl iximab 
was infused two to four times over 2 weeks at a total dose of 20-mg/kg body weight 
in 20 patients with rheumatoid arthritis unresponsive to disease-modifying anti-
rheumatic drugs (DMARD) therapy. It was found that this treatment led to a rapid 
improvement in patient symptoms; i.e., patients had decreased number of swollen/
tender joints, decreased degree of pain, and stiffness in the joints. Also, there was 
a decrease in the laboratory measurements of infl ammatory activity [erythrocyte 
sedimentation rate and C-reactive proteins (CRP)]. The maximum clinical response 
(change from baseline) was achieved within the fi rst month of treatment and lasted 
for 8–22 weeks. The infusions were reported to be safe as they were well tolerated 
and did not cause any adverse effects. It was reported that TNFα monoclonal 
antibody treatment might be useful for long-term therapy (for, e.g., for controlling 
chronic diseases) as seven patients that were retreated (given repeated infusions) 
after a relapse also showed signifi cant improvement [96].

Another TNFα monoclonal antibody known as etanercept (a fusion protein of 
human IgG and two p75 TNF receptors) [98] that is a competitive inhibitor of 
TNF’s cell-surface receptor has been developed. Clinical studies have shown that 
etanercept therapy results in signifi cant clinical benefi ts and is well tolerated and 
safe for long-term use [99–101]. Etanercept is given sub cutaneously (25 mg) twice 
weekly for the treatment of rheumatoid arthritis [98]. It is also used in the treat-
ment of psoriatic arthritis, and a recent clinical trial has reported that in addition 
to decreasing joint pain and fatigue, etanercept also decreases symptoms of depres-
sion associated with this chronic disease [102].

Recently, a fully human monoclonal TNFα antibody called adalimumab (a 
humanized IgG1) [98] has also been developed for the treatment of rheumatoid 
arthritis. Double-blind, placebo-controlled clinical trials have shown that the addi-
tion of adalimumab to methotrexate therapy resulted in signifi cant, long-term 
improvement (slowed progression of structural joint damage and a reduction in 
signs and symptoms) in rheumatoid arthritis patients [103, 104]. Therefore, adali-
mumab has been approved for treating rheumatoid arthritis as a monotherapy and 
in combination with methotrexate [98]. Adalimumab is administered subcutane-
ously every 2 weeks (45 mg) [98]. Currently, all three of these TNFα inhibitors are 
being used in the treatment of various infl ammatory conditions, such as rheumatoid 
arthritis, ankylosing spondylitis, psoriatic arthritis, and Crohn’s disease.

8.1.1.5 NGF and Experimental Muscle Pain

Animal Research. Studies in adult rats [83, 105] have shown that NGF 
administration leads to hyperalgesia and sensitization of cutaneous nociceptive 
neurons [6, 82, 106–108]. Local or systemically administered mouse or human NGF 
resulted in two phases of hyperalgesia in response to thermal and mechanical 
stimuli in adult male and female rats: an early phase starting 30 minutes after NGF 
administration and a late, but longer lasting phase starting several hours after NGF 
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administration and lasting for several days [30, 105–107, 109]. Thermal hyperalgesia 
occurred during both phases but mechanical hyperalgesia only during the late 
phase. Local, but not systemic, administration of NGF resulted in hyperalgesia that 
was limited to the site of injection. Interestingly, injection of human NGF has not 
been reported to result in any overt pain behavior in these animals [30]. It was 
subsequently demonstrated that human NGF applied directly to the receptive fi elds 
of cutaneous afferent fi bers decreased the thermal or heat threshold without 
changing the mechanical or cold threshold [30, 107]. These results suggest that the 
fi rst phase of thermal hyperalgesia is due to the peripheral effects of NGF, whereas 
the second phase of thermal and mechanical hyperalgesia are likely a result of 
central mechanisms.

Human Research. In healthy men and women, single intravenous or subcutaneous 
doses of human NGF (0.03 to 1 μg/kg) produced mild-to-moderate muscle pain, 
especially pain in the masseter muscle that increased with chewing, beginning 
1–1.5 hours postinjection [69]. Beginning at 60–90 minutes after human NGF 
administration, subjects reported muscle pain that increased at 4 to 6 hours and 
then slowly decreased over 2 to 8 days. Female subjects reported greater muscle 
pain as compared with male subjects, and the effect was found to be dose-dependent, 
which suggests that human NGF may have sex-dependent effects [69]. Subcutaneous 
injection of human NGF resulted in hyperalgesia to touch and heat at the site of 
the injection (in addition to mild, diffuse myalgias), which lasted for 7 weeks and 
was found to be dose-dependent [69]. This study demonstrated that human NGF 
administration results in diffuse muscle pain (including pain in the orofacial region) 
that peaks hours after injection and increases with muscle use. Another study 
conducted by Dyck et al. [110] had reported that healthy human subjects injected 
with intradermal injection of human NGF in the forearm (1 or 3 μg) developed 
pressure allodynia and heat-pain hyperalgesia within 3 hours on the NGF-injected 
side. The authors suggested that local tissue mechanisms might be responsible for 
the rapid onset of these processes [110].

8.1.1.6 TNFa and Experimental Joint Pain

Animal Research. In 1992, Cunha et al. conducted a study in rats to determine 
the hyperalgesic effects of various cytokines including TNFα [111]. They found 
that TNFα played a crucial role in the development of infl ammatory hyperalgesia 
and blockade of TNFα activity completely abolished the infl ammatory response. 
They reported that TNFα-induced hyperalgesia occurs through both prostaglandin 
and sympathetically mediated pathways [111]. Another study conducted on male 
rats has shown that repeated intraplantar injections of TNFα into the rat paw 
(2.5 pg daily for 30 days) caused persistent mechanical hypersensitivity in nociceptors 
that lasted for at least 30 days after the treatment was stopped [112]. The authors 
reported that hypersensitivity was not induced when indomethacin and atenolol 
were injected with TNFα, suggesting that TNFα-induced mechanical hyper-
sensitivity was mediated via the release of eicosanoids and sympathomimetic 
mediators, as suggested by the Cunha et al. study [112]. Various other studies have 
also shown that intraplantar injections of TNFα can induce mechanical allodynia 
and hyperalgesic effects in rats [52, 111, 113, 114].



Researchers have also used an in vitro rat skin model to determine the effects 
of TNFα on heat-induced release of CGRP (neuropeptide) from nociceptors [115]. 
They found that, in contrast to the excitatory effects of TNFα in vivo, it did not 
induce any CGRP release at 32°C; however, TNFα produced a transient (short-
term) and dose-dependent heat sensitization. Thus, the authors speculated that, in 
addition to their role in mediating long-term sensitization in various chronic infl am-
matory conditions [52, 116], cytokines such as TNFα might also play a role in the 
acute phase of infl ammation, i.e., cause heat sensitization through receptor-
associated mechanisms (phosphorylation of ion channels) [115] rather than through 
signaling pathways. A recent study has also suggested that TNFα-induced rapid 
thermal and mechanical sensitization processes (after peripheral administration) 
are probably due to a direct effect on afferent fi bers [117].

TNFα is also thought to be one of the mediators involved in formalin-induced 
orofacial nociception in behavioral rat models [118] and carrageenan (CG)-induced 
infl ammation in mice [119, 120]. A study has shown that intraarticular injections 
of TNFα could cause an intense incapacitation response in carrageenan-primed rat 
knee joints that lasts for more than 8 hours [121]. The treatment of knee joints with 
anti-TNFα antibodies (intra articular injection) signifi cantly inhibited CG-induced 
incapacitation response, which suggests that TNFα is a mediator of CG-induced 
infl ammatory incapacitation and is involved in maintaining nociceptive responses 
over the long term [121]. Another study has shown that induction of arthritis in 
mice (streptococcal cell wall arthritis model) caused the release of TNFα, which 
resulted in signifi cant knee joint swelling [122]. The use of anti-TNFα treatment 
markedly reduced the joint swelling, which suggests a role for TNFα in this arthritis 
model [122]. The contribution of TNFα to infl ammatory pain has been assessed in 
another experimentally induced model of arthritis (complete Freund’s adjuvant or 
CFA) [123]. It was found that CFA-induced joint infl ammation in rats was associ-
ated with increased expression of both TNFα receptors in the dorsal root ganglion 
cells. Also, the number of macrophages was correlated with the development of 
hyperalgesia, which suggests that TNFα induces infl ammatory hyperalgesia through 
its direct actions on neuronal receptors as well as by increasing the expression of 
macrophages [123].

The effects of subcutaneously injected TNFα on the mechanical sensitivity and 
activity of C fi bers have also been tested in anesthetized rats [124]. It was found 
that the 5-ng dose of TNFα decreased the mechanical thresholds of ∼67% of the 
C fi bers, and this sensitization began within 30 minutes of the injection and lasted 
for at least 2 hours. Also, the authors reported that TNFα caused signifi cant plasma 
protein extravasation that was dose-dependent [124]. Therefore, these studies 
suggest that TNFα released after tissue injury or disease is involved in the genera-
tion of increased pain sensitivity and infl ammation, which is observed in patients 
suffering from infl ammatory diseases. Further evidence for TNFα’s role in pain 
conditions comes from studies that have shown strong correlations among tissue 
levels of TNFα, pain, and hyperalgesia [52, 118, 125–127].

Human Research. Animal research has provided strong evidence for the role of 
TNFα in mediating infl ammatory pain sensitivity and tissue destruction associated 
with chronic infl ammatory conditions, and the successful use of anti-TNFα
antibodies in animals has led to their use in human subjects. Various clinical trials 
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have shown positive results (as discussed) and led to the approval of these agents 
for use in the treatment of conditions like rheumatoid arthritis.

TNFα has also been thought to be involved in the pathogenesis of other condi-
tions such as migraine headaches, multiple sclerosis, and depression. Recently, a 
study was conducted to determine the role of TNFα in a migraine. It was found 
that migraine patients had signifi cantly higher plasma TNFα levels during an attack 
as compared with headache-free periods, which suggests a potential role for TNFα
[178]. Similarly, serum TNFα levels have been reported to be signifi cantly higher 
in patients suffering from depression and multiple sclerosis than in healthy controls 
[129]. Also, it has been reported that TNFα may be important in the pathogenesis 
of temporomandibular disorders (TMDs) and the measurement of TNFα levels in 
the synovial aspirate may be useful for the diagnosis of temporomandibular joint 
(TMJ)-related pain conditions [130–133].

8.1.2 CASE STUDIES

8.1.2.1 Case Study I: Effect of Intramuscular Injection of NGF in Humans

To investigate the effects of intramuscular injection of NGF on muscle pain, a study 
was conducted on 12 male volunteers with a mean age of 24.8 years. A baseline 
measurement of pressure pain threshold (PPT) and pressure tolerance threshold 
(PTOL) was conducted with a pressure algometer for both the masseter and the 
temporalis muscles. PPT is a measure of mechanical allodynia and refers to the 
lowest pressure that the subjects perceived to be painful. PTOL is considered to 
be a measure of mechanical hyperalgesia and refers to the maximum pressure that 
the subjects could tolerate. Each subject received two injections (buffered isotonic 
saline control and ∼0.1-μg/kg recombinant human NGF; injection volume = 0.2 mL), 
one in each masseter muscle. The side and sequence of injections was randomized 
and blinded. After the fi rst injection, the subjects were asked to rate the pain 
experienced on an electronic visual analog scale (VAS) of 1 (no pain) to 10 (worst 
imaginable pain). The pain scores were used to determine the pain intensity felt 
by the subjects. Fifteen minutes after the fi rst injection, the second injection was 
made in the contralateral masseter muscle and the pain score measurement was 
repeated. Subjects were also asked to fi ll out a pain questionnaire and rate their 
pain intensity on a 0–10 numerical rating scale (NRS) during activities involving 
jaw movements such as chewing, yawning, and talking. Both PPT and PTOL mea-
surements were repeated 1, 7, 14, 21, and 28 days after the injections [134].

The results showed that intramuscular injection of NGF did not evoke any sig-
nifi cant pain in the masseter muscle, as the VAS scores after the NGF injection 
were not signifi cantly different from the low VAS scores reported after the control 
saline injection. There was no signifi cant difference in the baseline PPT and PTOL 
values in either temporalis or masseter muscles. The NGF injection caused a 
decrease in the PPT values (as compared with the baseline) in the masseter muscle, 
with signifi cantly lower PPTs at 1 and 7 days after injection (Figure 8.1-1). The 
saline injection also caused a signifi cant decrease in PPTs 1 day after injection; 
however, the PPT values increased signifi cantly above baseline after 14 and 21 days. 
At 1 day after injection, the mean PPT value in the NGF-injected muscles was 
signifi cantly lower than that in the saline-injected muscles (Figure 8.1-1). The PPT 



values in both temporalis muscles increased after (control saline or NGF) injections 
in the masseter muscles. The NGF injection also caused a decrease in the PTOL 
values, with signifi cantly lower PTOL values at 1 day (compared with baseline) 
(Figure 8.1-2). However, at 21 days, the mean PTOL value in NGF-injected muscles 
increased signifi cantly above the baseline value. The control saline injection did 
not cause any signifi cant change in the PTOL values. The PPT values of the tem-
poralis muscle ipsilateral to saline-injected masseter muscle were signifi cantly 
higher at 21 and 28 days after injection. However, there was no signifi cant change 
in the PPTs of the temporalis muscle ipsilateral to the NGF-injected masseter 
muscle. Subjects reported pain upon chewing and yawning in the NGF-injected 
masseter muscle, whereas activities such as talking, swallowing, and smiling did not 
evoke pain in the NGF-injected masseter muscle (Figure 8.1-3) [134].
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Figure 8.1-1. PPT measured in four test muscles for 28 days. NGF or isotonic saline was 
injected into the masseter (MA) muscle. Temporalis (TA) muscle PPTs were also assessed 
bilaterally on the side of NGF and saline injection. Each point indicates mean ± SEM (n =
12). The symbol (*) indicates signifi cantly lower and (#) signifi cantly higher compared with 
baseline (Dunnett: p < 0.05). (Reproduced from Ref. 134, with the permission of the Inter-
national Association for the Study of Pain.)
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The results of this study suggested that intramuscular injection of NGF did not 
evoke any signifi cant pain but caused mechanical sensitization at the site of injec-
tion in the masseter muscle that lasted for at least 7 days and resulted in TMD-like 
symptoms. A signifi cant reduction in the PPT and PTOL values in the NGF-
injected muscles indicated that NGF can cause mechanical allodynia and hyperal-
gesia. Also, a signifi cant number of subjects reported pain during oral functions 
such as chewing and yawning, which is also a characteristic symptom of TMD. The 
authors suggested that intramuscular administration of NGF into the masseter 
muscle could be used to model TMD-like pain and sensitization and to further 
study the pathophysiology of TMD. In addition, the authors commented that it was 
not clear whether NGF was causing mechanical sensitization through a peripheral 
or central mechanism [134]. Therefore, the mechanisms responsible for NGF-
induced sensitization need to be further investigated.

8.1.2.2 Case Study II: NGF Effects on Masticatory Muscle Nociceptors

An animal study was undertaken to determine whether NGF signifi cantly alters 
the masseter muscle afferent fi ber mechanical threshold as part of the mechanism 
whereby it decreases PPTs in human subjects. In this study, in vivo single afferent 
neuron recordings were conducted on anesthetized, adult female Sprague–Dawley 
rats (n = 17). A recording electrode was lowered into the trigeminal ganglion to 
record orthodromic action potentials of afferent fi bers activated by applying 
mechanical force to the masseter muscle. A blunt mechanical search stimulus was 
used to fi nd afferent fi bers in the rat masseter muscle. An antidromic collision 
technique [135] was used to confi rm the projection of a fi ber to the central nervous 
system (Figure 8.1-4). The mechanical threshold (MT) of each masseter muscle 
afferent fi ber was assessed with an electronic von Frey (VF) hair (Figure 8.1-5). 
For each fi ber, a baseline MT recording was conducted every minute for 10 minutes. 
Each primary afferent fi ber was assigned to one of the following two groups: vehicle 
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Figure 8.1-4. An example of a collision between an orthodromic (activated by mechanical 
stimulation of the masseter muscle) and an antidromic (activated by electrical stimulation 
of the caudal brain stem) is illustrated. *Collision resulted in the disappearance of the 
antidromic spike. This method was used to confi rm the projection of the masseter afferent 
fi ber from the masseter muscle to the caudal brain stem, a region believed to be responsible 
for the integration of muscle pain input.

Figure 8.1-5. (A) The shape of a single action potential is shown. (B) The top trace shows 
the action potentials recorded from the trigeminal ganglion. The bottom trace shows an 
increase in the force applied with an electronic von Frey (VF) hair on the masseter muscle 
until the fi ber started fi ring action potentials. The threshold of the fi ber (7.71 g) was deter-
mined by subtracting the baseline from the minimum force required to activate the fi ber.

control (10 μL of phosphate-buffered isotonic saline and albumin, n = 10) or 
25-μg/mL human NGF (1 μg/kg, respectively, 10 μL, n = 7) dissolved in phosphate-
buffered isotonic saline and albumin. After the baseline recording, an injection 
was made into the masseter muscle and the evoked response was recorded for 10 
minutes. Sixty minutes after the injection, 10 consecutive MT recordings were 
conducted at 1-minute intervals. These recordings were repeated every hour for a 
total of 3 hours. Also, the effect of NGF on plasma protein extravasation in the 
masseter muscle was determined.
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Intramuscular injection of human NGF into the rat masseter muscle failed to 
evoke afferent discharge; however, it decreased the MT of masseter afferent fi bers 
compared with the baseline (Figure 8.1-6). There was a signifi cant decrease in the 
MT 1 hour postinjection (as compared with the baseline), which lasted for 3 hours. 
The postinjection MT of saline-injected fi bers was not signifi cantly different from 
the baseline. There was no signifi cant difference between the level of plasma 
protein extravasation between control saline and human NGF groups.

The injection of human NGF caused mechanical sensitization that lasted for at 
least 3 hours; however, there was no indication that human NGF produced these 
effects indirectly through local muscle infl ammation. The peripheral effects of 
NGF are likely mediated through a receptor mechanism, for example, TrkA recep-
tor mediated pathways [136]. It is possible that non specifi c mechanisms, such as 
foreign protein reactions, decreased degradation of human NGF by rat proteases, 
slowed clearance from the muscle, modulation of intracellular calcium concentra-
tion (calcium uptake) [137, 138], actions on bradykinin receptors [139], capsaicin 
receptors [37, 140], or sodium channels [141, 142] might contribute to the effect of 
human NGF in rats.

The results of this study suggested that intramuscular injection of human NGF 
at a concentration equivalent to that which resulted in mechanical sensitization in 
humans [134] caused a signifi cant decrease in the mechanical threshold of rat mas-
seter muscle afferent fi bers. Therefore, the method of injecting human NGF into 
the rat masseter muscle could be used to study peripheral mechanisms associated 
with the development of NGF-induced masseter muscle sensitization in humans.
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8.2.1 TYPES OF GROWTH FACTORS, CYTOKINES, 
AND CHEMOKINES

Growth factors refer to a large class of proteins capable of stimulating cellular 
proliferation and differentiation. Examples of growth factors include cytokines and 
hormones that bind to specifi c receptors on the surface of their target cells.

Cytokines are a subclass of growth factors. Cytokines are primarily secreted 
from leukocytes. Cytokines that are secreted from lymphocytes are called lympho-
kines and those secreted by monocytes or macrophages are called monokines. 
Growth factors are often used interchangeably with cytokines. Traditionally, 
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cytokines are associated with hematopoietic cells and the immune system, includ-
ing lymphocytes, spleen, thymus, and lymph nodes. However, some of the same 
signaling proteins are also being used by other cells and tissues. Growth factors 
imply positive effects on cell division, but cytokines are neutral in terms of their 
functions. Some cytokines promote cell growth or proliferation, such as granulo-
cyte colony stimulating factor (GCSF) and granulocyte macrophage colony stimu-
lating factor (GM-CSF). Other cytokines exhibit inhibitory effects on these 
processes, such as Fas ligand as “death” signal causing target cells to undergo pro-
grammed cell death or apoptosis.

Chemokines are a family of pro-infl ammatory activation-inducible cytokines or 
small protein signals secreted by cells. Chemokines induce directed chemotaxis in 
nearby responsive cells and therefore the name chemotactic cytokines. Four types 
of chemokines exist: (1) C chemokine: the fi rst and the third conserved cysteine 
residues in the mature protein are missing; (2) CC chemokine: the fi rst two con-
served cysteine residues are adjacent in the mature protein; (3) CXC chemokine: 
one amino acid residue separates the fi rst two conserved cysteine residues in the 
mature protein; and (4) CX3C chemokine: three amino acid residues separate the 
fi rst two conserved cysteine residues in the mature protein.

Table 8.2-1 lists examples of the major types of growth factors, cytokines, and 
chemokines. This list is not intended to be complete. New members of growth 
factors, cytokines, and chemokines are discovered continuously.

8.2.2 FUNCTIONS OF GROWTH FACTORS, CYTOKINES, 
AND CHEMOKINES

Growth factors bind to receptors on the cell surface and subsequently activate 
cellular proliferation or differentiation. Many growth factors stimulate cellular 
division in numerous cell type, whereas others are specifi c to particular cell types. 
They often promote cell differentiation and maturation, whereas varies between 
growth factors. For example, bone morphogenic proteins stimulate bone cell 
differentiation, whereas vascular endothelial growth factors stimulate blood 
vessel differentiation.

Cytokines stimulate the humoral and cellular immune responses and activate 
phagocytic cells. Each cytokine binds to a specifi c cell-surface receptor, initiates 
intracellular signaling cascades, and alters cellular functions. The functional con-
sequences may include upregulation or downregulation of gene expression, result-
ing in the production of other cytokines; increases in the number of surface 
receptors for other molecules; or the suppression of their own effects by feedback 
inhibition. The major functions of cytokines could be classifi ed into three catego-
ries: (1) autocrine: cytokine acts on the cells that secrete it; (2) paracrine: cytokine 
action is restricted to the immediate vicinities of cytokine’s secretion; and (3) 
endocrine: cytokine diffuses to distant regions of the body to affect different 
tissues. However, cytokines exhibit considerable “redundancy” because many cyto-
kines share similar functions. Cytokines are also pleiotropic factors because they 
act on many different cell types. The reasons for these effects of cytokines are that 
a certain type of cell may express receptors for more than one cytokine and 
different cells may express receptors for the same cytokine.



TABLE 8.2-1. Types of Growth Factors, Cytokines, and Chemokines

Type Representative growth factors, cytokines, and 
 chemokines

Adipose-derived  Leptin
 cytokine
Angiogenic cytokine VEGFa, VEGFb
C chemokine XCL1 (Lymphotactin), XCL2 (SCM-1β)
CC chemokine  CCL1 (I-309), CCL2 (MCP-1), CCL3 (MIP-1α), CCL4 

 (MIP-1β), CCL5 (RANTES), CCL6 (C10), CCL7 
 (MIP-3), CCL8 (MCP-2), CCL9 (MIP-1γ), CCL10 
 (MRP-2), CCL11 (Eotaxin), CCL12 (MCP-5), CCL13 
 (MCP-4), CCL14 (HCC-1), CCL15 (MIP-5), CCL16 
 (HCC-4), CCL17 (TARC), CCL18 (MIP-4), CCL19 
 (MIP-3β), CCL20 (MIP-3α), CCL21 (Exodus-2), 
 CCL22 (MDC), CCL23 (MIP-3), CCL24 (Eotaxin-2), 
 CCL25 (TECK), CCL26 (Eotaxin-3), CCL27 
 (CTACK), CCL28 (MEC)

CXC chemokine  CXCL1 (GRO-α), CXCL2 (GRO-β/MIP-2), CXCL3 
 (GRO-γ), CXCL4 (PF-4), CXCL5 (ENA-78/LIX), 
 CXCL6 (GCP-2), CXCL7 (NAP-2), CXCL8 (IL-8), 
 CXCL9 (MIG), CXCL10 (IP-10), CXCL11 (I-TAC), 
 CXCL12 (SDF-1α /1β), CXCL13 (BCA-1), CXCL14 
 (BRAK), CXCL15 (Lungkine), CXCL16 (small 
 inducible cytokine B6) 

CX3C chemokine CX3CL1 (Fractalkine)
Hematopoietic growth  IL-20, M-CSF, SCF, SCGF-α, SCGF-β
 factor
Immunoregulatory  IL-2, IL-9, IL-10, IL-13, IL-15
 lymphokine
Interferon INF-α, INF-β, INF-γ, INF-λ
Lectin GALECTIN-1, GLECTIN-3
Neurotrophic factor  ART, BDNF, CNTF, GDNF, MK, NTN/NRTN, β-NGF, 

 NNT-1, NT-3, NT-4, PSP, PTN
Osteoinductive cytokine BMP-2
Other growth factor  EGF, EG-VEGF, Flt3 ligand, G-CSF, GM-CSF, HGF, 

 IGF-1, IGF-II, IL-3, IL-5, IL-7, IL-25 (SF20), KGF/
 FGF-7, OSM, PDGF, TGFA, TPO

Pleiotropic cytokine CT-1, IL-4, IL-6
Pro-infl ammatory  IL-1α, IL-1β, IL-8, IL-17, IL-19, TNF-α, TNF-β,
 cytokine   MIP-1α, MIP-1β, MIP-1γ, MIP-2, MIP-3, MIP-3α, MIP-

 3β, MIP-4, MIP-5
TGF superfamily  TGF-α, TGF-β1 to TGF-β4, GDF-1 to GDF-15, BMP-1 

 to BMP-15
TNF superfamily  TNFSF1 (TNF-β), TNFSF2 (TNF-α), TNFSF3 (TNFC/

 p33), TNFSF4 (TXGP1/gp34), TNFSF5 (CD40L/
 gp39), TNFSF6 (FasL), TNFSF7 (CD70), TNFSF8 
 (CD30L), TNFSF9 (CD137L), TNFSF10 (TRAIL/
 Apo2L), TNFSF11 (RANKL), TNFSF12 (TWEAK/
 Apo3L), TNFSF13 (APRIL/TALL2), TNFSF13B 
 (THANK/TNFSF20), TNFSF14 (LIGHT), TNFSF15 
 (TL1/VEG1), TNFSF18 (AITRL/TL6)

FUNCTIONS OF GROWTH FACTORS, CYTOKINES, AND CHEMOKINES 1199
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Chemokines induce directed chemotaxis in nearby responsive cells. They are 
released from various cells in response to bacteria and viruses infection and in 
response to agents that cause physical damage such as silica or urate crystals. The 
main functions of chemokines are chemoattractants for leukocytes. They help to 
recruit monocytes, neutrophils, and other effector cells from the blood to the sites 
of infection or damage. They serve to guide cells involved in innate immunity and 
in the adaptive immune system. Some chemokines have other roles in the develop-
ment of lymphocytes, migration, and the growth of new blood vessels.

Table 8.2-2 lists examples of the major functions of growth factors, cytokines, 
and chemokines. This list is not intended to be complete. New functions of growth 
factors, cytokines, and chemokines are discovered rapidly.

TABLE 8.2-2. Major Functions of Growth Factors, Cytokines, and Chemokines

No. Abbreviation Full Name Major Function

 1 AITRL Activation-inducible  Regulates T-cell proliferation and
   TNF receptor  survival; promotes the interaction
   ligand  between T lymphocytes and
    endothelial cells
 2 Apo-SAA Apo-serum amyloid Circulates with high-density 
  A protein  lipoproteins; increased by 
    infl ammatory stimulus
 3 APRIL A proliferating- Stimulates proliferation of various
   inducing ligand  tumor cell lines and B and T
    cells
 4 ART Artemin Supports the survival of peripheral
    ganglia
 5 4-1BBL  Provides a co-stimulatory signal 
    for T cell activation and 
    expansion
 6 BAFF B cell activating factor Stimulates B and T cell function
 7 BCA-1 B cell attracting  Behaves as a potent
   chemokine  chemoattractant for B 
    lymphocytes; induces a weak 
    chemotactic response in T cells
    and macrophages
 8 BD-1, -2, -3 β-Defensins Provides antimicrobial activity; 
    behaves as chemoattractant for
    immature dendritic cells and
    memory cells
 9 BDNF Brain-derived  Supports neuron proliferation and
    neurotrophic factor  survival
 10 BMP Bone morphogenetic  Modulates cell proliferation, 
    protein  differentiation, matrix synthesis,
     apoptosis; initiates, promotes, 
     and regulates the development,
     growth, and remodeling
     of bone and cartilage
 11 BMP-2 Bone morphogenetic  Induces bone and cartilage
    protein-2  formation; plays an important 
     role in cardiac morphogenesis



TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

 12 BMP-13 Bone morphogenetic  Regulates articular cartilage; 
    protein-13  repairs oteochondral defects
 13 BMP-14 Bone morphogenetic  Plays a role in long bones during
    protein- 14  embryonic development and 
    postnatally in articular cartilage
 14 BRAK Breast and kidney- Behaves as a highly selective
    expressed chemokine  monocyte chemoattractant
 15 C10 CCL6 Behaves as a chemoattractant 
     B cells, CD4+ T cells, 
     monocytes, and NK cells; 
     exhibits suppressive activity on
     colony formation
 16 CT-1 Cardiotrophin-1 Induces myocyte hypertrophy; 
     enhances the survival of 
     cardiomyocyte and different 
     neuronal populations
 17 CD40L CD40-Ligand Plays an important role in B cell
     proliferation and differentiation,
     and immunoglobulin class 
     switching
 18 CNTF Ciliary neurotrophic  Provides a vital role in the survival
    factor  of neural cells
 19 CTACK Cutaneous T cell-  Attracts CLA+ T cells and directs
    attracting chemokine  them into the skin
 20 CXCL16  Attracts lymphocyte subsets 
     during infl ammation; facilitates
     certain immune response
 21 EGF Epidermal growth factor Stimulates proliferation of 
     epidermal and epithelial cells; 
     inhibits gastric secretion; 
     involves in wound healing
 22 EG-VEGF Endocrine-gland-derived Induces proliferation and migration
    vascular endothelial  fenestration in capillary
    growth factor  endothelial cells
 23 EMAP-II Endothelial-monocyte Inhibits endothelial cell
    activating polypeptide II  proliferation, vasculogenesis, 
     neovessel formation; inhibits 
     angiogenesis of vascular beds; 
     suppresses tumor growth; 
     induces apoptosis and 
     myeloperoxidase activity from
     neutrophils
 24 ENA-78 Epithelial neutrophil Binds to CXCR2 receptor
    activating peptide 78
 25 Eotaxin CCL11 Binds to CCR3 receptor; 
     chemoattracts eosinophils; plays
     a key role in the regulation of
     eosinophil recruitment in
     asthmatic lung and allergic
     reactions
 26 Eotaxin-2 CCL24 Binds to CCR3 receptor; 
     chemoattracts cells expressing 
     CCR3 including eosinophils, 
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TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

     basophils, Th2 T cells, mast 
     cells; inhibits the proliferation 
     of multipotential hematopoietic 
     progenitor cells
 27 Eotaxin-3 CCL26 Similar to Eotaxin and Eotaxin-2
 28 Exodus-2 CCL21 Binds to CCR7 receptor; 
     chemoattracts T and B 
     lymphocytes; inhibits 
     hematopoiesis
 29 FasL Fas ligand Binds to Fas receptor; induces 
     apoptosis of Fas-containing 
     cells; kills T cells; activates B
     cells leading to downregulation
     of immune response
 30 FGF family Fibroblast growth factor Promotes cell proliferation and
    family  differentiation
 31 Flt3L Flt3-ligand Binds to cells expressing tyrosine
     kinase receptor Flt3; regulates
     proliferation of early 
     hematopoietic cells
 32 FS Follistatin Binds to TGF-β ligands; inhibits 
     their access to their signaling 
     receptors
 33 Fractalkine CX3CL1 chemoattracts monocytes,  
    microglia cells, and NK cells
 34 Galectin-1 S-LAC lectin-1 Binds to β-galactoside moieties; 
     interacts with CD3, CD4, and 
     CD45; induces apoptosis of 
     activated T cells and T leukemia
     cells; inhibits the protein
     phosphatase activity of CD45
 35 Galectin-3 Galactose-specifi c  Binds to β-galactoside moieties; 
    lectin-3  regulates embryogenesis, 
     infl ammatory responses, cell 
     progression, and metastasis
 36 gAcrp30 Globular domain of  Binds to AdipoR1 and AdipoR2
    adipocyte complement-  receptors; decreases 
    related protein of  hyperglycemia and reverses 
    30  kDa  insulin resistance; promotes fat 
     loss
 37 GCP-2 Granulocyte chemotactic Attracts neutrophils; exhibits
    protein-2  anti-angiogenic activity
 38 G-CSF Granulocyte colony- Stimulates the development of
    stimulating factor  committed progenitor cells to 
     neutrophils; enhances the 
     functional activities of the 
     mature end-cell; facilitates 
     hematopoietic recovery after 
     bone marrow transplantation or
     chemotherapy
 39 GDF-11 Growth/differentiation  Suppresses neurogenesis through
    factor-11  a myostatin-like pathway



TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

 40 GDNF Glial cell line-derived  Promotes dopamine uptake, 
    neurotrophic factor  survival and differentiation of 
     midbrain neurons; improves 
     bradykinesia, rigidity, and 
     postural instability
 41 GM-CSF Granulocyte/macrophage Stimulates the development of
    colony-stimulating  neutrophils and macrophages; 
    factor  promotes proliferation and 
     development of early erythroid 
     megakaryocytic and eosinophilic
     progenitor cells; inhibits 
     neutrophil migration; enhances 
     the functional activities of the 
     mature end-cells; increases the 
     recovery rate of hematopoietic
     cells after bone marrow 
     transplantation
 42 GRO Growth regulated protein/ Chemoattracts and activates
    melanoma growth  neutrophils and basophils
    stimulatory activity 
    family (MGSA)
 43 HCC-1 Hemafi ltrate CC  Chemoattracts blood monocytes
    chemokine-1
 44 HGF Hepatocyte growth factor Induces cell proliferation, motility, 
     morphogenesis; inhibits cell
     growth; enhances neuron
     survival; helps liver regeneration
 45 I-309 CCL1 Chemoattracts monocytes and 
     Th2-differentiated T cells
 46 IFN-α Interferon alpha Induces nonspecifi c resistance 
     against viral infections; regulates
     expression of MHC class I
     antigens; affects cell 
     proliferation; modulates 
     immune responses; treats viral 
     infection and neoplasia
 47 IFN-γ Interferon gamma Increases the surface expression 
     of class I MHC antigens to 
     T-helper (CD4+) cells; regulates
     the antigen-specifi c phases of the
     immune responses; stimulates
     lymphoid cell functions
 48 IFN-λs Interferon-lambdas Induces antiviral defense
 49 IGF-I/II Insulin-like growth factor  Stimulates the proliferation and
    I and II  survival of various cell types 
     similar to insulin but with higher
     growth-promoting activity
 50 IL-1α Interleukin-1 alpha Stimulates thymocyte proliferation 
     by inducing IL-2 release; 
     promotes B cell maturation and
     proliferation; exhibits mitogenic 
     FGF-like activity; stimulates 
     the release of prostaglandin and
     collagenase from synovial calls
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TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

 51 IL-1β Interleukin-1 beta Similar to IL-1α. IL-α is a mainly 
     cell-associated cytokine, but 
     IL-β is a secreted cytokine
 52 IL-2 Interleukin-2 Stimulates growth and 
     differentiation of B cells, NK 
     cells, lymphokine-activated killer
     cells, monocytes, macrophages,
     and oligodendrocytes; enhances
     the immune system of patients 
     for the treatment of cancer and
     infectious diseases
 53 IL-3 Interleukin-3 Promotes the survival, 
     differentiation, and proliferation 
     of committed progenitor cells of
     the megakaryocyte, granulocyte-
     macrophage, erythroid,
     eosinophil, basophil, and mast
     cell lineages; enhances
     thrombopoiesis, phagocytes, and
     antibody-mediated cellular
     cytotoxicity; activates 
    monocytes
 54 IL-4 Interleukin-4 Regulates diverse T and B cell 
     responses, including cell 
     proliferation, survival, and gene
     expression; regulates the 
     differentiation of native CD4+
     T cells into helper Th2 cells; 
     regulates immunoglobulin class
     switching to the IgG1 and IgE
     isotypes
 55 IL-5 Interleukin-5 Stimulates the proliferation and 
     activation of eosinophils; 
     induces cell-mediated immunity 
     against parasitic infections and 
     some tumors
 56 IL-6 Interleukin-6 Regulates immunes and 
     infl ammatory responses; 
     stimulates B cell differentiation 
     and antibody production; 
     induces expression of hepatic 
     acute-phase proteins; regulates 
     bone metabolism
 57 IL-7 Interleukin-7 Affects early B and T cells mainly; 
     costimulates mature T cells with 
     other factors
 58 IL-8 Interleukin-8 Chemoattracts and activates 
     neutrophils
 59 IL-9 Interleukin-9 Enhances the proliferation of
     T lymphocytes, mass cells, 
     erythroid precursor cells, and
     megakaryoblastic leukemia cells



TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

 60 IL-10 Interleukin-10 Inhibits the expression of pro-
     infl ammatory cytokines such as
     IL-1 and TNF-α; enhances 
     humoral immune responses and
     attenuates cell-mediated 
     immune responses
 61 IL-11 Interleukin-11 Regulates hematopoiesis by 
     stimulating growth of myeloid, 
     erythroid, and megakaryocyte 
     progenitor cells; regulates 
     bone metabolism; inhibits 
     production of pro-infl ammatory 
     cytokines; protects against
     gastromucosal injury
 62 IL-12 Interleukin-12 Induces IFN-γ expression by NK
     and T cells; promotes the growth
     and activity of activated NK,
     CD4+, and CD8+ cells; induces
     the development of INF-γ-
     producing Th1 cells
 63 IL-13 Interleukin-13 Plays a role in the expulsion of 
     gastrointestinal parasites; 
     exhibits anti-infl ammatory 
     effects on monocytes and 
     macrophages; inhibits 
     pro-infl ammatory cytokine 
     expression; enhances B cell
     proliferation; increases IgE 
     production by inducing isotype 
     switching
 64 IL-15 Interleukin-15 Stimulates the proliferation
     of T lymphocytes; relates to 
     rheumatoid arthritis, 
     infl ammatory bowel diseases
 65 IL-16 Interleukin-16 Induces chemotaxis of CD4+
     T cells and monocytes and 
     eosinophils; induces expression
     of IL-2R and MHC class II
     proteins on CD4+ T cells
 66 IL-17A Interleukin-17A Induces production of pro-
     infl ammatory and hematopoietic
     molecules
 67 IL-17B Interleukin-17B Stimulates the release of TNF-α
     and IL-1β from cells of
     monocyte lineage
 68 IL-17D Interleukin-17D Stimulates the production of IL-6, 
     IL-8, and GM-CSF; inhibits 
     hemopoiesis of myeloid 
     progenitor cells
 69 IL-17E Interleukin-17E Stimulates the secretion of IL-8; 
     induces activation of NFκB in 
     cells expressing IL-17BR 
     receptor
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TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

 70 IL-17F Interleukin-17F Stimulates proliferation and 
     activation of T cells and PBMCs;
     regulates cartilage matrix
     turnover; inhibits angiogenesis
 71 IL-19 Interleukin-19 Upregulates IL-6 and TNF-α;
     induces apoptosis through 
     TNF-α
 72 IL-20 Interleukin-20 Stimulates colony formation by 
     CD34+ multipotential 
     progenitors; induces 
     infl ammatory skin diseases
 73 IL-22 Interleukin-22 Inhibits IL-4 production by Th2 
     cells; induces acute-phase 
     reactants in the liver and 
     pancreas
 74 IP-10 γ-interferon inducible  Chemoattracts Th1 lymphocytes
    protein 10  and monocytes; inhibits 
     cytokine-stimulated 
     hematopoietic progenitor cell
     proliferation; behaves 
     angiostatic and mitogenic for 
     vascular smooth muscle cells
 75 I-TAC Interferon inducible  Chemoattracts IL-2-activated
    T-cell alpha chemokine  T cells
 76 JF CCL2/MCP-1 Chemoattracts and activates 
     monocytes, activated T cells, 
     basophils, NK cells, and 
     immune dendritic cells
 77 KC CXCL1/GROα Chemoattracts and activates 
     neutrophils and basophils
 78 KGF Keratinocyte growth  Regulates keratinocyte growth
    factor
 79 LAG-1 Lymphocyte activation  Chemoattracts monocytes; 
    gene-1 protein  exhibits activity in HIV 
     suppressive factor
 80 LD78β CCL3L1 Exhibits activity in HIV 
     suppression assays
 81 LEC Liver-expressed  Chemoattracts monocytes and
    chemokine (CCL16)  lymphocytes
 82 Leptin Obesity protein Suppresses appetite; increases 
     thermogenesis; reduces body 
     weight, food consumption, 
     and plasma glucose levels
 83 LIGHT TNFSF14 Activates MFlB; costimulates 
     the activation of lymphocytes; 
     induces apoptosis in some 
     tumors
 84 Lymphotactin XCL-1 Chemoattracts lymphocytes
 85 M-CSF Macrophage colony- Regulates cell proliferation, 
    stimulating factor  differentiation, and survival
     of blood monocytes, tissue 
     macrophages, and their 



TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

     progenitor cells; modulates 
     dermal thickness and male and
     female fertility; treats infection,
     malignancies, and atherosclerosis;
     facilitates hematopoietic
     recovery after bone marrow 
    transplantation
 86 MCPs Monocyte  Chemoattracts and activates
    chemoattractant   monocytes, activated T cells, 
    proteins  basophils, NK cells, and 
     immune dendritic cells
 87 MDC Macrophage-derived Chemoattracts monocytes, NK
    chemokine (CCL22)  cells, and dendritic cells; 
     exhibits HIV suppressive 
     activity
 88 MEC Mucosae-associated  Chemoattracts resting CD4 and
    epithelial chemokine   CD8 T cells and eosinophils
    (CCL28)
 89 MK Midkine Chemoattracts embryonic neurons, 
     neutrophils, and macrophages; 
     exhibits angiogenic, growth, 
     and survival activities during 
     tumorgenesis
 90 MIG Monokine-induced by Chemoattracts Th1 lymphocytes; 
    interferon-γ (CXCL9)  inhibits tumor growth, 
     angiogenesis, and colony 
     formation of hematopoietic 
     progenitors
 91 MIP-1α/1β Macrophage infl ammatory Regulates the traffi cking and
    protein-1 alpha/-1 beta  activation state of infl ammatory 
     cells such as macrophages, 
     lymphocytes, and NK cells; 
     chemoattracts B cells, 
     eosinophils, and dendritic cells
 92 MIP-1γ Macrophage infl ammatory Chemoattracts neutrophils; 
    protein-1 gamma  inhibits colony formation of 
     bone marrow myeloid immature
     progenitors
 93 MIP-2 Macrophage infl ammatory Chemoattracts and activates
    protein-2 (CXCL2/GROβ)  neutrophils and basophils
 94 vMIP-2 Viral macrophage Chemokine analog of human
    infl ammatory protein-2  herpes virus; exhibits 
     antagonistic activity toward 
     several chemokine receptors
 95 MIP-3 Macrophage infl ammatory Chemoattracts monocytes and
    protein-3 (CCL23)  resting T lymphocytes; inhibits 
     colony formation of bone 
     marrow myeloid immature 
     progenitors
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TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

 96 MIP-3α Macrophage infl ammatory Chemoattracts lymphocytes and
    protein-3 alpha (CCL20)  dendritic cells; promotes the 
     adhesion of memory CCD4+
     T cells; inhibits colony 
    formation of bone marrow 
    myeloid immature progenitors
 97 MIP-3β Macrophage infl ammatory Chemoattracts T and B
    protein-3 beta (CCL19)  lymphocytes and myeloid 
     progenitor cells
 98 MIP-4 Macrophage infl ammatory Chemoattracts lymphocytes; 
   protein-4 (CCL18)  exhibits activity on CD4+ and 
    CD8+ T cells
 99 MIP-5 Macrophage infl ammatory Chemoattracts T cells and
   protein-5 (CCL15)  monocytes
100 Myostatin GDF-8 Inhibits skeletal muscle growth; 
    interacts with Activin type I 
    and II receptors; suppresses 
    myoblast proliferation by 
    arresting cell cycle in G1 phase
101 Myostatin  Binds to and inhibits myostatin; 
  propeptide   increases skeletal muscle growth
102 NAP-2 Neutrophil activating  Chemoattracts and activates
   protein-2 (CXCL7)  neutrophils
103 NTN Neurturin Promotes neuron development 
    and survival
104 β-NGF Beta-nerve growth factor Promotes neuron development 
    and preservation
105 NNT-1 Novel neurotrophin-1/ Binds to and activates
   B-cell stimulating   glycoprotein 130 and leukemia
   factor-3 (BSF-3)  inhibitory factor receptor 
    member β; induces tyrosine 
    phosphorylation of these 
    receptors
106 Noggin  Binds to ligands of TGF-β family 
    and regulates their activity by
    interfering their access to 
    signaling receptors
107 NP-1 Neutrophil peptide-1 Exhibits antimicrobial activity 
    and chemotactic activity on 
    dendritic cells
108 NT-3 Neurotrophin-3 Promotes the growth and survival
    of nerve and glial cells
109 NT-4 Neurotrophin-4 Promotes the survival of 
    peripheral sensory sympathetic 
    neurons
110 OSM Oncostatin M Regulates neurogenesis, 
    osteogenesis, and hematopoiesis; 
    stimulates the proliferation of
    fi broblast, smooth muscle cells,
    and Kaposi’s sarcoma cells; 
    inhibits some tumor cells; 
    promotes cytokine release from



TABLE 8.2-2. Continued
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    endothelial cells; enhances the
    expression of low-density
    lipoprotein receptor in
    hematoma cells
111 OPG Osteoprotegerin Binds to sRANKL; inhibits 
    osteoclastogenesis by 
    interrupting the signaling 
    between stromal cells and
    osteoclastic progenitor cells and
    leads to excess accumulation
    of bone and cartilage
112 PDGF Platelet-derived growth  Acts as mitogens for cells like
   factor (AA, BB, AB   smooth muscle cells, connective
   forms)  tissue cells, bone and cartilage 
    cells, and blood cells; relates 
    to hyperplasia, chemotaxis, 
    embryonic neuron development, 
    and respiratory tubule epithelial
    cell development
113 PSP Persephin Promotes the survival of ventral 
    mid-brain dopaminergic neurons 
    and motor neurons after sciatic 
    nerve oxotomy; promotes 
    ureteric bud branching
114 PF-4 Platelet factor 4 (CXCL4) Chemoattracts neutrophils and 
    monocytes; inhibits angiogenesis
115 PTN Pleiotrophin Functions in neurogenesis, cell 
    migration, secondary 
    organogenetic induction, and 
    mesoderm-epithelial interaction
116 PTHrP Parathyroid hormone- Regulates extracellular
   related protein  concentrations of calcium and 
    phosphorous
117 RANKL Receptor activator of  Regulates specifi c immunity and
   NFκB ligand  bone turnover; binds to RANK
    receptor; stimulates naïve T cell
    proliferation; promotes survival
    of RANK +T cells; regulates
    T cell-dependent immune
    response; binds to OPG; inhibits 
    osteoclastogenesis and leads to
    excess accumulation of bone
    and cartilage
118 RANK Receptor-activator of  Binds to RANKL
   NF- kappa B
119 RANTES Regulated upon activation Chemoattracts monocytes, 
   normal T cell express  memory T cells (CD4+/
   sequence  CD45R+), basophils, and
    eosinophils; inhibits some 
    strains of HIV-1, HIV-2, and 
    simian immunodefi ciency virus 
    (SIV)
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TABLE 8.2-2. Continued

No. Abbreviation Full Name Major Function

120 RELMα Resistin-like molecule  Tissue-specifi c cytokine; 
   alpha  physiological roles unknown
121 RELMβ Resistin-like molecule  Tissue-specifi c cytokine; 
   beta  physiological roles unknown
122 Resistin Adipose tissue-specifi c  Tissue-specifi c cytokine; 
   secretory factor  physiological roles unknown
123 SCF Stem cell factor Essential for the survival, 
    proliferation, and differentiation
    of hematopoietic cells
    committed to the melanocyte 
    and germ cell lineages
124 SCGFα/β Stem cell growth factor Supports the growth of primitive
   alpha/beta  hematopoietic cells; promotes 
    proliferation of erythroid or 
    myeloid progenitor cells
125 SDF-1α/β Stromal cell derived  Chemoattracts T and B cells; 
   factor-1 alpha/beta   induces migration of CD34+
   (CXCL12)  stem cells; exhibits HIV 
    suppressive activity in cells 
    expressing CXCR4 receptor
126 SF20 IL-25 Binds to the surface of cells 
    expressing TSA-1 (Thymic 
    shared Ag-1) receptor; 
    stimulates the proliferation of 
    FDCP2 cells and lymphoid cells
127 Shh Sonic Hedgehog Regulates developmental processes
128 TACI Transmembrane activator  Binds to APRIL and BAFF; 
   and CAML interactor  stimulates the activation of 
   (TNFRSF13B)  NFκB and AP-1; mediates 
    calcineurin-dependent 
    activation of NF-AT; stimulates 
    B and T cell function
129 TARC Thymus and activation Chemoattracts T cells
   regulated chemokine 
   (CCL17)
130 TECK Thymus expressed- Chemoattracts activated
   chemokine (CCL25)  macrophages, thymocytes, and
    dendritic cells
131 TGF-α Transforming growth  Stimulates the proliferation of
   factor-alpha  epidermal and endothelial cells; 
    induces transformation and 
    anchorage independence in 
    cultured cells
132 TGF-β1 Differentiation inhibiting Regulates cell proliferation, 
   factor and cartilage-  growth, differentiation, motility, 
   inducing factor  synthesis and deposition of 
    extracellular matrix, 
    embryogenesis, tissue 
    remodeling, and wound healing
133 TGF-β2 Glioblastoma-derived  Regulates cell proliferation, 
   T cell suppressor factor  growth, differentiation, motility, 
    synthesis and deposition of 
    extracellular matrix, 
    embryogenesis, tissue 
    remodeling, and wound healing
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134 TGF-β3  Regulates cell proliferation, 
    growth, differentiation, motility, 
    synthesis and deposition of 
    extracellular matrix, 
    embryogenesis, tissue 
    remodeling, and wound healing
135 TNF-α Tumor necrosis factor  Inhibits tumor cells; mediates
   alpha  immune response against 
    bacterial infection; induces 
    septic shock, autoimmune 
    diseases, rheumatoid arthritis, 
    infl ammation, and diabetes
136 TNF-β Tumor necrosis factor beta Mediator of infl ammatory and 
    immune response; similar to 
    TNF-α
137 TPO Thrombopoietin Stimulates megakaryocyte 
    proliferation and maturation
138 TRAIL TNF-related apoptosis- Activates rapid apoptosis in tumor
   inducing ligand (Apo2L)  cells
139 TWEAK TNF-related weak inducer  Induces NFκB activation and
   of apoptosis  chemokine secretion; promotes 
    endothelial cell proliferation 
    and migration
140 VEGF Vascular endothelial  Stimulates endothelial cell
   growth factor  proliferation and migration; 
    promotes angiogenesis and 
    vascular permeability
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8.2.3 SOME DRUGS INVOLVING GROWTH FACTORS, CYTOKINES, 
AND CHEMOKINES

It was estimated that the revenue potential involving growth factors, cytokines, and 
chemokines could reach at least tens of billions of U.S. dollars. The research based 
on these proteins is changing the treatment of various diseases such as infl amma-
tion and infectious and neoplastic diseases. Current product development is focused 
on autoimmunity, allergy, cancer, infection, transplantation, and wound healing. A 
number of the fi rst-generation cytokine-based drugs, including IFN-1β and TNF-α,
are being replaced by next-generation drugs developed from studies using more 
refi ned approaches, causing the knowledge of growth factors/cytokines/chemokine 
networks to become more clarifi ed. The increased market potential of approved 
drugs targeting growth factors, cytokines, chemokines, and their receptors has 
encouraged major biotechnology and pharmaceutical companies to devote their 
pipelines to the development of new therapeutics.

Table 8.2-3 lists a few examples of the therapeutic targets currently under devel-
opment targeting growth factors, cytokines, and chemokines.
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TABLE 8.2-3. Representative Drugs Involving Growth Factors, Cytokines, and 
Chemokines

Type Representative Drug Company

TNF superfamily HGS-ETR1 (agonistic human  Human Genome Sciences
  monoclonal antibody to 
  TRAIL receptor 1)
 HGS-ETR2 (agonistic human  Human Genome Sciences
  monoclonal antibody to 
  TRAIL receptor 2)
 HGS-TR2J (agonistic human  Human Genome Sciences
  monoclonal antibody to 
  TRAIL receptor 2)
Growth factor Neupogen (Filgrastim,  Amgen
  r-metHuG-CSF)
 Neulasta (Pegfi lgrastim,  Amgen
  PEG-r-metHuG-CSF)
 Nutropin [somatropin  Amgen
  (rDNA origin) for injection]
 Growth hormone GENENTECH
 Kepivance (a recombinant form  Amgen
  of human keratinocyte 
  growth factor)
Pro-infl ammatory Enbrel (etanercept) (TNF  Amgen
 cytokine  blocker)
 Kineret (a recombinant form of  Amgen
  a naturally occurring protein 
  that regulates interleukin-1)
C chemokine CCR5 mAb Human Genome Sciences
Angiogenic  Avastin (bevacizumab)  GENENTECH
 cytokine  (anti-VEGF antibody)
Interferon INTRON A (recombinant  Schering-Plough Corp.
  interferon α-2b)
 Albuferon (albumin-interferon α) Human Genome Sciences

8.2.4 FORMULATIONS OF GROWTH FACTORS, CYTOKINES, 
AND CHEMOKINES

The formulations for growth factors, cytokines, and chemokines include low con-
centrations of nontoxic detergents, such as Tween 80, and osmotic agents, such as 
sorbitol. Additional agents are also included for providing optimum pH for their 
activity. Some salts are usually included in the formulations. A number of formula-
tions for growth factors, cytokines, and chemokines exist. These formulations are 
based on saline, liposome, conjugation, and coadministration. The goals of devel-
oping optimum formulations are designed to protect the activities of these proteins 
and to effectively deliver the biologics to the targets.

Table 8.2-4 lists a few examples of the formulations for growth factors, cytokines, 
and chemokines (please refer to Refs. 1–12 for more details).



8.2.5 DELIVERY OF GROWTH FACTORS, CYTOKINES, 
AND CHEMOKINES

A number of routes for the delivery of growth factors, cytokines, and chemokines 
have been studied in detail. Those routes include: (1) oral administration; (2) intra-
venous injection; (3) intraperitoneal injection; (4) intramuscular injection; and (5) 
subcutaneous injection. Most of the delivery methods for these compounds are 
accomplished through injection because of their protein nature.

The U.S. FDA recently approved the fi rst inhaled version of insulin (Exubera) 
for adults with type 1 or type 2 diabetes. Pfi zer and Aventis developed Exubera, 
in collaboration with Nektar Therapeutics (formerly Inhale Therapeutics, a com-
pany that specializes in fi nding delivery solutions for oral, injectable, and pulmo-
nary drug administration). It weighs about 4 ounces and is about the size of an 
eyeglass case when closed. It is portable, but not necessarily discrete. Exubera is a 
short-acting powder form of insulin that can be taken before meals. Inhaled insulin 
enters the bloodstream more rapidly than that delivered by subcutaneous injection. 
However, most people with diabetes still need to get long-acting insulin via an 
injection. Some side effects are associated with the inhaled insulin, including 
coughing, shortness of breath, sore throat, and dry mouth. It is also possible that 
overdose for smokers may be developed because smokers get more of the inhaled 
insulin entering their bloodstream than nonsmokers. Much still needs to be done 
to effectively deliver growth factors, cytokines, and chemokines to the patients.

Table 8.2-5 lists a few examples of the delivery for growth factors, cytokines, and 
chemokines (please refer to Refs 2, 3, 5, 9, 10, 13–17 for more details).

8.2.6 PHARMACOKINETICS OF GROWTH FACTORS, CYTOKINES, 
AND CHEMOKINES

Numerous published papers exist dealing with the pharmacokinetics of growth 
factors, cytokines, and chemokines. Those studies were performed using cells, 
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TABLE 8.2-4. Formulation of Growth Factors, Cytokines, and Chemokines

Formulation Growth factor and cytokine Reference

Saline G-CSF [1]
 IL-2 [2]
Liposome G-CSF/ProGelz interleukin-2 [1]
 GM-CSF and TNF-alpha [2]
 VEGF/PLGA [3]
Conjugation PEGfi lgrastim, MonoPEGylated INF-alpha2b [4]
 bio-bFGF/OX26-SA [5]
 Fc-EPO (NDS) fusion protein [6]
 (99 m)Tc-IL-8 [7]
 PEG-rHuMGDF [8]
 PEGlylated INF [9]
Coadministration IL-2/INF-alpha/histamine [10]
 TNF-alpha/Doxil [11]
 TNF-alpha/MTX [12]
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tissues, animals, and patients. The experiments tested the various formulations and 
delivery methods mentioned above.

Table 8.2-6 is a summary of the selected studies on the formulation, delivery, 
and pharmacokinetics for growth factors, cytokines, and chemokines (Please refer 
to Refs. 1–18 for more details).

8.2.7 POTENTIAL APPLICATIONS OF TRISTETRAPROLIN FAMILY 
PROTEINS IN INFLAMMATION-RELATED DISEASES BY CAUSING 
CYTOKINE mRNA INSTABILITY

Tristetraprolin (TTP) and related proteins are well-established factors that desta-
bilize cytokine mRNAs [19, 20]. TTP is the best-understood member of a small 
family of tandem CCCH zinc fi nger proteins. Similar zinc fi nger sequences are 
found in numerous species in the GenBank database ranging from human to yeast 
and plants (including human, cow, mouse, rat, sheep, chimpanzee, dog, horse, pig, 
Xenopus, carp, zebrafi sh, Drosophila, C. elegans, baker’s yeast, fi ssion yeast, oyster, 
rice, and Arabidopsis.) In humans, three members of this family have been char-
acterized: TTP (ZFP36, TIS11, G0S24, and NUP475), ZFP36L1 (TIS11B, cMG1, 
ERF1, BRF1, and Berg36), and ZFP36L2 (TIS11D, ERF2, and BRF2) [19]. They 
are encoded by different genes and their patterns of cell- and tissue-specifi c expres-
sion and agonist-stimulated expression are quite different. However, they share 
certain properties: All have highly conserved tandem zinc fi nger domains, in which 
each C8xC5xC3xH zinc fi nger is preceded by the sequence R/KYKTEL, and the 
two fi ngers are separated by 18 amino acids [19]; all are nuclear-cytoplasmic shut-
tling proteins [21, 22]; and all are capable of binding AREs within single-stranded 
RNA [23–29] and promoting the deadenylation and subsequent destruction of 
those transcripts, both in transfection studies and in cell-free experiments [26–28,
30].

TTP is an extraordinarily low-abundance, inducible, stable cytosolic, and hyper-
phosphorylated mRNA binding protein [24, 25, 31–33]. TTP mRNA and protein 

TABLE 8.2-5. Routes of Administration of Growth Factors, Cytokines, and 
Chemokines

Route of delivery Growth factor and cytokine Reference

Oral administration TLF [13]
Intravenous injection VEGF [3]
 BFGF [5]
 IL-2 [2]
 Apo2L/TRAIL [14]
 IL-1 [15]
Intraperitoneal injection INF-gamma [16]
Intramuscular injection INFs [9]
Subcutaneous injection VEGF [3]
 IL-2/IFN-alpha [10]
 G-CSF analog [17]
 INFs [9]
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are detected in a number of tissues including spleen, thymus, lymph node, lung, 
liver, and intestine, consistent with its proposed antiinfl ammatory role [31, 34]. The 
expression levels of TTP mRNA and protein in mammalian cells are increased in 
response to several kinds of stimuli, including insulin and other growth factors, and 
stimulators of innate immunity, such as the endotoxin lipopolysaccharide (LPS) 
[31, 34]. TTP is an mRNA-binding protein with high binding specifi city for the 
so-called class II AREs within the 3′-untranslated mRNAs [23–27, 29, 30, 35, 36]. 
TTP and its related proteins can bind to the 3′-untranslated AREs of certain clini-
cally important mRNAs, such as those coding for TNFα [24–27], GM-CSF [30], 
IL-3 [36], cyclooxygenase-2 [37, 38], and plasminogen activator inhibitor type 2 
[39]. This specifi c binding of TTP to the AREs results in the destabilization of the 
mRNAs in transfected human embryonic kidney (HEK) 293 cells [26, 27]. In 
animals, TTP defi ciency causes a profound infl ammatory syndrome with cachexia, 
dermatitis, erosive arthritis, autoimmunity, and myeloid hyperplasia, apparently 
because of excessive production of TNFα and GM-CSF, both of whose mRNAs 
are direct targets of TTP and are stabilized in cells from the knockout (KO) mice 
[27, 30, 40]. For these reasons, TTP can be thought of as an anti-infl ammatory or 
arthritis-suppressor protein [25, 40, 41]. Therefore, TTP and related proteins are 
potential therapeutic agents for infl ammation-related diseases.
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9.1 INTRODUCTION

During the past decade, the incorporation of noncoded amino acids into proteins 
has emerged as a novel and promising approach in protein science. In its infancy, 
the approach of protein engineering was essentially restricted to the possibility to 
chemically modify, in a rather unspecifi c fashion, par ticular amino acid side chains 
in proteins [1]. More recently, the advent of recombinant DNA technology allowed 
the site-specifi c alteration of a given polypeptide chain at a glance, thus, greatly 
expanding the tools available for studying the molecular mechanisms of protein 
folding, stability, and function [2]. Nevertheless, a quantitative description of the 
physical and chemical basis that makes a polypeptide chain effi ciently fold into a 
stable and functionally active conformation is still elusive [3]. This mainly origi-
nates from the fact that nature combined, in a yet unknown manner, different 
properties (i.e., hydrophobicity, conformational propensity, polarizability, and 
hydrogen bonding capability) into the 20 standard protein amino acids, thus making 
it diffi cult, if not impossible, to univocally relate the change in protein stability or 
function to the variation of physico-chemical properties caused by amino acid 
exchange(s). In this view, incorporation of noncoded amino acids with tailored side 
chains, allowing investigators to fi nely tune the structure at a protein site, would 
facilitate to dissect the effects of a given mutation in terms of one or a few physico-
chemical properties, thus, greatly expanding the scope of physical-organic chemis-
try in the study of proteins [4].

Incorporation of noncoded amino acids has been widely exploited in the study 
of bioactive peptides [5]. However, the results of these studies provide only a quali-
tative picture of the mechanism of the ligand–receptor interaction, and thus, they 
are of limited predictive power, as also documented by the explosion in the last few 
years of serendipity-based approaches in peptide design and drug discovery [6]. 
These diffi culties stem primarily from the fact that introduction of single or multi-
ple amino acid exchanges into a short peptide is expected not only to alter the 
interaction energy at the binding site(s) of the receptor, but also to affect (in a yet 
unpredictable way) fundamental properties of the free ligand, including electro-
static potential, hydration energy, and conformational entropy. Contrary to short 
peptides (5–20 amino acids), longer polypeptide chains (>50 amino acids) are 
generally characterized by a well-defi ned and stable three-dimensional (3D) struc-
ture, thus serving as macromolecular scaffolds, by keeping the global properties of 
the molecule rather constant and allowing the changes in binding free energy to 
be related in a more predictable way to the local variations of the physico-chemical 
properties at the mutation site(s). Hence, the incorporation of noncoded amino 
acids into proteins represents a further, (almost) obligatory extension of the studies 
aimed at elucidating the relationships existing among the structure, stability, and 
function in proteins (i.e., protein engineering).

In this view, several different strategies have been pursued to incorporate non-
coded amino acids, including peptide synthesis [7] native chemical ligation [8, 9], 
enzyme-catalyzed semisynthesis [10, 11], biosynthetic incorporation via auxotro-
phic bacterial strain expression [12, 13], and nonsense suppression methodologies 
in cell-free [4] or whole-cell [14] expression systems. Both native chemical ligation 
and enzymatic semi-synthesis require careful tailoring of the experimental proce-
dures, whereas biosynthetic incorporation methods are not site-specifi c and are 



restricted to those cases when the structure of the noncoded amino acid (e.g., p-
fl uorephenylalanine, selenomethionine, and 7-zatryptophan) is similar to that of 
the natural counterpart to be replaced. On the other hand, despite signifi cant 
advancements during the last decade [15–17], genetic methods are still limited by 
exceedingly low amounts of the resulting mutant protein, usually micrograms, that 
impair a thorough structural and functional characterization. However, stepwise 
solid-phase chemical synthesis remains the easiest and fastest approach to site-
specifi cally incorporate in high yields any noncoded amino acid into even long 
(50–80 amino acids) polypeptide chains approaching the size of real proteins 
[18].

Relevant applications from our laboratory, regarding protein engineering with 
noncoded amino acids as a tool in the study of protein folding and function, will 
be presented. In particular, we will discuss the use of noncoded amino acids in 
structure-activity relationship (SAR) studies of hirudin binding to thrombin, 
as well as the incorporation of noncoded analogs of tryptophan and tyrosine (i.e., 
7-azatryptophan and 3-nitrotyrosine) as spectroscopic probes for studying 
the hirudin–thrombin interaction.

9.2 HIRUDIN–THROMBIN INTERACTION

Thrombin is a serine protease of the chymotrypsin family that plays a key role at 
the interface among coagulation, infammation, and cell growth [19], and it exerts 
either procoagulant or anticoagulant functions in hemostasis [20]. The procoagu-
lant role entails conversion of fi brinogen into fi brin and platelets activation, whereas 
the anticoagulant role regards the activation of protein C [21]. The most effective 
modulator of thrombin function in solution is Na+, which triggers the transition of 
the enzyme from an anticoagulant (slow) form to a procoagulant (fast) form [22–
24]. The Na+-bound (fast) form displays procoagulant properties, because it cleaves 
more specifi cally fi brinogen and the protease-activated receptor (PAR), whereas 
the Na+-free (slow) form is anticoagulant because it retains the normal activity 
toward protein C but cannot promote acceptable hydrolysis of procoagulant sub-
strates [23, 24]. The importance of Na+ on thrombin function is outlined by the 
fact that under physiological conditions the two forms are almost equally populated 
and that natural thrombin variants with compromised Na+ binding result in bleed-
ing phenotypes [24]. In this view, molecules capable of affecting the equilibrium 
between these two forms can have great potential therapeutic impact on the treat-
ment of coagulative disorders [25].

Among natural anticoagulants, hirudin is the most potent and specifi c inhibitor 
of thrombin, with a dissociation constant in the 20–200-fM range [26, 27]. Due to 
its important pharmacological implications, the hirudin–thrombin pair has been 
the object of thorough structural and biochemical investigations. With respect to 
this, structural studies conducted on hirudin in the free [28–30] and thrombin-
bound state [31] indicate that this inhibitor is composed of a compact N-terminal 
region, encompassing residues 1–47 and cross-linked by three disulfi de bridges, and 
a fl exible negatively charged C-terminal tail that binds to the fi brinogen-recognition 
site (exosite I) on thrombin. The N-terminal domain covers the active site of throm-
bin and through its fi rst three amino acids extensively penetrates into the specifi city 
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pockets of the enzyme (see Figure 9-1). Notably, the N-terminal tripeptide makes 
about half of the total contacts observed for the binding of the core domain 1–47 
to thrombin (PDB code 4htc.pdb) [31] and accounts for ∼30% of the total free 
energy of binding [33]. By limited proteolysis of full-length hirudin, we could 
produce the peptide fragment corresponding to the N-terminal domain 1–47 of 
hirudin HM2 [27]. Although far less active (at least 2 × 105-fold) than intact 
hirudin, this fragment (like the parent hirudin molecule) binds ∼30-fold more 
tightly to the fast form of thrombin than to the slow form [34], which suggests that 
the structural determinants for this behavior are stored in the N-terminal domain. 
Hence, mutational studies on hirudin fragment 1–47 can be useful not only to 
investigate the physico-chemical determinants responsible for the extraordinary 
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Figure 9-1. (A) Schematic representation of the interaction of full-length hirudin (stick) 
with thrombin (van der Waals surface), based on the crystal structure of the hirudin–throm-
bin complex [31]. (B) Amino acid sequence [32] and schematic representation of the solu-
tion structure [30] of the N-terminal fragment 1–47 of hirudin HM2 from Hirudinaria 
manillensis. Disulfi de bonds are indicated by plain lines. (C–D) Structural details of the 
interaction of the N-terminal tripeptide of hirudin with thrombin. Val1′ of hirudin contacts 
the S2 site of thrombin, shaped by Tyr60a and Trp60d; Ser2′ covers, but does not penetrate, 
the S1 site, containing Asp189 at the bottom; Tyr3′ fi lls the apolar S3 site, formed by Trp215, 
Leu99, and Ile174. Structural water molecules at the hirudin–thrombin interface in the 
S2–S3 sites are also indicated. The ribbon drawing was generated using the program 
WebLab ViewerPro vs. 4.0 (Molecular Simulations Inc., 2000).



affi nity and specifi city of hirudin for thrombin, but also to probe the structural 
properties of the enzyme in the slow or fast forms.

9.3 SELECTION OF AMINO ACID REPLACEMENTS

9.3.1 Val1

Nuclear magnetic resonance (NMR) studies indicate that Val1 is almost fully 
exposed to solvent and highly fl exible in the free hirudin [29, 30, 35]. Conversely, 
in the thrombin-bound state, Val1 is completely buried into the active site of the 
enzyme and fi xed into a single side-chain conformation [31]. In particular, the α-
NH2 group of Val1 forms a hydrogen bond with the Oγ of the catalytic Ser195, 
whereas its side chain makes numerous hydrophobic contacts with Tyr60A and 
Trp60D, shaping the S2 of the enzyme (Figure 9-1). This loop, absent in other 
homologous trypsin-like proteases, defi nes the S2 specifi city site on thrombin and 
narrows the access to the active site such that only small-sized apolar residues are 
allowed.

Considering the structural properties of hirudin in the free and bound state and 
the steric requirements at the S2 site of thrombin, we shaved the Val1 side chain 
with Ala or replaced it with tert-butylglycine (tBug) (Figure 9-2). In fact, both Val 
and tBug have comparable side-chain volume [36] and strong β-forming propensi-
ties [37], with minimum energy points at φ/ψ = −90°, 100° for Val and φ/ψ = −130°, 
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140° for tBug [37]. On the other hand, the addition of a methyl group to the Cβ of 
valine is expected to restrict the backbone conformations available to tBug to about 
one third of those allowed to Val [37].

9.3.2 Ser2

Analysis of the 3D structure of hirudin thrombin complex reveals that position 2 
of hirudin is located at the entrance to, but does not enter, the primary specifi city 
(S1) site [31]. Hence, the occupancy of the S1 site is not strictly required for binding. 
To evaluate the effects of perturbation of Asp189, located at the bottom of the S1 
site, on the affi nity of hirduin fragment 1–47 to thrombin, we have replaced Ser2 
with Arg and its more rigid analog, p-guanidophenylalanine (pGnd-Phe).

9.3.3 Tyr3

Contrary to the high conformational fl exibility observed for the fi rst two residues 
of hirudin, Tyr3 has a well-defi ned conformation in both the free and the bound 
state [29–31]. In the hirudin–thrombin complex, the side chain of Tyr3 projects into 
the apolar binding site of thrombin (the S3 site), which is formed by a large hydro-
phobic cavity comprising residues Trp215, Leu99, and Ile174 [31]. The importance 
of position 3 is confi rmed by the fact that Tyr3 is highly conserved through the 
hirudin family [38]. To probe the S3 site of thrombin, we introduced at position 
3 of hirudin 1–47 relatively large structural and chemical diversity by systemati-
cally replacing Tyr3 with natural and non-natural amino acids having different 
side-chain volume, hydrophobicity, electronic, and conformational properties 
(Figure 9-2).

9.4 STRUCTURE-ACTIVITY RELATIONSHIPS

Chemical synthesis of peptide analogs of the N-terminal domain 1–47 of hirudin 
was carried out by a combination of manual and automated solid-phase synthesis 
using the synthetic strategy previously described [34, 39]. The crude peptides with 
the Cys-residues in the reduced state were allowed to fold (2 mg/mL) under air-
oxidizing conditions in bicarbonate buffer, pH 8.3, in the presence of 100-μM β-
mercaptoethanol [39]. As an example, the reversed phase (RP)–high-performance 
liquid chromatography (HPLC) analyses of the crude synthetic analog Tyr3homo-
Phe in the reduced and disulfi de-oxidized state are reported in Figure 9-3. The 
chemical identity of the disulfi de folded peptides was established by N-terminal 
sequence ana lysis and electrospray ionization (ESI)–time-of-fl ight (TOF) mass 
spectrometry, and for some synthetic peptides, the exact topology of disulfi de 
bonds was established by enzymatic fi ngerprint analysis [39]. All peptides were 
purifi ed by preparative RP–HPLC, lyophilized, and used for subsequent confor-
mational and functional characterization. The results of conformational character-
ization, conducted by far- and near-Ultraviolet (UV) circular dichroism (CD) 
indicated that amino acid exchanges do not appreciably affect the conformation of 
hirudin fragment 1–47, allowing us to interpret the differences in affi nity to throm-
bin exclusively on the basis of the variation of the physico-chemical properties at 



the mutation site. The inhibitory potency of the synthetic analogs toward the pro-
coagulant (fast) and anticoagulant (slow) form of thrombin was determined by 
measuring at 405 nm the release of p-nitroaniline from the synthetic substrate 
D-Phe-Pro-Arg-p-NA, under temperature (25°C) and salt conditions in which 
the enzyme predominantly (>90%) exists in the fast (0.2-M NaCl) or in the slow
(0.2-M choline chloride ChCl) form [22, 23] (Table 9-1).

9.4.1 Val1 Æ X

Shaving of Val1 with Ala (Val1Ala) reduces affi nity for the fast and slow form of 
thrombin by 15- and 3-fold, respectively. On the other hand, replacement of Val1 
with tert-butylglycine (tBug) enhances the affi nity of fragment 1–47 for the fast 
form of thrombin by about 3-fold, with a gain in the free energy of binding (ΔGb)
of 0.65 kcal/mol. This result is unprecedented, considering that almost all mutations 
at this position reported so far dramatically decrease binding [33, 41].

Model building studies indicate that tBug fi ts snugly into the S2 subsite of the 
enzyme without steric hindrance and buries approximately the same amount of 
apolar surface as Val1 upon binding to thrombin. Likely, the enhanced binding 
of V1tBug is due to the higher symmetry of the tert-butyl group of tBug over the 
isopropyl side chain of Val. In the case of tBug, three energetically equivalent 
side-chain rotamers of tBug can bind thrombin into the functionally active confor-
mation, leading to a reduction of the entropy change of binding compared with Val 
(ΔSb,Val→tBug), which binds thrombin in only one totamer (i.e., the trans rotamer). 
An estimate of ΔSb,Val→tBug can be obtained from the equation ΔSb,Val→tBug =
R · ln (γb,tBug/γb,Val) = R · ln (3/1) [42], where γb,tBug and γb,Val are the number of func-
tionally active conformations allowed to tBug and Val in the hirudin–thrombin 
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complex, respectively. Thus, a relative stabilization of ΔGVal→tBug = −T · ΔSVal→tBug =
−0.65 kcal/mol at 298K is expected for the Val1tBug analog over the natural species, 
in excellent agreement with the experimental value (ΔGVal→tBug = −0.63 kcal/mol) 
reported in Table 9-1. Our results suggest that proper introduction of symmetric 
groups into amino acid side chains can signifi cantly improve binding by increasing 
the entropy of the ligand in the bound state, thus reducing the overall change in 
ΔSb. With this respect, amino acid substitutions like valine → tert-butylglycine or 
leucine → tert-butylalanine represent safe mutations, enabling us to improve 
binding with minimal steric requirements.

9.4.2 Ser2 Æ X

Replacement of Ser2 with Arg or its more rigid analog pGnd-Phe induces a strong 
enhancement of the affi nity of fragment 1–47 for thrombin (see Table 9-1), which 
is partly anticipated by modeling studies showing that the Arg side chain can be 
electrostatically coupled to Asp189, positioned at the bottom of the S1 site. Notably, 
perturbation of Asp189 enhances the affi nity of hirudin preferentially for the slow
form of the thrombin (see below).

9.4.3 Tyr3 Æ X: Effect of Side-Chain Volume and Hydrophobicity

The effects of coarse variations in the side-chain volume at position 3 on the 
binding to the fast or slow form were investigated by replacing Tyr3 with a smaller 
amino acid, like Ala, and with much larger residues, like Trp, α- and β-naphthylala-
nine (αNal and βNal), and biphenylalanine (Bip) (see Figure 9-2) [34, 43]. Throm-
bin dinding data, reported in Table 9-1, indicate that shaving of Tyr3 at Cβ reduces 
affi nity almost exclusively for the fast form of thrombin, whereas enlargement of 
the side-chain volume at position 3 enhances binding in all cases, but preferentially 
to the procoagulant fast form of the enzyme. The lower affi nity of Tyr3Ala can be 
reasonably explained either by the lower hydrophobicity of Ala or by the loss of 
numerous van der Waals contacts with the S3 site of the enzyme. Modeling of the 
Tyr3Ala–thrombin complex reveals that shaving of the Tyr3 side chain creates a 
cavity of about 150 Å3 at the inhibitor–enzyme interface within the S3 region, which 
allows penetration of water at the binding interface, with a resulting destabilization 
of the hirudin–thrombin complex. Increasing the side-chain volume at position 3 
also increases the hydrophobic effect, due to the burial of larger apolar surface 
upon binding. Strikingly, replacement of Ala with Bip enhances the affi nity of 
hirudin 1–47 for thrombin by more than 1.3 × 104 times.

Clearly, thrombin binding data indicate that hydrophobicity is a major driving 
force for interaction. However, in the following we show that, beyond hydrophobic-
ity, both side-chain orientation and electronic effects also play an important role 
in binding.

9.4.4 Tyr3 Æ X: Orientation Effects

As shown in Table 9-2, Trp is less hydrophobic than αNal. Nevertheless, the cor-
responding 1–47 analogs Tyr3Trp and Tyr3αNal display very similar inhibitory 
activity. Conversely, although αNal and βNal have the same hydrophobicity value, 



TABLE 9-1. Thermodynamic Data for the Binding of Synthetic Analogs of Fragment 
1–47 to the Procoagulant ( fast) and Anticoagulant (slow) Form of Thrombin1

Side Chain Fast form Slow form

Kd ΔΔGb Kd ΔΔGb ΔGc

 (nM) (kcal/mol) (nM) (kcal/mol)2 (kcal/mol)3

Position 1

Val (wild-type) 42 ± 0.5 — 1460 ± 20 — −2.12
Ala 630 ± 7 1.61 4080 ± 40 0.61 −1.10
tBug 14 ± 0.4 −0.63 1000 ± 80 −0.24 −2.5

Position 2

Ser (wild-type) 42 ± 0.5 — 1460 ± 20 — −2.12
Ser2Arg 1.7 ± 0.02 −1.90 12 ± 2 −2.84 −1.16
Ser2pGdnPhe 2.5 ± 0.1 −1.67 16 ± 2 −2.67 −1.10

Position 3

Tyr (wild-type) 42 ± 0.5 — 1460 ± 20 — −2.12
Ala 2750 ± 23 2.47 2600 ± 30 0.32 0.03
Phe 4 ± 0.1 −1.37 203 ± 3 −1.18 −2.31
Cha 49 ± 0.6 0.09 1740 ± 23 −0.09 −2.12
pF-Phe 18 ± 0.3 −0.48 583 ± 6 0.56 −2.04
pNO2-Phe 185 ± 3.0 0.88 2035 ± 20 0.22 −1.46
pI-Phe 24 ± 0.2 −0.33 1020 ± 12 −0.23 −2.22
homo-Phe 157 ± 2.5 0.79 3290 ± 38 0.46 −1.79
pAM-Phe 140 ± 2.0 0.72 1590 ± 22 0.03 −1.44
Trp 6.6 ± 0.7 −1.08 550 ± 40 −0.60 −2.6
αNal 6.4 ± 0.4 −1.10 530 ± 30 −0.62 −2.6
βNal 1.1 ± 0.1 −2.14 94 ± 4 −1.64 −2.64
Bip 0.2 ± 0.01 −3.17 12 ± 1 −2.84 2.43
BugArgNal 15.0 ± 3 pM −4.67 220 ± 50 pM −5.23 −1.6
r-Hirudin HM2 0.20 ± 0.03 pM −7.25 5.5 ± 0.6 pM −7.36 −1.9

1 All measurements were carried out at 25°C in 5-mM Tris, pH 8.0, containing 0.1% PEG in the pres-
ence of 200-mM NaCl for the fast form or 200-mM ChCl when the slow form was being studied.
2 ΔΔGb is the difference in the free energy change of binding to thrombin between the synthetic analog 
(ΔGb*) and the natural fragment (ΔGb

wt): ΔΔGb = ΔGb* − ΔGb
wt. A negative value of ΔΔGb indicates that 

the mutated species binds more tightly to thrombin than the natural fragment. Errors are ±0.1 kcal/mol 
or less.
3 ΔGc is the free energy of coupling to thrombin measured as ΔGc = ΔGb,fast − ΔGb,slow [40]. The value 
of ΔGc is negative if the inhibitor binds to the fast form with higher affi nity than to the slow form. 
Binding data for the triple mutated species BugArgNal and recombinant hirudin HM2 variant from 
Hirudinaria manillensis are also reported.
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Tyr3βNal is sixfold more potent than Tyr3αNal. Model building studies and acces-
sible surface area (ASA) calculations provide reasonable explanation for these 
results. In fact, both Trp and αNal have similar side-chain orientation and bury 
approximately the same amount of apolar surface area upon complex formation. 
In addition, the side-chain of the residue in position 3 points toward the S2 site of 
thrombin in both Tyr3Trp and Tyr3αNal. Conversely, the βNal isomer in the analog 
Tyr3βNal buries a larger amount of apolar surface area upon binding, and it favor-
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ably interacts with in the S3 site (see Figure 9-1D). Further support to the impor-
tance of orientation effects to the binding of hirudin to thrombin comes from the 
low affi nity of the analog of hirudin 1–47 in which Tyr3 was replaced by homo-Phe. 
Although homo-Phe is much more hydrophobic than Tyr and Phe (Table 9-2), the 
analog Tyr3homoPhe is less potent than the wild-type species and Tyr3Phe analogs 
by 4- and 40-fold, respectively (Table 9-1). Due to steric clashes, the side chain of 
homo-Phe cannot favorably interact with the apolar S3 site, but more likely it points 

TABLE 9-2. Physico-Chemical Properties of Amino Acid Side Chains at Position 3 of 
Hirudin Fragment 1–47

Side Chain at Volume logP F3 R3 μ4

Position 3 (Å3)1 (π)2   (Debye)

Tyr (wild-type) 138 1.97 0.29 −0.64 −1.57
  (0.96)   2.025

Ala 38 0.60   0.0
  (0.31)
Phe 127 2.73 0.00 0.00 0.36
  (1.79)
Cha 146 3.88   0.0
  (2.72)
pF-Phe 133 2.87 0.43 0.34 1.79
pNO2-Phe 157 2.42 0.67 0.16 4.38
  (1.96)
pI-Phe 160 3.85 0.40 −0.19 1.72
homo-Phe 147 3.15   0.39
  (2.10)
pAM-Phe 165 −0.80   n.a.
Trp 170 2.60   n.a.
  (2.25)
αNal 180 3.87   n.a.
  (3.08)
βNal 180 4.00   0.44
  (3.15)
Bip 215 4.63   n.a.

1 Side-chain molecular volumes are referred to the volume within van der Waals surface and are cal-
culated for the corresponding organic compounds taken as suitable models for the amino acid side 
chains (e.g., p-cresol for Tyr, toluene for Phe).
2 LogP values are those of the corresponding model compounds determined experimentally at 25°C 
and reported by Sangster [44]. When available, the hydrophobic substituent constants, π, of amino 
acid side chains are given in parenthesis [36].
3 F and R are the fi eld (F) and resonance (R) contribution to the Hammett electronic substituent 
constant, σp, according to Hansch et al. [45]. Electron-withdrawing groups possess positive F and R
values, whereas electron-releasing groups have negative R values.
4 μ is the electric dipole moment of organic model compounds of the amino acid side chains deter-
mined at 25°C in benzene [46].
5 The μ value of Tyr was corrected for the absence of resonance effects. A positive sign of μ stands 
for a negative endpointing away from the phenyl ring, toward the para-X substituent.
Abbreviation: n.a., not available.
Note: A detailed description of the procedures employed to get estimates of side-chain physico-
chemical properties is reported in Ref 43.



toward Tyr60A and Trp60D in the S2 site, leaving an uncompensated cavity at the 
S3 site.

An important aspect emerging from our work is that the intrinsic aversion of 
nonpolar groups for water is the dominant driving force for ligand binding only 
when the removal of these groups from the aqueous solvent leads to favorable 
specifi c interactions with the receptor binding-site(s), which suggest that ligand–
receptor association is strongly infl uenced by both hydrophobic and shape-
dependent packing effects.

9.4.5 Tyr3 Æ X: Electronic Effects

Aromatic–aromatic interactions have been identifi ed as important factors for 
protein stability and binding [47]. Indeed, edge-to-face interaction between two 
aromatic side chains allows the δ+ hydrogen atoms of the edge of one aromatic ring 
to approach the δ− π-electron cloud of the other ring, favorably contributing to 
protein stability and binding by 0.6–1.3 kcal/mol [48]. Analysis of the 3D structure 
of the hirudin–thrombin complex reveals that the δ+ hydrogens on the edge of the 
Tyr3 ring can favorably interact in a T-shaped conformation with the δ− π-electron 
cloud of the aromatic ring of Trp215 at the S3 site on thrombin (see Figure 9-1D). 
To probe the importance of aromatic–aromatic interactions in the hirudin–throm-
bin system, we replaced Tyr3 with Phe and its saturated analog, cyclohexylalanine 
(Cha). Compared with Tyr or Phe, Cha is similar in size but signifi cantly more 
hydrophobic (Table 9-2). Hence, if hydrophobicity were the dominant driving force 
for binding, Tyr3Cha would be expected to be a more potent inhibitor than the 
wild-type and Tyr3Phe derivatives. Conversely, the Tyr3 → Phe exchange improves 
affi nity for thrombin by 10-fold, whereas saturation of the aromatic ring of Phe (by 
Phe → Cha substitution) reduces binding by a similar amount. These fi ndings 
clearly indicate that the enhanced affi nity of Tyr3Phe and wild-type species over 
Tyr3Cha is primarily due to the stabilizing interaction with Trp215, which is possi-
ble only for the aromatic side chain of Phe or Tyr and not for its saturated analog, 
Cha, thus demonstrating that, beyond hydrophobicity, electronic effects, and spe-
cifi cally aromatic–aromatic interactions, can markedly modulate binding.

With the aim to strengthen aromatic–aromatic interactions, we systematically 
replaced Tyr3 with noncoded amino acids retaining the aromatic nucleus of Tyr, as 
well as similar size and hydrophobicity, but possessing electron-withdrawing sub-
stituents on the aromatic ring (i.e., p-fl uoro-, p-iodo-, p-nitro-Phe, p-aminomethyl-
Phe; see Table 9-2). The presence of electron-attracting groups in the para-position 
of Phe3 was expected to enhance binding by making the hydrogens of the aromatic 
nucleus at position 3 more electron-defi cient, thus reinforcing the aromatic electro-
static interaction with the π-electron cloud of Trp215. Contrary to expectations, 
electron-withdrawing substituents failed to improve thrombin binding. Conversely, 
their presence resulted in a signifi cant reduction in the affi nity by 4 (i.e., Tyr3pF-
Phe) to 46-fold (i.e., Tyr3pNO2-Phe) in respect to that of Tyr3Phe (Table 9-1). 
Rather surprisingly, the presence of p-aminomethyl-Phe (pAM-Phe), carrying a 
net positive charge at position 3 (pKa 9.36), reduced affi nity for the fast form of 
thrombin by only threefold and did not affect the binding strength to the slow form. 
Notably, the charged amino-group of pAM-Phe is shielded from water and buried 
into the apolar S3 site. Both theoretical and experimental work estimated an energy 
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cost of 9–10 kcal/mol to bury a charge in the protein interion [49, 50]. In our case, 
the difference of hydrophobicity (see Table 9-2) between p-aminomethyl-Phe and 
Tyr or Phe would yield an unfavourable increase of ΔGb to thrombin by 3.8 and 
4.8 kcal/mol, respectively. Therefore, the low energetic penalty of 0.72 and 0.03 kcal/
mol experimentally derived for the binding of Tyr3pAM-Phe to the fast or slow
form of the enzyme would lead us to reconsider the apolar properties of the S3 site 
or, more reasonably, to invoke specifi c interactions of the charged amino group 
within the S3 site (see below) that would compensate for its unfavorable desolvation 
properties.

Given the apolar character of the S3 site, traditionally referred to as the “aryl 
binding site” of thrombin [51], we fi rst attempted to relate the affi nity of the syn-
thetic analogs of hirudin fragment 1–47 for the fast form of thrombin to the hydro-
phobicity value of the amino acid side chain at position 3. The contribution of 
hydrophobicity to the free energy change of binding (ΔGb) was estimated using the 
approach of Eisenberg and McLachlan [52], which assumes that desolvation free 
energy change of binding, ΔGdesolv = Gdesolv(complex) − [Gdesolv(thrombin) +
Gdesolv(hirudin)] = −ΣiΔσi × ΔASAi, is related to the amount of polar and apolar 
surface area of both ligand and receptor that becomes buried upon complex forma-
tion [53]. ΔASAi is the change in the ASA for the atom-type i upon binding of 
hirudin to thrombin, and Δσi (i.e., the atomic solvation parameter) is the solvation 
free energy change per unit area of atom type i that becomes buried upon binding. 
Desolvation free energy change of binding for a mutated hirudin analog (M) was 
calculated relatively to that of the wild-type fragment 1–47 (WT) as ΔΔGdesolv =
ΔGdesolv(M) − ΔGdesolv(WT).

Data reported in Figure 9-4A clearly indicate that the experimental free energy 
change of ΔGb is linearly related to the variation of desolvation free energy 
(ΔGdesolv), which is calculated on theoretical grounds. Only two data points strongly 
deviate from the regression line, namely Tyr3pI-Phe and Tyr3pAM-Phe. In particu-
lar, these analogs were found to bind thrombin much more tightly than predicted 
by desolvation free energy calculations. Structural analysis of the corresponding 
complexes with thrombin reveals that both the iodine atom of pI-Phe and the 
charged nitrogen of pAM-Phe can productively interact with the aromatic nucleus 
of Trp215 at the S3 site, thus compensating (or overwhelming) their unfavorable 
desolvation free energy of binding. In the case of the Tyr3pI-Phe analog, the favor-
able interaction of iodine with Trp215 is predominantly driven by dispersive forces 
related to the high polarizability of iodine. In this regard, I2 forms stable complexes 
with benzene [54]. On the other hand, the surprisingly high affi nity of the Tyr3pAM-
Phe analog can be rationalized by taking into account a specifi c charge–π interac-
tion between the protonated amino group of p-aminomethyl-Phe and the π-electrons 
of Trp215. Since the seminal work of Burley and Petsko [47] on “weakly polar 
interactions,” a great deal of experimental evidences have been accumulated over 
the years, leading to the conclusion that “nonconventional” hydrogen bonds of the 
type X–H  .  .  .  π and cation–π interactions can play a key role in protein structure 
and stability, as well as in ligand recognition [55]. With respect to this, theoretical 
calculations indicate that, among many other possible combinations of cations and 
aromatics, the interaction of NH4

+ (or K+) with indole provides the most favorable 
interaction energy [56]. These predictions have been confi rmed by a comprehensive 
structural analysis of X–H  .  .  .  π hydrogen bonding in proteins, in which the indolyl 
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Figure 9-4. (A) Plot of the experimental free energy change of binding to the fast form of 
thrombin (−ΔΔGb) for the synthetic analogs of fragment 1–47 mutated at position 3 as a 
function of free energy change of desolvation (ΔΔGdesolv) upon hirudin–thrombin interac-
tion. (B) Plot of ΔGb versus the electric dipole moment μ of the amino acid side chain at 
position 3. A positive sign of μ stands for a negative endpoint away from the phenyl ring 
toward the para-X substituent. For details, see Ref 43. r is the correlation coeffi cient of the 
linear fi tting.

nucleus of Trp was found by far to be the most frequent π-acceptor of hydrogen 
and Lys-Trp to be the most represented donor–acceptor pair [57].

To better understand the physical nature of these forces driving the hirudin–
thrombin interaction, we plotted the experimental ΔGb of hirudin analogs versus
the electric dipole moment, μ, of the para-X substituted (X = −H, −F, −I, −OH and 
−NO2) amino acid side chain at position 3 (see Table 9-2). The data shown in Figure 
9-4B indicate that the affi nity of hirudin fragment 1–47 for thrombin is inversely 
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related to the value of μ, which suggests that hirudin–thrombin interaction is desta-
bilized by the presence of a partial negative charge at the para-position of the 
phenyl ring, as in the case of pNO2-Phe, where the two oxygen atoms are strongly 
electron-dense. A reasonable explanation for these results may be found in the 
specifi c electrostatic interactions with the electronic π-system of Trp215, which for 
p-aminomethyl-Phe are attractive, whereas for pNO2-Phe are repulsive.

Taken together, our results indicate that the relative change in the affi nity of 
hirudin 1–47 analogs can be accounted for by the apolar character of the ligand 
quite well, but on the other hand, they also emphasize the importance of “hidden 
interactions,” mainly of electrostatic nature, in strengthening hirudin–thrombin 
binding. If a reasonable estimate of the hydrophobic effect can be obtained by 
calculating the free energy change due to desolvation of apolar surfaces that become 
buried upon ligand–receptor association, electrostatic effects are much more diffi -
cult to evaluate and predict, because they are mediated by weakly polar interac-
tions, whose strength is strongly dependent on the electron density and polarizability, 
as well as on the orientation and distance of the interacting groups, such that even 
subtle perturbations in the ligand or receptor structure may dramatically alter 
binding. In this perspective, the possibility to introduce at a given protein site 
noncoded amino acids with larger structural and chemical diversity will improve 
our understanding of the mechanisms dictating molecular recognitions in 
proteins.

9.5 CUMULATIVE AMINO ACID SUBSTITUTIONS IN HIRUDIN 
YIELD A HIGHLY POTENT THROMBIN INHIBITOR

Hirudin offers numerous advantages over the existing anticoagulants heparins and 
cumarins [58, 59], and its use in clinical practice has been recently introduced. 
However, hirudin administration necessitates careful dose-titration, and bleeding 
effects are not rare [60]. These problems stem primarily from the intrinsic instabil-
ity of the highly fl exible C-terminal tail of full-length hirudin to degradation by 
endogenous proteases, generating truncated N-terminal fragments that, however, 
are dramatically less potent as thrombin inhibitors than the intact molecule 
[39, 61].

To minimize the hirudin sequence binding to thrombin and to improve its thera-
peutic profi le, several N-terminal fragments of hirudin have been prepared as 
potential anticoagulants. Their use would provide a more predictable effect in vivo
compared with intact hirudin, due to their stability to denaturants and proteolytic 
attack and lower immunogenicity [61]. Moreover, N-terminal core fragments tar-
geting solely the active site of thrombin are expected to have a safer therapeutic 
profi le, in keeping with the notion that active-site reversible inhibitors of thrombin 
display a better antithrombotic/hemorrhagic balance than bivalent inhibitors 
[62–64]. However, a major limitation of these fragments resides in their poor 
affi nity for thrombin (Kd = 30–400 nM), compared with hirudin (Kd = 0.2–1.0 pM) 
[27, 33, 61].

To possibly obtain a mini-hirudin retaining the highly potent antithrombin activ-
ity of full length hirudin, but lacking the susceptibility to proteolysis, we selected 
the best-performing amino acid exchanges tested in our previous work (i.e., Val1tBug, 



Ser2Arg, and Tyr3βNal) [34] and combined them in the same analog, denoted as 
BugArgNal [65], which was synthesized in high yields by standard Fmoc chemistry. 
The introduction of only three mutations at the N-terminal end of hirudin fragment 
1–47 yields a molecule that inhibits the fast or slow form by 2670- and 6820-fold 
more effectively than the natural counterpart and that binds exclusively at the active 
site of thrombin with an affi nity (Kd,fast = 15 pM, Kd,slow = 220 pM) comparable with 
that of full-length hirudin (Kd,fast = 0.2 pM, Kd,slow = 5.5 pM). Strikingly, BugArgNal 
induced a change in the coagulative parameters (i.e., thrombin time, prothrombin 
time, and activated partial thromboplastin time) comparable with that evoked by 
intact hirudin (unpublished data). BugArgNal is also highly stable to low pH and 
resistant to the action of numerous proteases, including trypsin, chymotrypsin, 
thermolysin, and pepsin, and like full-lemgth hirudin, it displays almost absolute 
selectivity for thrombin over other closely related, physiologically important serine 
proteases, including plasmin, factor Xa, and tissue plasminogen activator, up to the 
highest concentration of inhibitor tested (10 μM). Only a slight inhibition was 
observed for factor Xa, with an estimated Kd value higher than 8 μM.

The issue of protease selectivity is crucial in the design of novel thrombin inhibi-
tors, because inhibition of other physiologically relevant serine-proteases (e.g., 
tissue plasminogen activator and plasmin) can impair their clinical use [66–68]. 
The results reported in this study demonstrate that the presence of an Arg-residue 
at the N-terminal end of hirudin fragment 1–47 strongly improves binding, while 
retaining the extraordinary selectivity of the natural product. This is in contrast 
with the results obtained for low-molecular-weight inhibitors, where it is paradig-
matic that the introduction of a positive charge at P1-position improves binding, 
but strongly reduces selectivity [66–68], because the positive charge of the inhibitor 
interacts in the S1 site of thrombin with Asp189, which is highly conserved among 
the endogenous enzymes prevalent in the vascular system. Likely, in the case of 
BugArgNal, many weak favorable contacts operate at the inhibitor–thrombin inter-
face to cooperatively encode protease specifi city.

As shown in Table 9-1, the effects of the amino acid replacements are additive 
in both the fast and the slow forms of thrombin, indicating that S1, S2, and S3 sites 
behave independently; that is, perturbation of a given site of the enzyme does not 
affect the binding properties of the other two sites [69]. This result is of particular 
relevance, because it would allow the properties of a multiple mutant to be inferred 
directly from those of the singly mutated species and to engineer incremental 
increases in binding strength and selectivity for either allosteric form of thrombin. 
For instance, substitution of Val1 with tBug, Ser2 with Arg, and Tyr3 with Bip 
would yield a synthetic analog about 15,750 more potent than the wild-type species, 
with a predicted Kd value of about 2.5 pM.

9.6 STRUCTURAL MAPPING OF THROMBIN RECOGNITION SITES 
IN THE NA+ -BOUND AND NA+ -FREE FORM

The effect of Na+ binding on thrombin function is allosteric in nature [23, 70], and 
several crystal structures of the enzyme with and without Na+ bound have been 
recently reported [71–74]. The structures of the pseudo-wild-type thrombin mutant 
(Arg77aAla), reported by Di Cera et al. [71, 72], in the presence or absence of Na+,
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display only small changes in the side-chain orientation of Ser195 in the active site, 
Asp189 in the S1 site, Glu192 and Asp222 on the protein surface, and some rear-
rangement of the water molecules fi lling the S1 site. Conversely, the structures of 
the fast and slow form reported by Huntington et al. [73, 74] show signifi cant dif-
ferences at the level of the S2 and S3 sites, which in the slow form protrude onto 
the protein surface and limit the access to the catalytic pocket. In particular, the 
apolar cavity of the S3 site is restricted by protrusion of Trp215, which is possibly 
caused by reorientation of the underlying Phe227 and 168–182 disulfi de bond. 
Partial unfolding of the Na+ site is observed, with a collapse of the 148-loop onto 
the groove leading to the catalytic pocket. Furthermore, all putative structures of 
the fast and slow forms reported so far display numerous contacts between throm-
bin monomers in the crystal lattice [71–74], and therefore, the packing effects can 
also infl uence the thrombin structure in the crystal.

Hence, we decided to use the N-terminal hirudin domain 1–47 as a molecular 
probe of the solution conformation of thrombin recognition sites in the fast and 
slow form [75]. The guiding idea is that structural information on thrombin sites 
in the two allosteric forms can be gained from the physico-chemical properties of 
the mutated residue at position 1–3 of hirudin and from the effects of the perturba-
tions introduced on the value of coupling free energy ΔGc, which is the difference 
in standard free energy of binding of the inhibitor to the fast and slow form of 
thrombin, ΔGc = ΔGf − ΔGs. Thrombin binding data reported in Table 9-1 can be 
summarized as follows: First, Ala-shaving at either position 1 or position 3 reduces 
affi nity almost exclusively for the fast form; second, side-chain enlargement at posi-
tion 3 with bulky and hydrophobic amino acids (i.e., βNal and Bip) strongly enhances 
affi nity for both forms, but preferentially for the fast form; third, electrostatic per-
turbation of the primary specifi city site S1, by Ser2 → Arg or Ser2 → pGnd-Phe 
exchange, enhances affi nity preferentially for the slow form. These data were ana-
lyzed within the theoretical framework of site-specifi c thermodynamics [75–77] and 
used to extract structural information on the specifi city sites of thrombin in the 
two allosteric forms:

ΔGs

S ⇔ SI
ΔG0 ΔG1

F ⇔ FI
ΔGf

The slow (S) and fast (F) forms bind the inhibitor (I) with a standard free energy 
change ΔGs and ΔGf, whereas ΔG0 and ΔG1 represent the free energy changes for 
switching from the slow to the fast form in the absence or presence of the inhibitor. 
The coupling free energy (ΔGc) for the cycle is given by the equation ΔGc = ΔGf −
ΔGs = ΔG1 − ΔG0, where ΔGf and ΔGs can be determined experimentally. The pref-
erential loss (or gain) in affi nity of a mutated inhibitor for one of the two allosteric 
forms of the enzyme is a measure of the energetic contribution of the interactions 
being lost (or gained) upon mutation and provide strong, albeit indirect, means for 
identifying those regions on thrombin that have different structural features in the 
slow or fast form. On the other hand, mutations that affect both forms to the same 
extent reveal that the perturbations introduced in the inhibitor are important for 
binding to thrombin and that the site is not involved in the slow → fast transition 



or, otherwise, that the entity of the perturbation introduced is too small to elicit a 
different behavior at that site in the two allosteric forms. In addition, because Na+

binds the hirudin–thrombin complex with ∼20-fold higher affi nity than the free 
enzyme (ΔG° ≠ ΔG1) [40], then from the linkage principles mentioned above, it 
follows that the inhibitor must bind with different affi nity to the slow and fast forms 
(ΔGf ≠ ΔGs), ruling out other possibilities.

In the case of Tyr3 → Ala and Val1 → Ala exchanges, elimination of the interac-
tions of Tyr and Val side chains beyond the Cβ strongly reduces affi nity for the fast
form, by 65- and 15-fold, respectively, whereas it is practically ineffective on the 
slow form, which suggests that the presence of Tyr and Val is crucial to enhance 
binding exclusively to the procoagulant fast form. On the other hand, the presence 
of the larger side chain of βNal at position 3 enhances affi nity for the fast form by 
about 40-fold and by only 15-fold for the slow form. Taken together these results 
suggest that the S3 site of thrombin in the procoagulant (fast) form is in a more 
open and accessible conformation in respect to the less forgiving structure it 
acquires in the anticoagulant slow form. Also consistent with our model are the 
effects of the replacement of Ser2 with Arg or pGnd-Phe, whose long, charged side 
chain is expected to facilitate penetration of the inhibitor into thrombin recognition 
sites, to a greater extent in the case of the more closed slow form than in the case 
of the fast form of the enzyme, which is already accessible for binding. From the 
effects of amino acid substitutions on the affi nity of fragment 1–47 for the enzyme 
allosteric forms, we conclude that the specifi city sites of thrombin in the Na+-bound 
form are in a more open and permissible conformation, compared with the more 
closed structure they assume in the Na+-free form [75].

The structural picture of thrombin allosteric forms proposed above is consistent 
with detailed molecular dynamics (MD) simulations carried out for 18 ns in 
full explicit water [43], showing two well-defi ned conformational minima on 
the energy landscape. After about 5 ns, a concerted conformational transition, 
involving the S2/S3 sites, the 148-loop, and the fi brinogen binding site, leading 
the thrombin molecule from a more compact and closed form, which we propose 
can be related to the anticoagulant (slow) form in the Na+-free state, to a more 
open and accessible conformation, which we propose can be related to the proco-
agulant (fast) form in the Na+-bound state (see Figure 9-5). Moreover, the results 
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Na+

Na+-free form Na+-bound form
Figure 9-5. Surface representation of thrombin in the putative slow and fast form. The 
model was built on the basis of the coordinates derived form 18-ns MD simulations in 
explicit water solvent [43].
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of MD analysis outline the high degree of correlation existing between the motions 
of all these regions of thrombin, all occurring after about 5 ns, and suggest that a 
structural network is present, capable of communicating the conformational 
changes, induced by Na+ binding, between different structural domains of the 
enzyme.

Our model also provides reasonable explanation for the fact that those substrates 
that are related to the procoagulant activities of thrombin (e.g., fi brinogen, PAR-1, 
and factor XIII) orient a bulky side chain deep into the S3 site of the enzyme and, 
as expected, are cleaved by the fast form of thrombin 20–40-fold more effi ciently 
than by the slow form [23]. In particular, fi brinogen interacts at the S3 site of the 
enzyme through the bulky Phe8 having a side-chain volume of 127 Å3 [1bbr.pdb; 
78], PAR-1 through Leu38 (Leu = 100 Å3) [1nrs.pdb; 79], and factor XIII through 
two Val-residues (Val29 and Val34; Val = 79 Å3) [1de7.pdb; 80]. On the other 
hand, protein C, which is related to the anticoagulant function of thrombin, does 
not seem to extensively interact with the S3 site of the enzyme [43], and as 
expected, it is cleaved with similar specifi city by either the slow or the fast form 
(ΔGc = 0.2 kcal/mol) [23].

9.7 INCORPORATION OF NONCODED AMINO ACIDS AS 
SPECTROSCOPIC PROBES IN THE STUDY OF PROTEIN FOLDING 
AND BINDING

A major application of protein engineering with noncoded amino acids regards the 
introduction into proteins of biophysical probes possessing physico-chemical prop-
erties (e.g., side-chain volume, hydrophobicity) similar to those of the correspond-
ing natural amino acids, but spectral features distinct from those of the natural 
counterparts and highly sensitive to the chemical environment in which the probe 
is located [81]. Hence, by the use of the so-called “spectrally enhanced proteins” 
[82], it should be possible to effectively monitor the local structure and dynamics 
of the mutated protein during key events, such as protein folding and denaturation 
or ligand binding, without signifi cantly perturbing the kinetics and equilibrium 
properties of the process under investigation. With respect to this, in a recent study, 
Cohen et al. could site-specifi cally introduce 6-dimethylamino-2-acyl-naphthylala-
nine (Aladan) into the B1 domain of staphylococcal protein G to obtain estimates 
of the local dielectric constant of the protein at different sites [83].

More specifi cally, the development of new spectroscopic tools for studying 
protein–protein interactions is central to many disciplines, including structural 
biology, biotechnology, and drug discovery [84]. Traditionally, the change in tryp-
tophan (Trp) fl uorescence has been exploited to study ligand–protein interactions 
[85]. However, the fl uorescence signal of many proteins is insensitive to ligand 
binding [86], because fl uorescence changes are mostly restricted to those cases 
where Trp-residues are embedded in the ligand–protein interface or when the 
ligand binding induces conformational changes in the protein, remote from the 
binding region and involving one or more Trp-residues. Furthermore, the presence 
of multiple tryptophans in proteins may lead to compensating effects that often 
complicate interpretation of the fl uorescence data [85].

To overcome these problems, several extrinsic spectroscopic probes, character-
ized by well-defi ned spectral properties, have been covalently bound to protein 



functional groups (i.e., Cys and Lys), to act as energy donors or acceptors in fl uo-
rescence resonance energy transfer (FRET) studies [84, 87–89]. This approach, 
however, is limited by possible labeling heterogeneity, nonquantitative modifi ca-
tion, structural alteration of the proteins resulting from the labeling per se, and 
perturbation of the binding process, due to the large size of the fl uorescent labels 
used [87, 88].

In the following, we show the utility of two noncoded analogs of tyrosine and 
tryptophan, namely 3-nitrotyrosine (NT) and 7-azatryptophan (AW), in the study 
of hirudin folding and binding to thrombin [90, 91].

9.7.1 7-Azatryptophan

Among the noncoded tryptophan analogs studied so far (i.e., 5-hydroxy- and 
5-metoxy-Trp, benzo[b]thiophenylalanine and the spectrally silent fl uorotrypto-
phans), 7-azatryptophan (AW), an isostere of tryptophan (W), displays interesting 
absorption and fl uorescence properties [92]. Unlike tryptophan, free AW displays 
single exponential fl uorescence decay and the presence of a nitrogen-atom at posi-
tion 7 in the indolyl-nucleus results in a red shift of 10 nm in the absorption and 
46 nm in the emission of AW compared with Trp. Furthermore, the fl uorescence 
λmax and quantum yield of 7-azaindole (7AI) are strongly infl uenced by the polarity 
of the chemical environment. In particular, on going from cyclohexane to water the 
emission fl uorescence of 7AI is shifted from 325 to 400 nm and the quantum yield 
is decreased by 10-fold. The quantum yield of AW increases from 0.01 in aqueous 
solution, pH 7, to 0.25 in acetonitrile [93]. Hence, it should be possible to selectively 
excite the fl uorescence of AW at the red edge of its absorption (between 310 and 
320 nm), where Tyr does not absorb and the contribution of Trp is negligible and, 
thus, investigate protein folding and binding processes through variation of the AW 
fl uorescence signal.

Recently, we exploited the unique spectroscopic properties of AW to probe the 
disulfi de-coupled folding of the hirudin N-terminal domain 1–47 and the binding 
to its the target enzyme, thrombin [90]. Before chemical synthesis, the resolution 
of the commercially available enantiomeric mixture of AW was carried out by 
treating the racemic mixture with acetic anhydride and subsequent enantioselective 
deacylation with immobilized Asperigillus oryzae acylase-I to yield L-AW (Scheme 
9-1). Purifi ed L-AW was then reacted with 9-fl uorenylmethoxycarbonyl chloride 
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(Fmoc-Cl), to quantitatively obtain the Fmoc-derivative, which was subsequently 
used in the solid-phase synthesis of the analog of hirudin 1–47 in which Tyr3 was 
replaced by AW.

The replacement of tryptophan with the isosteric 7-azatryptophan leads to a 
signifi cant reduction (∼10-fold) in the affi nity of fragment 1–47 for the fast form of 
thrombin, indicating that exchange of even a single atom (C → N) can substantially 
affect binding to the enzyme. These results can be explained by the lower hydro-
phobicity of 7-azatryptophan compared with that of tryptophan, as given by the 
values of octanol→water partition coeffi cient (logP) of indole (logPindole = 2.33) and 
7-azaindole (logPazaindole = 1.72), determined experimentally [90].

The results of spectroscopic characterization indicate that the λmax values in the 
absorption and fl uorescence spectra of Y3AW are red-shifted by ∼10 and 40 nm, 
respectively, compared with those of Y3W (Figure 9-6). The fl uorescence spectra 
of Y3AW with the six Cys-residues in the fully reduced or correctly folded state 
are shown in Figure 9-7 and compared with those of the corresponding Y3W 
analog. The emission spectrum of the reduced, unfolded Y3AW reveals the pres-
ence of two distinct, well-resolved bands at 305 and 397 nm, assigned to the con-
tribution of Tyr13 and AW at position 3, respectively. In the folded state the 
Tyr-band disappears, whereas the fl uorescence of AW is blue-shifted to 390 nm and 
enhanced by about 20%. Our results can be rationalized by considering that in the 
reduced state, hirudin fragment 1–47 is in a random coil conformation (unpub-
lished results), with the donor (Tyr13) and acceptor (AW3) amino acids far apart 
in space. In the native state, the chain folding brings Tyr13 in close proximity to 
AW3 and allows the energy absorbed by Tyr to be effi ciently transferred to AW. 
In the case of Y3W, a single band at 350 nm is observed in the native state, whereas 
in the reduced state the contribution of Tyr13 appears as a very weak shoulder at 
303 nm, overwhelmed by the stronger emission of Trp3 at 355 nm (Figure 9-7C). 
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Figure 9-6. UV absorption and emission fl uorescence spectra of Y3AW (—) and Y3W (--) 
analogs of hirudin fragment 1–47. The fl uorescence spectrum of free Y3AW analog was 
multiplied by sixfold. All measurements were carried out at 25°C in 5-mM Tris-HCl buffer, 
pH 8.0, containing 0.2-M NaCl and 0.1% PEG-8000, at a protein concentration of 2 μM. 
Sample excitation was at 280 nm.
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Figure 9-7. Disulfi de oxidative folding of Y3AW analog monitored by fl uorescence spec-
troscopy. (A) UV-absorption spectra of free tryptophan (W, --) and 7-azatryptophan (AW, 
—), acting as energy acceptors, and fl uorescence spectrum of tyrosine (Y, - - -), acting as an 
energy donor. Emission fl uorescence spectra of Y3AW (B) and Y3W (C) in the reduced 
(—) and disulfi de oxidized, native state (--). All spectra were taken at 25°C by exciting the 
samples (5 μM) at 280 nm in 0.1-M NaHCO3, pH 8.3, except for that of the fully reduced 
form, which was recorded in 0.1-M morpholinoethane sulfonic acid buffer, pH 6.0. This pH 
value is suffi ciently low to impair disulfi de formation for at least 4 hours (not shown) and, 
concomitantly, avoid protonation of N7-atom of the azaindole nucleus, which has a pKa value 
of 4.5 [94].

This actually makes it diffi cult (if not impossible) to follow the folding process of 
hirudin by Tyr → Trp energy transfer measurements.

The strong dependence of the fl uorescence properties of AW on solvent polarity 
[95] was exploited to investigate the binding of Y3AW analog to thrombin (Figure 
9-8). To minimize the contribution of the nine Trp-residues present in the thrombin 
sequence, we excited AW at the red edge of its absorption range (320 nm), where 
the contribution of Trp is expected to be negligible [93]. The spectra reported in 
Figure 9-8 clearly indicate that the fl uorescence of AW is strongly quenched upon 
binding to thrombin. Given the known solvent-dependent emission of AW and the 
apolar character of the S2/S3 binding sites of thrombin, this result is surprising. In 

240 280 320 360

0

2

4

6

W

AW

Y

 R
el

at
iv

e 
F

lu
or

es
ce

nc
e

A
bs

or
bt

iv
ity

 (
M

-1
. cm

-1
) 

x 
10

-3

Wavelength (nm)
300 350 400 450 500

0

60

120

180

240

R
el

at
iv

e 
F

lu
or

es
ce

nc
e

Wavelength (nm)

300 350 400 450 500

0

150

300

450

600

R
el

at
iv

e 
F

lu
or

es
ce

nc
e

Wavelength (nm)

A B

C



1246 APPLICATIONS TO HIRUDIN

fact, we would have expected that binding of Y3AW to thrombin is accompanied 
by a blue-shifted emission of AW and a substantial increase in its fl uorescence 
intensity. The fl uorescence spectra of the model compound 7-azaindole (7AI) in 
different solvents (Figure 9-9) well document the extraordinary dependence of the 
fl uorescence signal of 7AI on the solvent polarity, shifting from 325 nm in cyclo-
hexane (not shown) to 345 nm in diethylether and 362 nm in acetonitrile. In par-
ticular, in water-restricted environments (e.g., water-saturated diethyl ether), the 
fl uorescence signal is dramatically reduced, due to the formation of a 1 : 1 7AI-H2O
cyclic adduct that promotes formation in the excited state of a “tautomer” species 
that is poorly fl uorescent [96–98].

In the light of these considerations, the strong quenching effect on the fl uores-
cence of 7AW, observed upon binding of Y3AW to thrombin, can be explained on 
the basis of the model structure of Y3AW bound to thrombin. As shown in Figure 
9-10, the −NH group of AW interacts with water molecule w432 (B-factor: 36 Å2;
occupancy: 1.0), whereas N7 may be linked to Tyr60a through a water bridge involv-
ing the structural water molecule w606 (B-factor: 22 Å2; occupancy: 0.52) [31]. 
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Figure 9-8. Hirudin–thrombin interaction probed by fl uorescence spectroscopy. Fluores-
cence emission spectra of isolated thrombin (�–�) and Y3AW analog (�–�) and equimo-
lar mixture of the enzyme and inhibitor (�–�). All spectra were recorded at 25°C in 5-mM 
Tris-HCl buffer, pH 8.0, containing 0.2-M NaCl and 0.1% PEG-8000, at a protein concen-
tration of 2 μM, and by exciting the samples at 320 nm. Theoretical sum spectrum (�–�), 
obtained by adding the spectrum of free thrombin to that of the Y3AW analog. The con-
tribution of Y3AW in the thrombin-bound form is estimated by the difference spectrum 
(	–	), obtained by subtracting the spectrum of isolated thrombin from that of enzyme-
inhibitor complex. Given a Kd value of 60 nM for the thrombin–Y3AW complex and a con-
centration of enzyme and inhibitor of 2 μM, it is expected that about 20% of Y3AW remains 
in the free form. Notably, the intensity of the difference spectrum accounts for 25% of that 
of the free inhibitor, which suggests that the fl uorescence of Y3AW in the complex with 
thrombin is almost totally quenched.
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Figure 9-9. (A) Fluorescence emission spectra of 7-azaindole (7AI) in different solvents: 
acetonitrile (�–�), diethyl ether (�–�), n-propanol (�–�), water-saturated diethyl ether 
(	–	), and deionized water (�–�). The emission of 7AI in n-propanol is multiplied by 
20-fold. Inset, fl uorescence spectra of 7AI in diethyl ether (�–�) and water-saturated 
diethyl ether (	–	) expanded by a factor of 80 to show the growth of the second band at 
∼520 nm in organic-water solution. All spectra were recorded at 25°C and 2-μM 7AI, by 
exciting the samples at 280 nm. (B) Consensus scheme explaining the emission properties 
of 7AI in alcohol (R = alkyl) or water solution (R = −H). The polyhydrated species in water 
are more populated and emit radiation at 400 nm. In water-restricted environments (e.g., 
water-saturated diethyl ether), the concentration of the “normal” monohydrated species 
increases, and upon excitation, it is converted into the “tautomer” form, which is responsible 
for the longer wavelength emission at ∼520 nm (Inset to panel A) [90].
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Figure 9-10. Schematic representation of the interaction of the N-terminal tripeptide of 
hirudin analog Y3AW with thrombin. The model structure of Y3AW was obtained by 
keeping the position of all atoms unchanged and using the same dihedral angles that Tyr3 
has in the x-ray structure of wild-type hirudin complexed to thrombin (χ1 = −61°, χ2 = −56°, 
[4htc.pdb; 31]. Water molecule w432 (B-factor 36 Å2, occupancy 1.0) is in the same plane 
of the azaindole ring of AW at position 3, whereas N7 occupies the same position of the –OH 
group in Tyr3, which is linked to Tyr60a through a water bridge involving w606 (B-factor 
22 Å2, occupancy 0.52).
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Hence, the rigid, structural water molecules at the hirudin–thrombin interface can 
have a crucial role in quenching the fl uorescence of 7AW, because they promote 
the nonradiative decay of AW in the excited state more effectively than the labile 
water molecules solvating the 7AW in the free Y3AW analog.

In conclusion, our data demonstrate that the incorporation of 7-azatryptophan 
into proteins can be of broad applicability in structure-activity relationship studies, 
where a Trp-isostere is required, or as a spectroscopic probe in the study of protein 
folding and binding [90].

9.7.2 3-Nitrotyrosine

3-Nitrotyrosine (NT) is produced in vivo by reaction of protein tyrosines with 
peroxynitrite [99]. The NT side chain is only 30 Å3 larger than the unmodifi ed Tyr, 
and the presence of the electron-withdrawing nitro-group makes the phenolic 
hydrogen of free NT about 103-fold more acidic (pKa 6.8) [100]. At pH < pKa, where 
the neutral form is predominant, NT is more hydrophobic than Tyr, whereas at 
higher pH, where NT exists in the ionized form, it is much more polar [101, 102]. 
NT can form an internal hydrogen bond, and its absorption properties are strongly 
pH-dependent (see Figure 9-11). In particular, at basic pH, the UV/Vis spectrum 
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Figure 9-11. (A) Structure of 3-nitrotyrosine. Bond distances (Å) are taken from the crys-
tallographic structure of free NT [103]. (B–C) Spectrophotometric titration of Y3NT by 
UV/Vis absorption spectroscopy. Absorption spectra (B) and plot of the absorbance values 
at 430 nm of Y3NT (2 mL, 48 μM) as a function of pH (C). Measurements were carried out 
in 2-mM citrate–borate–phosphate buffer, at the indicated pH. Fitting data points yields a 
pKa value of 6.74 ± 0.02 for NT.



of free NT displays a major band at 422 nm, characteristic of the ionized form, 
whereas at acidic pH a prominent band appears at 355 nm, assigned to the contribu-
tion of the neutral form [100]. NT is essentially nonfl uorescent and absorbs radia-
tion in the wavelength range where both Tyr and Trp emit fl uorescence, with a 
Trp-to-NT Förster’s distance (i.e., the donor-acceptor distance at which the FRET 
effi ciency is 50%) as large as 26 Å [104]. For these reasons, NT has great potential 
as an energy acceptor in FRET studies, and indeed, direct chemical nitration of 
Tyr was used to investigate the structural and folding properties of calmodulin 
[104] and apomyoglobin [105–107]. However, very little is known about the possi-
bility of exploiting the unique spectral properties of NT to study molecular recogni-
tion [100, 108, 109].

Hence, we chose the hirudin–thrombin system as a suitable model for evaluating 
the potentialities of NT as a spectroscopic probe in the study of protein–protein 
interactions [91]. To this aim, we synthesized two analogs of the N-terminal domain 
(residues 1–47) of hirudin: Y3NT, in which Tyr3 was replaced by NT, and S2R/
Y3NT, containing the cumulative substitutions Ser2→Arg and Tyr3→NT. In the 
presence of saturating concentrations of Y3NT or S2R/Y3NT, the fl uorescence of 
thrombin is strongly quenched and approaches a similar value, under either fast
(0.2-M NaCl) and slow (0.2-M ChCl) conditions (Figure 9-12A, B). We have dem-
onstrated that quenching of fl uorescence is mainly caused by FRET, occurring 
between (some of) the Trp-residues of thrombin (i.e., the donors) and the single 
3-nitrotyrosine of the inhibitors (i.e., the acceptor).

FRET is a nonradiative decay process occurring between a donor and an accep-
tor, which interact via electromagnetic dipoles transferring the excitation energy of 
the donor to the acceptor. For a one-donor–one-acceptor system, the effi ciency of 
energy transfer depends on the extent of spectral overlap of the emission spectrum 
of the donor with the absorption spectrum of the acceptor, on the donor quantum 
yield, on the inverse sixth power of the distance separating the donor and acceptor, 
and on their orientation [88]. In the case of hirudin–thrombin interaction, there is 
an extensive overlap of the emission spectrum of the enzyme (i.e., the donor) with 
the absorption spectrum of the inhibitor (i.e., the acceptor) (see Figure 9-12C). In 
addition, Trp-to-NT energy transfer is also favored by the relatively short distances 
separating Trp-residues and NT in the enzyme–inhibitor complex [31, 91]. To esti-
mate the possible contribution of spectroscopic effects other than FRET (e.g, 
unspecifi c binding, dynamic or static quenching, inner fi lter effect), the fl uores-
cence of thrombin was measured in the presence of increasing concentrations of 
free NT. The data reported in Figure 9-12D indicate that NT slightly (∼14%) 
reduces the fl uorescence of the enzyme, in keeping with the notion that nitro-
compounds (e.g., nitromethane and nitrobenzene) quench the emission of polycy-
clic aromatic hydrocarbons mainly by a dynamic mechanism [110]. Moreover, we 
found that for concentrations of NT-containing analogs lower than 20 μM, inner 
fi lter effect can be neglected. These considerations allow us to conclude that 
quenching of thrombin fl uorescence by Y3NT (or S2R/Y3NT) is mainly caused by 
Trp-to-NT energy transfer.

The quenching data reported above were used to obtain quantitative estimates 
(i.e., Kd values) of the binding of hirudin analogs to thrombin allosteric forms (see 
Figure 9-13 and Table 9-3). For both analogs, the excellent fi t of the experimental 
data to the curve describing one-site binding mechanism is a stringent, albeit 
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Figure 9-12. Binding of Y3NT and S2R/Y3NT to thrombin, monitored by Trp-to-NT fl uo-
rescence energy transfer. (A) Fluorescence spectra of thrombin alone (50 nM) and in the 
presence of Y3NT (10 μM). For comparison, the spectrum of the free inhibitor Y3NT 
(10 μM) is also reported. (B) Change in the fl uorescence of thrombin as a function of S2R/
Y3NT concentration, under fast (�–�, 0.2-M NaCl) and slow (	–	, 0.2-M ChCl) condi-
tions. (C) Superimposition of the fl uorescence spectrum of thrombin (continuous line) with 
the absorption spectra of Y3NT at pH 2 and 8.0 (dashed/dotted lines). (D) Change in 
thrombin fl uorescence as a function of Y3NT concentration (�–�). As a control, the fl uo-
rescence intensity of thrombin in the presence of free NT (�–�) is reported. The signal of 
Y3NT alone (	–	) is also included. All measurements were carried out at 25°C by exciting 
the protein samples at 295 nm in 5-mM Tris-HCl buffer, pH 8.0, containing 0.1% (w/v) PEG 
8000 and 0.2-M salt, as indicated, and recording the fl uorescence signal at 342 nm.

indirect, proof of 1 : 1 binding stoichiometry. The replacement of Tyr3 with NT 
resulted in a drop in the affi nity of Y3NT for thrombin, which was restored in the 
doubly substituted analog S2R/Y3NT by replacing Ser2 with Arg. The structural 
model of Y3NT bound to thrombin (see Figure 9-14), based on the crystallographic 
structure of the hirudin–thrombin complex [31], reveals that the –NO2 group of 
NT might be easily accommodated into the S2 specifi city site of the enzyme without 
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Figure 9-13. Determination of the dissociation constant (Kd) of the complexes formed by 
the synthetic analogs Y3NT (A) (�, �) and S2R/Y3NT (B) (�, 	) with thrombin, under 
fast (fi lled symbols) and slow (empty symbols) conditions. Continuous lines represents the 
best fi t of the data points to the equation describing tight binding [91], which allowed us to 
obtain the Kd values reported in Table 9-3.

TABLE 9-3. Thrombin Binding Data of the Synthetic Hirudin Analogs, as Obtained by 
Fluorescence Energy Transfer1 and Enzyme Inhibition Assays2

1–47 Fast Form Slow Form
Analogs

Kd ΔΔGb Kd ΔΔGb ΔGc

 (nM) (kcal/mol) (nM) (kcal/mol) (kcal/mol)

WT2 (Tyr3) 42 ± 0.5 — 1,460 ± 20 — −2.10
Y3NT1 1,325 ± 80 2.06 17,000 ± 500 1.45 −1.51
S2R2 1.7 ± 0.02 −1.90 12 ± 2 −2.84 −1.16
S2R/Y3NT1 45 ± 2.2 0.06 91 ± 4.2 −1.64 −0.41

1 The Kd values of Y3NT and S2R/Y3NT were obtained by fi tting FRET data to the equation describ-
ing tight binding [91].
2 The inhibitory potency of the wild-type (WT) and S2R analog was determined at 25°C by measuring 
at 405 nm the release of p-nitroanilide, pNA, from the synthetic substrate d-Phe-Pro-Arg-pNA. 
Additivity of mutational effects was calculated by the equation ΔGI = ΔΔGb(S2R/Y3NT) − [ΔΔGb(Y3NT) 
+ ΔΔGb(S2R)], where ΔGI is the free energy term that accounts for the energetic interaction between 
the mutated sites [9].

requiring steric distortion. Likely, the lower affi nity of Y3NT refl ects the lower 
hydrophobicity of NT at pH 8.0, where it exists by ∼95% in the ionized form. With 
respect to this, the logP value of 2-nitrophenol, taken as a suitable model of the 
NT side chain, is −1.47 at pH 8.0 [101], whereas that of phenol, taken as a model 
of Tyr, is +1.50 [102]. Besides hydrophobicity, the presence of the nitro-group 
introduces a net (i.e., at pH 8.0) negative charge at position 3 of hirudin, which can 
oppose binding through unfavorable electrostatic interaction with the strong 
negative potential of the thrombin active site [111], in agreement with our pre-
vious structure-activity relationship studies [43]. The reliability of these data was 
verifi ed by comparing the Kd values of Y3NT and S2R/Y3NT, obtained by FRET 
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measurements, with those determined by classic enzyme inhibition experiments, 
in which the rate of thrombin-mediated substrate hydrolysis was measured as a 
function of inhibitor concentration [91]. Strikingly, the Kd values for the binding 
of Y3NT and S2R/Y3NT to thrombin fast form were determined as 1.4 ± 0.1 μM
and 41 ± 2 nM, respectively, in agreement (8–10%) with those obtained by FRET 
(Table 9-3).

The absorption spectra of S2R/Y3NT, recorded in the absence and presence of 
thrombin, are reported in Figure 9-15. Under fast conditions, the 430-nm band of 
S2R/Y3NT, assigned to the contribution of the ionized form of NT at pH 8.0, is 
reduced by 54%, whereas an additional band of similar intensity appears at about 
362 nm, characteristic of NT in the neutral form. Of note, the binding of Y3NT to 
thrombin fast form yields very similar results [91]. These observations can be 
explained on the basis of the modeled structure of Y3NT bound to thrombin and 
assuming that NT interacts with the enzyme in the neutral form.

As shown in Figure 9-14, three structural water molecules at the enzyme–inhibi-
tor interface (i.e., w432, w606, and w672), characterized by low thermal factors and 
high occupancy values, can variably interact with NT. In particular, w606, which in 
the structure of the wild-type hirudin–thrombin complex connects Tyr3′ of the 
inhibitor to Tyr60a of the enzyme [31], is suitably positioned as a hydrogen bond 
donor to stabilize the six-membered ring system of NT (see Figure 9-11A and Figure 
9-14). As a result, the contribution of the protonated NT in the bound form appears 
as a distinct band at about 362 nm in the absorption spectrum of the thrombin–S2R/
Y3NT complex (Figure 9-15). The residual intensity of the 430-nm band is contrib-
uted by the ionized form of NT in the free inhibitor that exists in equilibrium with 
the thrombin-bound form. Hence, we conclude that the phenate moiety of NT in 
the free state becomes protonated to phenol upon binding to thrombin and that a 
water molecule at the hirudin–thrombin interface, likely w606, functions as a 
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w672

Trp60d

Tyr60a

Leu99

Trp215
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Val1'
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Figure 9-14. Schematic representation of the interaction of the N-terminal tripeptide of 
Y3NT with thrombin. The structure of Y3NT was modeled on the structure of the hirudin–
thrombin complex [4htc.pdb; 31]. Relevant NT-thrombin distances, in the 2.5–3.5-Å range, 
are indicated by dashed lines. Of note, w606, which in the wild-type hirudin–thrombin 
structure connects Tyr3′ of the inhibitor to Tyr60a of the enzyme, is well suited as a hydro-
gen bond donor to stabilize the NT ring system [91].
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Figure 9-15. Binding of the synthetic analog S2R/Y3NT to thrombin, monitored by UV/
Vis absorption spectroscopy. Spectra of the inhibitor (8.6 μM) were taken at 25° in 5-mM 
Tris-HCl buffer, pH 8.0, containing 0.1% PEG 8000 and 0.2 M NaCl, in the absence (--) 
and presence (--) of thrombin (4.1 μM). For clarity, the Inset shows the spectra in the wave-
length range 300–550 nm.

hydrogen donor. Notably, w432 and w606 are conserved in the structure of throm-
bin bound to hirugen (i.e., the 53–64 peptide of hirudin) [1hah.pdb; 112], where 
the specifi city sites of the enzyme are unoccupied, thus suggesting that these water 
molecules represent constant spots in the solvation shell of thrombin and, perhaps, 
key elements for molecular recognition, in keeping with the key role that protein–
water interactions play in ligand binding [113].

Our results demonstrate that NT is a suitable spectroscopic probe for investigat-
ing ligand–protein interactions and suggest that its incorporation into proteins may 
have vast applications for identifying ligand–protein interaction.

9.8 CONCLUDING REMARKS

It is widely accepted that even the knowledge of the structure of the ligand–recep-
tor complex provides only partial information for predicting ligand binding ener-
getics [114]. In this view, we have demonstrated here that it is possible to transfer 
the quantitative structure-activity relationship (QSAR) approach, traditionally 
applied to low-molecular-weight bioactive compounds, to the study of recognition 
in macromolecular systems, such as the hirudin–thrombin complex. Recent ad-
vances in chemical and genetic methodologies will, hopefully, allow the researchers 
to extend this approach to other protein systems of relevant pharmacological appli-
cation. Moreover, we have shown that incorporation of noncoded amino acids, 
possessing peculiar spectroscopic properties, can have great potentialities in bio-
technology and pharmacological screening.
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10.1.1 GENE THERAPY

10.1.1.1 Milestones

Gene therapy is a conceptually simple and attractive process, which consists of 
the introduction of one or more functional genes in a human/non-human receptor 
(in vivo, in situ, or ex vivo). It constitutes a promising alternative for the treatment, 
diagnosis, or cure of genetic defects such as cystic fi brosis [1] or acquired diseases 
like cancer [2] and AIDS [3]. DNA vaccines can also be developed on the basis of 
genes [4] to provide immunity against infectious agents (e.g., malaria [5]) or treat 
noninfectious diseases such as tumors and allergies [6].

Although gene therapy is a recent endeavor of the human mind, it has neverthe-
less come a long way since the early, nonauthorized administration of Shope papil-
loma virus to argininemia-suffering patients by Stanfi eld Rogers et al. [7, 8] (Table 
10.1-1). Despite the fl awed design and consequent failure of this clinical trial, 
Rogers was one of the fi rst scientists to anticipate the therapeutic potential of 
viruses as carriers of genetic information [8]. The fi rst federally approved gene 
therapy clinical trials took place in 1990 when an adenosine deaminase (ADA)-
defi cient patient was given her own T cells engineered with a retroviral vector car-
rying a normal ADA gene [9]. This experiment paved the way for further clinical 
trials. In 1993 an adenovirus vector (AdV) was fi rst used in a clinical trial designed 
to evaluate the potential of direct transfer of cystic fi brosis transmembrane con-
ductance regulator (CFTR) cDNA in the treatment of cystic fi brosis (CF) [10].

TABLE 10.1-1. Gene Therapy Milestones

Year Vector Target Disease Comments Reference

1970 Shope virus Argininemia First human trial,  [7, 8]
    unauthorized
1990 Retrovirus ADA-SCID First federally approved [9]
    human trial
1993 Adenovirus Cystic fi brosis First clinical trial with [10]
    an adenovirus vector
1999 Adenovirus OTC defi ciency Death of patient due to [11, 12]
    an adverse reaction to
    the adenovirus vector
2000 Retrovirus SCID-X1 syndrome Apparent clinical cure of [13]
    two recipients
2003 Retrovirus SCID-X1 syndrome Development of leukemia- [14]
    like syndrome in
    recipients due to 
    retrovirus integration
2004 Adenovirus Head and neck  The fi rst human GT [15]
   carcinoma  product, Gendicine, 
    received approval from
    the Chinese FDA

Abbreviations: ADA = adenosine deaminase; OTC = ornythine transcarbamylase; SCID = severe 
combined immunodefi ciency.



The fi rst setback faced by gene therapy came in 1999 when a patient suffering 
from ornithine transcarbamylase (OTC) defi ciency died after administration of an 
adenovirus vector encoding OTC [11, 12]. The year 2000 saw gene therapy’s fi rst 
major success: A gene therapy protocol could correct the phenotype of an X-linked 
severe combined immunodefi ciency (SCID-X1) syndrome in two patients who had 
been re-infused with autologous CD34 bone marrow cells transduced ex vivo with 
a retrovirus vector encoding the γC receptor gene [13]. These successes were later 
shadowed by the development of leukemia-like syndrome in recipients of the treat-
ment as a consequence of retrovirus integration in proximity to the LMO2 proto-
oncogene promoter [14]. In October 16, 2003, a recombinant adenovirus vector 
expressing the tumor-suppressor gene p53 was approved by the State Food and 
Drug Administration (SFDA) of China for the treatment of head and neck squa-
mous cell carcinoma [15–17]. Developed and manufactured by Shenzen SiBiono 
GeneTech (China) and trademarked under the name Gendicine, it became the fi rst 
human gene therapy product to reach the market in April 2004 [15]. As of 
September 2005, 2600 patients had been treated with Gendicine, with projections 
estimating 50,000 patients to receive the product by 2006 [18].

10.1.1.2 Vectors

The transport of the therapeutic transgenes toward the nuclei of the target cells can 
be carried out both by viral [19] and nonviral vectors such as plasmid DNA [20]. 
Plasmid DNA molecules are extra-chromosomal carriers of genetic information that 
have the ability to replicate autonomously. These vectors constitute an attractive 
gene transfer system because they are safer and easier to produce when compared 
with viral vectors [20–22]. However, plasmid DNA vectors are less effective in trans-
fecting cells when compared with viral vectors, which have a natural ability to deliver 
and express their genes in a wide variety of cell types and tissues [11, 23].

The major drawback of viral vectors is undoubtedly related to safety aspects. 
When confronted with viral vector particles, the human immune system, which has 
evolved to tackle wild-type infections, will likewise generate an immune response 
[19]. The potency and severity of this response can ultimately lead to death, as 
occurred in the 1999 OTC gene therapy clinical trial (Table 10.1-1) [12]. Thus, a 
safe and effective use of viral vectors in gene therapy requires the modifi cation of 
natural viruses to impair replication and expression of viral proteins and thus 
minimize toxicity and immunogenicity [19]. The infection pathway of these recom-
binant viral vectors should of course remain unaltered. Further goals of virus 
modifi cation are to provide room in the viral genome for transgenes, to modulate 
transgene expression, and to improve the selectivity of infection.

Most recombinant viral vectors used in gene therapy clinical trials belong to one 
of the following categories (Figure 10.1-1): (1) adenovirus, (2) retrovirus/lentivirus, 
(3) pox/vaccinia virus, (4) adeno-associated virus (AAV), and (5) herpes simplex-1 
virus (HSV-1). According to the data provided in the Journal of Gene Medicine 
Database (Wiley Database, http://www.wiley.co.uk/genmed/clinical/) and updated 
in July 2005, 25% of the total 1076 gene therapy clinical trials were using AdVs 
(Figure 10.1-1). The popularity and high expectations generated toward AdVs is 
well expressed by the fact that both the fi rst gene therapy tragedy and success used 
adenovirus to deliver transgenes (Table 10.1-1).
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10.1.2 ADENOVIRUS IN GENE THERAPY

10.1.2.1 Introduction

Adenoviruses were discovered in cultures of human adenoids in 1953 by Rowe et 
al. [24] and have since then been implicated in several respiratory, ocular, and 
gastrointestinal human diseases [25, 26]. Nonhuman adenoviruses have also been 
found in many other mammalian (dogs, horses, sheeps, chimpanzees, etc.) and 
nonmammalian (ducks, fowl, geese, etc.) species [26]. Overall, more than 100 
members have been included in the Adenoviridae family. This section will only 
give a brief description of the major characteristics of the adenovirus and its vectors 
because this topic has been covered in depth in several recent reviews [26–31].

The extensive studies that followed the discovery of adenoviruses unveiled many 
features that make them a popular gene delivery vector (Table 10.1-2) [11, 26, 32]. 
For instance, adenoviruses are extremely effi cient in the transduction of both 

Lipofection
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Others
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HSV
3%

AAV
3%

Pox/vaccinia virus
11%

Adenovirus
25%

Retrovirus/Lentivirus
26%

Naked/plasmid DNA
16%

Figure 10.1-1. Breakdown of gene therapy clinical trials in terms of vector type (N = 1076) 
(source http://www.wiley.co.uk/genmed/clinical/, July 2005). Abbreviations: AAV—adeno-
associated virus; HSV—herpes simplex virus.

TABLE 10.1-2. Characteristics of Adenoviruses Relevant for Human Gene Therapy 
Applications

Effi cient transduction of a large variety of quiescent and actively dividing cells
Relatively high capacity for transgene insertion
Convenient and simple methods of vector construction
Ability to replicate at high titers in complementing cell lines
High stability, which allows effi cient purifi cation and long-term storage
Biology has been extensively studied and is well understood
Transient transgene expression due to episomal location of viral genome
Immunogenicity
Insert-size limit of 7.5 kb



quiescent and actively dividing cells in most tissues [19, 26] and their genome can 
be manipulated easily to generate recombinant adenoviruses with improved prop-
erties. It is also possible to propagate them to high titers, and thus, it becomes rela-
tively easy to generate suffi cient amounts for research purposes and small-
scale clinical trials [26]. On the down side, adenoviruses can generate potent 
immunogenic reactions in human recipients [28], although in some instances this 
immunogenicity may enhance antitumor effects [19] and vaccination effi ciency 
[33]. Furthermore, and because adenoviruses persist in the nucleus of transduced 
cells as extra-chromosomal episomes, the expression of transgenes is transient 
[19, 26].

10.1.2.2 Biology and Properties

The 51 distinct serotypes of human adenovirus (Ad1 to Ad51) are classifi ed into 
six groups (A to F) on the basis of sequence homology and hemagglutination pro-
perties [25]. Most AdVs used in gene therapy are derived from serotype 2 (Ad2) 
and 5 (Ad5) of the subgroup C [26]. The effi cacy of Ad2 and Ad5 derived vectors, 
however, may be limited by the preexistence of humoral and/or cellular immunity 
to these serotypes in most human populations. Thus, other serotypes such as Ad11 
and Ad35 to which most humans do not have neutralizing antibodies may be clini-
cally useful [34, 35]. The antivector immunity may also be circumvented by the 
physical shielding of the adenovirus coat and the use of nonhuman adenovirus 
serotypes [36].

Adenoviruses are nonenveloped viruses with 26- to 45-kbp-long linear genomes 
of double-stranded DNA (the genome of human Ad2 comprises 35,937 base pairs) 
[37]. The genome is encapsidated in an icosahedral protein coat (12 vertices, 20 
surfaces) made essentially of 240 nonvertex hexons and 12 vertex pentons, each 
with one or two protruding fi bers (Figures 10.1-2 and 10.1-3). Each hexon protein 
is a trimer of the identical polypeptide II (pII), and each penton protein is formed 
by the interaction of fi ve polypeptides (pIII). These pentons are tightly associated 
with one or two fi bers made of three polypeptides (pIVs) each [37]. Overall, the 
fi ber protein is composed of an N-terminal tail for penton binding, a rigid shaft, 
and a distal globular knob domain responsible for interaction with host cell recep-
tors [38, 39]. The net charge of each hexon monomer in the Ad5 serotype is −23.8. 
This makes adenoviral capsids highly negative with an overall surface charge of 
over −17,000 [40, 41]. Other minor protein components can be found in the capsid, 
including protein IIIa, VI, VIII, and IX [37]. The size of the adenovirus particle 
is around 70–110 nm, and its molecular weight falls within the range 150–180 × 106

[39]. The buoyant density of an adenoviral particle in CsCl is 1.32–1.35 g cm−3 [39]. 
Assuming a 170 × 106 MW and a 35,937-bp-long genome [42], the protein and DNA 
content of one Ad2 viral particle (VP) can be estimated to be 24 × 10−5 (86% of 
dry weight) and 4 × 10−5 (14% of dry weight) pg/VP, respectively. The correspond-
ing water content, if a 100-nm viral particle is assumed, is approximately 60%.

The core of an adenoviral particle consists of the DNA genome complexed with 
four polypeptides (pV, pVII, mu, TP). Figure 10.1-4 schematically shows the struc-
ture of an adenovirus genome. The extremities contain inverted terminal repeat 
(ITR) sequences (100–140 bp), covalently linked to terminal proteins (TPs), which 
function as replication origins [23]. The nearby ψ sequence at the left end of the 
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penton base 

homotrimeric fiber 

hexon base 

ds linear genome
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Figure 10.1-3. Schematic structure of an adenovirus particle. Major capsid (hexon, penton, 
fi ber) and core (pV, pVII, Mu) proteins are shown. Abbreviation: ITR—inverted terminal 
repeat; TP—terminal protein. (Adapted from Ref. 27.)

Figure 10.1-2. Human adenovirus C. The bar represents 100 nm. The arrows, upper left, 
point to fi ber knobs. (Micrograph reprinted with authorization from Dr. H.-W. Ackermann, 
Department of Microbiology Medical Faculty Laval University, Quebec, Canada.)



genome consists of a series of seven repeats and is required for effi cient packaging 
[26]. The genes in both strands are grouped into early and late transcriptional units. 
The basis of this classifi cation is the two-phase infectious cycle (30–40 h), which is 
characteristic of adenoviruses. In the “early” phase, the virus particles enter the 
host cell through binding of the homotrimeric protruding fi bers to the coxsackievi-
rus B and adenovirus receptor (CAR) [26]. After endosomal uptake, release, and 
capsid dismantling, the viral genome is transported and delivered to the nucleus 
[38]. The early genes E1 to E5 are then selectively transcribed and translated to 
modulate functions of the host cell and thus create an optimal environment for 
virus replication [26]. Specifi cally, this involves driving the host cell into S-phase 
(E1A gene), suppressing the host’s cell apoptotic machinery (E1B gene), modifying 
the host’s immunological environment (E3 gene), encoding proteins for viral DNA 
replication (E2 gene), and blocking cellular protein synthesis [43].

The “late” phase of the infectious cycle involves the synthesis of structural pro-
teins of the virus, capsid assembly, genome encapsidation, and maturation of fully 
infectious viral particles. These events are associated with the transcription and 
translation of the “late” genes L1 to L5 [26, 27]. A key player in the transcription 
of the late genes is the major late promoter (MLP), which is activated early on via 
the E2 gene [27, 29].

10.1.2.3 Recombinant Adenovirus Vectors

A safe and effective use of AdVs requires the engineering of natural viruses into 
useful recombinant adenovirus vectors by using molecular biology tools [26]. These 
modifi cations are essentially designed to: (1) impair replication and expression of 
viral proteins and thus minimize toxicity and immunogenicity [19], (2) provide 
room in the viral genome for the therapeutic transgenes, and (3) modulate trans-
gene expression. Once these recombinant vectors are available, transgenes can be 
inserted in their genome. In many cases, tissue- and cell-specifi c heterologous 
promoters are inserted along side to provide better expression [27, 29].

First-Generation Vectors. Most fi rst-generation AdVs have been constructed by 
deleting the viral early gene E1 (Figure 10.1-5). The goal underlying this deletion 
is to impair viral replication and production of capsid proteins and thus prevent the 
vectors from causing disease in the gene therapy recipient [27]. Simultaneously, 
room is made for transgenes up to 6.5 kb, which are usually expressed under the 
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Figure 10.1-4. The adenovirus genome. The early (E1–E4) and late (L1–L5) transcription 
units are identifi ed by the arrows. The inverted terminal repeats (ITRs), packaging sequence 
(ψ), and major late promoter (MLP) are also shown. (Adapted from Ref. 26.)
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control of an heterologous promoter [27]. The propagation of these E1 replication 
defective vectors can only be accomplished in complementing cells lines such as 
the human embryonic kidney 293 (HEK-293) [44] or the human retinoblast (PER.
C6) [45]. These cells are transformed with the E1 gene and therefore transcomplement 
its defi ciency in the recombinant vectors.

First-generation AdVs are characterized by several problems. For instance, 
recombination between the replication-defective virus and the E1 sequences in the 
complementing HEK-293 cell line can occur during propagation, giving rise to 
replication-competent adenoviruses (RCA) that will contaminate the recombinant 
virus being produced [26]. This problem has been circumvented in the PER.C6 cell 
line in which a rational design of the E1 transgene prevents generation of RCAs 
[45]. Another problem with fi rst-generation vectors is that despite the deletion of 
the E1 gene, viral protein expression is not completely shut off. The concomitant 
low level of viral replication taking place in the transduced host cells, thus, can 
generate a cytotoxic-T lymphocyte (CTL) immune response that in the end will 
destroy the transgene-expressing cells and contribute to gene silencing [26]. Despite 
this residual immunogenicity, fi rst-generation vectors may fi nd application in cases 
such as cancer therapy and vaccination where a short-term transgene expression is 
desirable [26]. It is worth mentioning that the transgene product itself, depending 
on its own intrinsic immunogenicity, can also trigger a cellular immune response 
capable of destroying the transduced cells [29]. However, the magnitude and nature 
of this immune response seems to vary considerably depending on the specifi c 
transgene product being expressed [46].

Second-Generation Vectors. Second-generation AdVs have been constructed by 
additionally deleting the viral regulatory E2 and/or E4 coding sequences (Figure 
10.1-5), on the expectation that progressive deletions should reduce viral antigen 
expression, increase in vivo persistence, and reduce antiviral immune response 
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Figure 10.1-5. The three generations of adenovirus vectors. (A) First-generation vectors 
lack the E1 and sometimes the nonessential E3 region. (B) Second-generation vectors 
contain additional deletions of the E2 or E4 region. (C) Third-generation or “gutless” 
vectors are constructed by removing all or most viral genes and maintaining the cis-acting 
elements ITR and ψ. (Adapted from Ref. 26.)



[47]. The E2 gene encodes proteins that are required for initiation and elongation 
of viral DNA synthesis and the activation of the MLP, whereas E4 encodes proteins 
involved in the accumulation, splicing, and transport of early and late viral mRNA 
and in DNA replication and virus particle assembly [47]. As in the fi rst generation, 
complementing cell lines able to express the missing functions must be generated 
and isolated to ensure propagation of the recombinant viruses. The HEK-293 cell 
line can be conveniently adapted to this end [48]. A fi rst advantage of these doubly 
deleted vectors is the reduced probability of the emergence of RCAs, because this 
would require simultaneous reversions in the E1 and E2 or E4 regions [47]. Several 
studies with E1/E2 and E1/E4 deleted vectors have shown reduced synthesis of 
viral proteins, extended transgene expression, and reduced toxicity [49–51]. Other 
studies, however, have challenged these results [47].

Third-Generation Vectors. A third generation of AdVs has been further developed 
by deleting most or virtually all viral genes in the genome (Figure 10.1-5) [52–55]. 
These gutless or helper-dependent vectors can accommodate inserts up to 30 kbp 
and have shown reduced immunogenicity and prolonged transgene expression in 
mice [55]. The reduced immunogenicity still observed should be attributed either 
to the injected viral proteins or to the transgene product [29]. Growth of helper-
dependent vectors depends on coinfection of an E1-complementing cell line such 
as HEK-293 by an E1-deleted helper virus (hence, the name helper-dependent) 
that provides missing replication and assembly functions in trans [26, 52]. 
The simultaneous propagation of the helper virus can be limited by resorting to a 
Cre-lox mechanism that allows the packaging sequence to be deleted [53]. In short, 
the helper genome is provided with loxP-sites that fl ank the ψ signal, whereas 
complementing 293 cells are engineered to stably express the enzyme Cre-
recombinase. During infection, Cre-recombinase excises the loxP-fl anked signal 
rendering the helper genome unpackable [29]. Nevertheless, the two types of viral 
particles (helper-dependent and helper) must be separated after propagation, a task 
that is diffi cult to accomplish [52].

Oncolytic Adenoviruses. A class of AdVs has been developed to specifi cally kill 
cancer cells, an approach that has been termed virotherapy [56]. Contrary to the 
approach pursued with fi rst-, second-, and third-generation adenovirus vectors, 
these oncolytic or conditionally replicating adenoviruses (CRAds) are engineered 
in such a way that they retain the ability to replicate. This replication however, is 
tumor selective—the virus will only infect and proli-ferate in malignant cells with 
mutations in specifi c tumor suppressor genes [2, 19, 56]. Thus, a transgene is 
actually not required for the therapeutic effect to take place.

10.1.2.4 Targeting Strategies

Several therapeutically relevant human cells (e.g., skeletal and smooth muscle cells, 
endothelial cells, hematopoietic cells, and some tumor cells) are not easily trans-
duced by adenovirus vectors due to low or inexistent levels of expression of the 
CAR receptor. On the other hand, the broad tropism of adenoviruses may lead to 
the undesirable expression of the transgene in nontarget cells. Thus, an improve-
ment in the transduction selectivity of existing adenovirus vectors is crucial to 
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circumvent these limitations and improve effi cacy in many clinical applications. 
The following strategies have been devised to meet this end: (1) structural retarget-
ing, (2) tropism ablation, and (3) transcriptional targeting [38].

Structural targeting relies on the structural modifi cation of the adenoviral capsid 
by genetic incorporation of peptides [57], IgG-binding domains [58], and fi ber 
proteins from other serotypes [59], metabolic biotinylation [60], and PEGylation 
[61]. These ligands are selected or designed to direct vector attachment to alterna-
tive cell receptors in CAR-defi cient cells [38]. The goal of tropism ablation, on the 
other hand, is to reduce transduction of nontarget, CAR-expressing cells. This 
“de-targeting” strategy can be accomplished by constructing “knobless” vectors or 
by introducing point mutations in the fi ber protein knob [30, 38]. The capsid of 
these mutant vectors is then modifi ed with ligands (e.g., peptides) adequate for 
transduction of the target cells (retargeting) [62–64].

In transcriptional targeting, cell-type-specifi c promoters are used to restrict 
transgene expression to specifi c tissues. The adenoviral particles may infect differ-
ent cells, but the transgene is expressed only in those cells that actively express 
transcription factors required to drive expression from the cell-specifi c promoter 
[19, 33]. For instance, this approach has been used in the context of adenoviral-
mediated treatment of gastrointestinal cancer [65]. This application has been 
limited by the undesirable expression of the transgene (which codes for HSVtk-
herpes simplex virus thymidine kinase) in the liver due to the vector hepatotropism. 
Thus, the transgene was placed under the control of the cyclooxygenase-2 (cox-2) 
promoter, which is inactive in liver cells but active in many gastrointestinal cancers. 
Experiments showed that the cox-2 promoter could confi ne the cytocidal effect of 
HSVtk specifi cally to cyclooxygenase-2-positive gastrointestinal cancer, while miti-
gating the otherwise fatal hepatotoxicity [65].

10.1.2.5 Applications

Most adenovirus vector applications and clinical trials described and reported in 
the literature have targeted genetic diseases and cancer. This section will briefl y 
mention the most signifi cant applications. The reader is directed to several reviews 
for a more comprehensive description of applications [2, 19, 27, 33, 56, 66].

Genetic Diseases. In the case of genetic diseases, the transgene encodes a protein 
that is missing or is defective in the host organism. A typical and well-studied 
example is cystic fi brosis, the fi rst human disease targeted in an adenovirus gene 
therapy clinical trial [10]. Cystic fi brosis is an inherited, recessive disease caused 
by a variety of mutations in the gene encoding the CFTR protein [1, 67, 68]. 
Although multiple organs are affected, the lung is the life-threatening organ [25]. 
The virus-vector mediated shuttling of a normal copy of the CFTR gene toward 
the affected lung cells could potentially prevent the onset, or halt the progression, 
of the disease. The choice of adenoviruses as CFTR gene delivery vectors is logical 
given their natural ability to infect lung cells. Nevertheless, barriers such as the 
lack of CARs in airway epithelial cells and alveolar macrophages, and the specifi c 
pulmonary-associated T-helper cell response, have prevented a successful transgene 
expression [27]. Signifi cantly, all clinical trials currently under way involving AdVs 
and directed toward genetic diseases target cystic fi brosis (Journal of Gene Medicine 
Database, http://www.wiley.co.uk/genmed/clinical/).



Adenoviral gene therapy has also targeted muscular dystrophy, a genetic disease 
characterized by progressive muscle weakness [69]. Muscular dystrophy is caused 
by mutations in the X-linked dystrophin gene (DMD), which lead to prematurely 
aborted dystrophin synthesis. The lack of this important structural protein in 
muscle cells causes fi ber damage and membrane leakage. In this context, gene 
therapy attempts to deliver a dystrophin expression vector to the nuclei of striated 
muscle cells. Given the huge size of the DMD gene (2.6 Mb), mini-gene cassettes 
(14 kb) have been generated that are capable of expressing therapeutic levels 
of a functional dystrophin protein [70]. Nevertheless, vectors with a capacity 
large enough to accommodate the 14-kb dystrophin cDNA are still required. 
Unlike fi rst- and second-generation AdVs that are limited to 7–8-kb transgenes, 
third-generation adenovirus vectors adequately meet this requirement. The use 
of such vectors has resulted in a prolonged expression of the transgene in 
mice muscle cells [55, 69, 70]. Despite these promising results, barriers such as 
the lack of adenovirus receptors in the target muscle cells and potent immune 
response have to be overcome before a therapeutic use is developed [27, 69]. 
Further examples of the application of AdVs to treat genetic diseases include OTC 
defi ciency, factor VIII defi ciency, Tay-Sachs disease, and glycogen storage disease 
II [27].

Cancer. Different strategies have been pursued in an attempt to treat cancer via 
gene therapy, by taking advantage of molecular differences between normal and 
tumor cells [2, 27, 33]. Once transferred to the target cells, expression of the 
transgene delivers the antitumor effect. Clinical data suggest excellent safety 
when AdVs are injected locally. Synergistic effects with treatment options such 
as radiotherapy and chemotherapy have further improved the effi cacy of cancer 
gene therapy [33]. Most efforts have relied on one of the following approaches: 
(1) tumor suppression, (2) suicide therapy, (3) cancer vaccination, and (4) 
virotherapy.

The tumor suppression approach attempts to induce apoptosis by delivering a 
tumor suppressor gene that is missing or defective in the tumor cells [2]. On the 
contrary, normal cells infected by the tumor suppressor delivery vector will not be 
detrimentally affected. The approach is perfectly illustrated with p53, a gene whose 
mutations have been associated with several tumors. The delivery of wild-type p53 
gene effi ciently induces apoptosis in cells of different tumors, as demonstrated in 
several phase I and II clinical trials [43, 71]. Additionally, this toxic effect can 
extend to neighbor, uninfected tumor cells, a phenomenon known as the “bystander 
effect”. This effect has been attributed to the ability of p53 to block angiogenesis 
[2]. Combination of p53 with immunomodulatory genes, cytotoxic drugs, or radio-
therapy may further improve effi cacy [2, 27]. Recombinant adenoviruses encoding 
the p53 gene have been used to treat more than 20 kinds of cancer indications, 
including head and neck squamous cell carcinoma, lung cancer, breast cancer, and 
liver cancer [15]. Studies have focused both on the effect of adenoviral gene therapy 
alone or in combination with conventional therapies such as chemotherapy, radio-
therapy, and surgery [15]. The effi ciency of the adenovirus/p53 strategy is well 
illustrated with the results of a phase II/III clinical trial using the commercial 
product Gendicine. In this study, 135 patients with head and neck squamous cell 
carcinoma were divided into two groups. The fi rst group (63) received Gendicine 
in combination with radiotherapy, whereas the second group (72) received 
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radiotherapy alone. Signifi cant difference in terms of complete or partial tumor 
regression was shown between the two groups, with 93% of the patients responding 
in the Gendicine/radiotherapy group versus 79% in the radiotherapy group [15].

The second approach used to kill tumor cells is suicide gene therapy, which 
combines the delivery of suicide transgenes with the separate administration of a 
harmless prodrug. Once reaching the target cancer cells, the suicide gene expresses 
an enzyme that metabolizes the prodrug into a cytotoxic agent that kills cells. The 
diffusion of the cytotoxic agent into neighbor cells further generates a “bystander” 
effect that increases the effi cacy of the strategy [2, 27]. An example of such a 
transgene/prodrug combination that has been tested in the clinic is herpes simplex 
virus thymidine kinase (HSVtk)/ganciclovir [2, 27, 33]. The suicide HSVtk trans-
gene is fi rst delivered to cancer cells, for example, via AdVs. The administered 
ganciclovir is then metabolized by the expressed HSVtk into ganciclovir triphos-
phate, a nucleotide analoge that blocks DNA synthesis [72–75]. When a DNA 
strand incorporates this analoge, chain termination results and cells die upon 
induction of apoptosis [76]. This effect is, of course, more pronounced in tumor 
cells, which divide much more actively when compared with native cells. Another 
feature that contributes to the attractiveness of the approach is the use of a drug 
such as Ganciclovir that is widely used clinically [76]. Another example of suicide 
cancer therapy is the combined use of Escherichia coli cytosine deaminase (CD) 
with the prodrug 5-fl uorocytosine. In this case, 5-fl uorocytosine is metabolized by 
the expressed CD into 5-fl uorouracil, a pyrimidine antagonist that blocks DNA 
and RNA synthesis [2]. The subsequent direct and bystander inhibitory effect can 
be enhanced further by combination with radiotherapy [77, 78].

Cancer can also be treated by the adenovirus-mediated delivery of transgenes 
to tumor cells with the goal of boosting antitumor immunity [27]. These adenoviral 
“cancer vaccines” can harbor either immunomodulatory genes (e.g., IL2 or IL12) 
and/or tumor antigens (e.g., MART 1 or gp 100 melanoma antigens), which once 
expressed should induce tumor regression. Human dendritic cells isolated from 
patients have also been transduced with AdVs designed to express tumor antigens. 
The therapeutic effect is achieved after reinfusion of the transformed cells [27].

Virotherapy constitutes a fourth approach that has been attempted clinically to 
treat cancer. The oncolytic vector Onyx-015 (previously d-1042) is a characteristic 
example of virotherapy. The mode of action can be explained as follows. Both 
adenoviruses and tumor cells need to block the p53 function to replicate. In normal 
cells the intact p53 function blocks replication of the Onyx-015 vector [2, 19, 56]. 
In tumor cells, however, and because the p53 gene is mutated, infection with the 
adenovirus vector Onyx-015 is followed by replication and cell destruction. Fur-
thermore, because after cell destruction an increased number of viral particles is 
released, the infection/propagation/cell death process can continue in neighbor 
cells [43]. This approach has been tested in several phase I and phase II clinical 
trials as described in Ref. 43. In one phase II study, the intratumoural injection of 
Onyx-015 combined with chemotherapy resulted in an 83% tumor response in head 
and neck cancer patients [79]. The effi cacy of oncolytic vectors can be further 
improved by resorting to transductional targeting, such has the genetic insertion of 
an integrin binding RGD-4C motif in the fi ber proteins of the vector. This modifi -
cation resulted in enhanced infectivity in ovarian cancer cells, which suggests 
improvements in clinical effi cacy [33].



10.1.2.6 Safety Aspects

Adenovirus infection triggers both cellular and humoral responses. Viral pro teins 
(either synthesized de novo or not) are processed by antigen-presenting cells and 
presented to CD8+ T cells (by means of MHC class I molecules) and CD4+ T-
helper cells (by means of MHC class II molecules). This induces proliferation of 
cytotoxic T lymphocytes that specifi cally destroy the infected cells. CD4+ T-helper 
cells are also involved in the production of adenovirus-specifi c neutralizing anti-
bodies directed toward the virus capsid [29]. The risks associated with this immu-
nogenicity have been vividly demonstrated by the death of a patient in the 1999 
OTC clinical trial. After the direct administration of a high dose of the adenoviral 
vector (3.8 × 1013 viral particles) to the liver, wide dissemination into the circulation 
triggered a massive activation of innate immunity followed by systemic infl amma-
tion that led to fever, intravascular coagulation, and multiorgan failure [19]. 
Responsibility for eliciting the immune response was attributed to viral capsid 
proteins rather than the transgene [19]. In subsequent years, a wealth of evidence 
accumulated confi rming that AdVs may induce harmful immune and infl ammatory 
responses, especially when large doses are administered systemically [19]. Adverse 
effects to adenovirus administration, however, may vary from individual to indi-
vidual and depend on predisposing and underlying conditions [19].

The improvement of safety through minimization of toxicity and immunogenic-
ity has been one of the major drivers in the development of recombinant AdVs. 
Nevertheless, even when third-generation “gutless” vectors are used, reduced 
immunogenicity due to the injected viral capsid proteins or to the transgene product 
is still observed [29, 55]. Thus, a need exists for the development of safe and effec-
tive methods capable of downregulating the host immune response against both 
adenoviral capsid proteins and transgene products. For instance, conventional 
immunosuppressive agents such as cyclosporine and FK506 may partially reduce 
immune responses and thus increase transduction and long-term transgene expres-
sion [46]. However, low doses of these agents must be used to prevent substantial 
organ toxicity. Improved results have been obtained by combining the use of immu-
nomodulatory immunoglobulins and immunosuppressive agents. With this strat-
egy, the immune response against adenovirus proteins and the transgene product 
dystrophin has been abrogated to a degree not achievable with the use of either 
agent alone [46].

Another problem associated with immunity to AdVs is the generation of memory 
cells. Upon subsequent administration of the same vector, the immune response is 
boosted by these cells, effectively reducing the effi cacy of the repeated dosing 
[11].

10.1.3 ADENOVIRUS MANUFACTURING

The increasing number of adenoviral gene therapy applications that are moving 
from the laboratory to the clinic is creating a need for large amounts of highly 
purifi ed recombinant AdVs. This demand is expected to increase as the fi rst prod-
ucts reach the market. Thus, there is a clear need for a parallel development of 
effi cient, scalable, and reproducible adenovirus manufacturing processes capable 
of delivering high amounts of infective AdV particles [80].
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10.1.3.1 GMPs and Validation

Recombinant AdVs, such as all products that are to be administered to humans or 
animals, must be manufactured in accordance with a set of regulations issued by 
regulatory authorities such as the U.S. Food and Drug Administration (FDA) or 
the European Medicines Agency (EMEA) in the European Union. These regula-
tions are known as current Good Manufacturing Practices (cGMPs) and cover all 
aspects of the production, from choosing and testing raw materials, to utilities, 
packaging, shipping, and transferring of fi nal products to the clinic [32, 81]. If these 
items are not in conformity with GMPs, the product is deemed to be adulterated 
and cannot be legally approved [82]. In the specifi c case of AdVs, the facilities and 
processes used in manufacturing should be designed carefully to guarantee 
maximum protection to the product, to personnel, and to the environment [32, 83]. 
For instance, dedicated facilities should be used to prevent cross-contamination 
from previous or parallel batches of other bioproducts [32]. Confi nement of pro-
duction operations to class C clean rooms is also advisable to avoid dissemination 
of recombinant adenoviruses into the air [32].

One cornerstone provision of cGMPs is validation, a concept introduced to 
assure product consistency [84]. The validation of downstream processing opera-
tions aims to prove that they are capable of consistently removing impurities (e.g., 
host cell components, process-related materials, adventitious agents) to acceptable 
levels. Additionally, acceptance limits and operating ranges for each step must be 
determined [84]. Validation studies usually lead to optimized processes with 
reduced variability and, as a consequence, to a decrease in the number of failed 
batches. Thus, the development of adenovirus manufacturing processes (and asso-
ciated facility) should be undertaken with validation in mind, not only to improve 
quality assurance and accelerate approval, but also to reduce costs [85, 86].

10.1.3.2 Product Specifi cations and Quality Control

One core concept hovering GMPs is quality assurance (QA). Among other attri-
butes, QA is a means of guaranteeing the excellence, security, and dependability 
of the manufacturing process or its product [81]. QA is a key issue in process 
development, validation, and product approval, as well as on the assessment of the 
endproduct quality in comparison with product specifi cations. The characterization 
of recombinant AdVs thus constitutes a crucial aspect in all steps of product devel-
opment, from basic research to clinical trials [87]. As it is the case for other biolog-
ics, adenovirus products have an inherent variability in their composition, stability, 
and potency. They are also subject to the variability inherent to the biological 
nature of some of the methods used to test them. An AdV should be well charac-
terized to demonstrate that it is consistent in composition, exhibits long-term 
physico-chemical and biological stability, and is free of adventitious agents (micro-
organisms, adeno-associated viruses), contaminants, and impurities [88]. This 
requires the development and setup of a range of “validatable” analytical method-
ologies capable of fully characterizing the product during processing and in its fi nal 
formulation, while ensuring the production of a consistent product [87]. The molec-
ular structure of AdVs, hence their biological activity (potency), may be sensitive 
to factors such as temperature (labile for T > 40°C), pH (labile for pH < 6), and 
freeze/thawing cycles [89, 90]. Thus, a correct evaluation of product stability 



requires the use of convenient analytical techniques (e.g., circular dichroism and 
light scattering [89]). Analytical techniques also play an important role in the 
analysis of source materials, in the assessment of the impact of changes in manu-
facturing processes, and in the validation of processes and cleaning.

The exact fi nal specifi cations (identity, effi cacy, safety, potency, and purity) for 
an adenovirus vector product will usually depend on the intended therapeutic use, 
and thus, they are defi ned during clinical trials. However, regulatory agencies such 
as the FDA, the EMEA, or the SFDA provide guidelines and quality standards 
that are helpful during product and process development [91–93]. Table 10.1-3 
exemplifi es some of the assays, methods, and specifi cations used in the quality 
control of Gendicine (adapted from Refs. 15 and 93).

10.1.3.3 Environmental and Safety Issues

An assessment of the environmental impact of a process is an essential part of the 
design [94, 95]. The costs associated with the treatment and disposal of the waste 
generated by a particular process solution should be estimated beforehand. This 
information is one key element in the fi nal decision on which process to select. 
Environmentally unfriendly operations such as those that generate large amounts 
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TABLE 10.1-3. Specifi cations and Recommended Assays for Assessing AdV Purity, 
Safety, and Potency (adapted and abbreviated from Refs. 15 and 93).

Parameter Analytical Method Specifi cation

Adenovirus-transgene

Appearance Opalescence Visual inspection
pH pH meter 8.0–8.5
Identity
 adenovirus genome Restriction mapping According to sequence
 p53 gene PCR 396 bp
Viral titer
 viral particles (VP) Absorbance at 260 nm ≥6.7 × 1011 VP/mL
 infectious units (IU) TCID50 2–4 × 1010 IU/mL
 IU/VP — ≥3.3%
Purity A260/A280 ratio 1.2–1.3
Potency
 expression Western blot Positive
 bioactivity Saos-2 cell bioassay Positive

Impurities

RCA A549 cell bioassay ≤1 RCA/3 × 1010 VP/mL
AAV PCR Negative
Proteins ELISA ≤66 ng/mL
Genomic DNA Southern blot ≤6.6 ng/mL
Endotoxins Limulus ameobocyte  ≤6.6 EU/mL
  lysate (LAL)

Abbreviations: TCID50 = tissue culture infective dose; RCA = replication-competent adenovirus; 
AAV = adeno-associated virus.
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of hazardous solvents and materials, which are usually costly to dispose of, should 
defi nitely be avoided. Additionally, adequate systems should be in place to provide 
an effi cient decontamination of solid (e.g., autoclaving and incineration) and liquid 
wastes (e.g., heat or caustic inactivation) before release from the manufacturing 
area [32, 96, 97]. Once inactivated, these wastes should pose limited risk to the 
environment. Nevertheless, process optimization should always be geared toward 
minimization of waste generation [94, 95]. The formation of aerosols during pro-
cessing should be minimized because adenovirus can spread via airborne transmis-
sion and contribute to dissemination within the manufacturing rooms and facility. 
Unit operations that need special safety precautions (e.g., explosion-proof tanks, 
blow-out walls, emission containment, personnel protection, etc.) to operate should 
also be carefully considered, because these requirements can dramatically increase 
the cost of equipment, building design, and construction. Overall, environmental 
and safety issues require an intimate knowledge of the process technology solutions 
available.

10.1.3.4 Process Considerations

A process for the manufacture of an AdV consists of several activities aimed at the 
production of a certain amount (measured as number of viral particle [VP] units 
or infectious viral particle [IVP] units) of the target product at an acceptable cost 
and quality (Figure 10.1-6). The generation of fully qualifi ed cell banks and virus 
seeds is at the forefront of these activities [32, 83]. These banks should be exten-
sively tested for contaminants, including RCAs [83]. A rigorous screening of raw 
materials, especially those of biological origin, is also mandatory to guarantee that 
extraneous organisms and contaminants are not introduced into the process [83]. 
Upstream and downstream processing unit operations are selected, arranged, 
designed, and operated to manufacture a bulk product. After fi lling and fi nishing, 
the product can be distributed and shipped. These activities should be GMP-
compliant and thoroughly scrutinized under a quality control program, as dis-
cussed in the previous sections (Figure 10.1-6).

Flowsheets for the recovery and purifi cation of biologicals are usually established 
with several rules of thumb and on the basis of accumulated experience with the 
target product [95]. Simulation tools can also be used to rapidly evaluate bioprocess 
alternatives and speed up development [95, 98–100]. The specifi cs of adenovirus 
purifi cation were fi rst addressed by researchers that have developed a range of 

cell culture/
virus propagation 

complementing cell filling &
packaging

AdV vector primary
isolation

intermediate
purification

final
purification

downstream
processing

Quality control 

generation of
adenovirus seeds and cell banks

Figure 10.1-6. Outline of the activities involved in a typical AdV production process.



effi cient lab-scale protocols, most of them based on CsCl density-gradient ultra-
centrifugation [101]. Unfortunately, many of these protocols use reagents (e.g., CsCl 
is toxic) that are not acceptable for the manufacturing of a biological pharmaceuti-
cal. Furthermore, ultra-centrifugation is not amenable to scale-up due to the limited 
capacity of commercial ultra-centrifuges [41]. Nevertheless, many published adeno-
virus production processes include modifi cations or adaptations of specifi c steps 
used in these laboratory procedures [40, 101–107].

Cell culture is usually optimized to obtain high cell densities (cells/mL) and spe-
cifi c titers of infectious viral particles (IVPs/cell). The fi nal goal is of course to 
maximize overall mass production (specifi c titer × cell density = IVP/mL) [80]. 
Next, a sequence of unit operations must be set up to recover the viral particles and 
eliminate host cell impurities (genomic DNA, RNA, proteins, RCAs, etc.) until the 
desired level of purity is met (Table 10.1-3). For a product with an intended use in 
humans, this removal of impurities is mandatory to avoid side effects upon admin-
istration to patients. The downstream processing unit operations can be grouped 
into three different stages: primary isolation, intermediate purifi cation, and fi nal 
purifi cation (Figures 10.1-6 and 10.1-7). Ideally, the overall process should have a 
limited number of high-recovery steps, so that processing costs are reduced and 
acceptable yields are obtained [108]. The process should also use Generally Regarded 
As Safe (GRAS) reagents. Furthermore, lengthy operations and processes should 
be avoided to cut costs from overhead, amortization of equipment, and direct labor 
charges [109]. Processes with overall adenoviral particle yields of 32% [105], 50% 
[107], 60% [106], and 71% [104] have been reported in the literature.

10.1.3.5 Production

Most E1-defi cient recombinant adenoviruses are propagated in the HEK-293 and 
PER.C6 cell lines (and derivatives thereof) as discussed in Section 10.1.2.3. The 
generation of RCAs is minimal in PER.C6 but remains a concern for HEK-293. 
Both cell lines have been documented for GMP manufacturing [110]. The produc-
tion of these cells can be accomplished by a variety of methods, which depend on 
whether adherent or suspension cell lines are being used.

An adenoviral production process with HEK-293 and PER.C6 is a two-phase 
process. In the fi rst phase, cultures are started at an appropriate seeding density 
(e.g., 0.3 × 106 cells/mL) and allowed to grow until a cell density around 0.5–1 ×
106 cells/mL is reached. The second phase starts at this point with the infection of 
the culture at a ratio of virus titer to cell density (known as multiplicity of infec-
tion—MOI) adequately chosen (e.g., MOI = 10). An exchange of medium is usual, 
but not mandatory, before infection [111–113]. The cell density at the time of infec-
tion is a crucial parameter, with specifi c viral particle productivity (IVP/cell) 
usually dropping for cell densities higher than 0.5 × 106 cells/mL [80]. After infec-
tion, viral particles propagate and accumulate in the cells with maximum titers 
(∼1010–1011 VP/mL) typically obtained 48 hours postinfection (hpi). Maximum cell 
densities of 1 × 107 cells/mL have been reported [111]. Loss of viability and cell 
death ensue thereafter [80].

Adherent Cell Culture. Adherent or anchorage-dependent cell lines require 
attachment to a surface for their survival and replication. These cultures are labor 
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intensive, require both a large amount of space and specifi c equipment handling, 
and have a limited potential for scale-up. Thus, they are more adequate during the 
early stages of product and process development [110, 114, 115].

Adherent cells can be grown in stationary or microcarrier cultures [116]. Station-
ary cultures use devices such as fl asks, roller bottles, and cell factories that provide 
wall surface area for cell attachment [117]. Microcarrier cultures, on the other 
hand, can be implemented in agitated bioreactors [114, 116]. These microcarriers 
are small porous particles (0.2 mm) that provide large surface areas for cell attach-
ment and can be suspended in the culture medium by gentle agitation. The culture 
environment is thus easily controlled and the scale-up is done by increasing the 
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bioreactor volume. In comparative studies, stationary cultures usually yield higher 
adenovirus titers (up to 1.1 × 104 VP/cell) than microcarrier cultures (up to 8.5 ×
103 VP/cell) [114, 116].

Suspension Cell Culture. Suspension cell lines are more convenient for large-scale 
manufacturing [111, 112]. A further advantage is that they can be grown in serum-
free media, without the addition of bovine-derived components [110]. This 
advantage reduces costs and batch-to-batch variability and facilitates downstream 
processing and validation [111]. Conveniently, both the HEK-293 [80, 111–114] and 
the PER.C6 [118, 119] cell lines can be adapted to grow on suspension cultures. 
When grown in serum-free media, these cell lines allow high growth rates and cell 
densities as well as high yields of adenoviral particles [111]. The tendency of cell 
derivatives to aggregate, however, is usually a recurrent concern with suspension 
cultures, especially at high cell densities [111, 120].

The cultivation of cells and adenovirus propagation in suspension bioreactors 
has been performed in batch, fed-batch, and perfusion modes. In batch operation, 
no nutrients are added during the course of growth or infection. Although batch 
cultures are simple to perform and contamination risks are low, essential nutrients 
are rapidly depleted from the medium and cell viability decreases [110, 121].

The fed-batch mode is used to maintain cell viability after infection by supple-
menting limiting nutrients (e.g., glucose, glutamine, and amino acids) or reducing 
the accumulation of toxic metabolites (e.g., ammonia and lactate) [48, 80, 112, 113]. 
It also improves viral titers by increasing the cell density at which cells can be 
infected up to 2 × 106 cells/mL, without reducing the per-cell yield of product [121]. 
Both the medium composition as well as the feeding strategy are important param-
eters [112]. Nutrient depletion and the buildup of toxic metabolites cannot be 
completely alleviated by fed-batch cultures [121]. Operation under perfusion mode 
can overcome this limitation by ensuring a constant renewal of medium in the 
bioreactor. Briefl y, cells are retained at high concentrations inside the bioreactor 
by using devices such as hollow fi bers and membrane units, whereas fresh medium 
is continuously supplemented [121]. Consequently, the cell density at which cells 
can be infected can be increased. With this strategy, HEK-293 cell densities of 8 ×
106 cells/mL could be achieved at the time of infection, and viral titers of 7.8 ×
109 IVP/mL were obtained at 60 hpi [121].

10.1.3.6 Downstream Processing

Primary Isolation and Intermediate Purifi cation. The suspension generated 
during cell culture constitutes the starting point for downstream processing. In the 
primary isolation stage, cells are harvested and viral particles are released from 
the cells together with other impurities. A signifi cant reduction in volume occurs, 
and the most plentiful impurities such as extracellular liquid, proteins, genomic 
DNA, and cell debris are removed. Cells are typically harvested by centrifugation 
or microfi ltration. The resulting cell slurry is then resuspended in an adequate 
volume (1/10 to 1/20 of the culture volume) of a suitable buffer or of the culture 
medium itself. The subsequent cell lysis operation is typically performed using 
freeze/thaw cycles [40, 106, 118, 119], osmotic shock [80], sonication [101, 122], 
microfl uidization [102], or by the addition of detergents such as Triton X-100 or 
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Tween-20 [104, 107]. Unlike lysis by freeze/thawing and sonication, cell shearing 
by microfl uidization is more rapid, reproducible, and easy to scale-up [102].

After lysis, cleared lysates are obtained by removing cell debris and larger 
unruptured organelles with centrifugation [40, 118, 119], depth fi ltration [107], or 
tangential fl ow microfi ltration [102, 106] operations. Treatment with nucleases (e.
g., Benzonase [Merck, Gibbstown, NJ], Pulmozyme [Roche, Basel, Switzerland], 
DNase, RNase T1, and RNase I) is usually performed before or after clarifi cation, 
to reduce the cellular DNA and RNA load [40, 80, 104]. This step not only 
improves purity, hence the safety of the viral product [40], but also it reduces 
agglomeration of viral particles, which is usually induced by adhesion of nucleic 
acids [104]. In some cases, nuclease treatment can be carried out at the end of the 
process, after chromatographic purifi cation [106].

As an alternative to nuclease digestion, cationic detergents can be added during 
lysis to selectively precipitate cellular DNA. Recent experiments with the detergent 
domiphen bromide have shown that it is possible to obtain three logs of DNA 
clearance without losses in the infectivity of purifi ed viral particles [107]. Thus, the 
use of DNA removal operations such as nuclease treatment and anion exchange 
chromatography may be eliminated or reduced.

The viral particle-containing solutions resulting from nuclease treatment and 
cationic detergent precipitation are typically fi ltered, concentrated, and conditioned 
before chromatographic purifi cation [40, 80, 101, 106, 107]. The inclusion of a 
solvent/detergent step at this stage may be included to inactivate potential envel-
oped viruses that could have been coamplifi ed [32].

Final Purifi cation. A pharmaceutical product such as an AdV requires a high 
degree of purity. This level of purity is usually achieved with a combination of 
chromatography and fi ltration operations. The goal is to separate the viral particles 
from the most recalcitrant impurities that persist in the streams. The chromatographic 
operations described in the literature for virus purifi cation explore properties such 
as size, charge, hydrophobicity, and metal affi nity [41, 80, 102–107].

Anion-exchange (AEX) chromatography is widely used as a viral particle 
capture step. It explores the interaction between the negatively charged hexons in 
viral capsids and the stationary phases bearing positively charged ligands such as 
quaternary amines [41]. Impurities (media components, low-molecular-weight 
DNA, penton, hexon, and fi ber proteins are eluted at low salt (<0.25-M NaCl), 
whereas bound capsids are displaced with a salt gradient [41, 102, 103, 106]. A 
recent study shows that the NaCl concentration required to elute viral capsids from 
the anion exchange column is a function of the serotype being purifi ed (ranging 
from 0.27 to 0.45 M), and it correlates very well to the electrostatic properties of 
the hexon protein in each serotype [41]. Tentacular (e.g., DEAE-Fractogel; Merck, 
Gibbstown, NJ), perfusion (e.g., POROS.RTM.50D; PerSeptive Biosystems, Fram-
ingham, MA), and soft gel in rigid shell (e.g., Ceramic HyperD.TM.F; BioSepra, 
Villeneuve-La-Garenne, France) materials have all been used for AEX purifi ca-
tion of adenovirus particles [102, 106]. The reported AEX viral particle yields 
range from 63% [104] to 80% [80].

AEX can also be performed in expanded-bed adsorption (EBA) mode [102]. 
Under this mode of operation, cell lysates can be applied directly to the column 
from below. Large debris and unlysed cells that can move freely around the 
anion-exchanger beads eventually leave through the top of the column, whereas 



adenoviral particles bind to the anion-exchange matrix. Extensive washing from 
below limits nonspecifi c interactions between the particulates and the resin. Finally, 
the fl ow is reversed, the anion-exchanger beads are allowed to pack, and the viral 
particles are eluted under a salt gradient [102]. Due to its early use in the down-
stream processing, EBA can be considered as an intermediate purifi cation unit 
operation.

Adenovirus particles have also been purifi ed by affi nity chromatography by 
taking advantage of an ingenious targeting approach. Briefl y, the fi ber capsid 
protein of adenovirus 5 vectors was genetically fused to a biotin acceptor peptide 
(BAP). These BAP-modifi ed fi bers were then metabolically biotinylated during 
virus propagation in the HEK-293 cell line. The resulting covalently biotinylated 
viral particles could then be purifi ed from crude lysates by avidin-affi nity chroma-
tography [122].

AEX alone is unlikely to be suffi cient to produce an adenovirus product with the 
required purity [106]. The inclusion of a chromatographic polishing step may thus 
be necessary as a means to remove traces of DNA and protein impurities. Size-
exclusion [80, 103], ion-pair reversed phase [106], and metal affi nity [105] chroma-
tography have all been used toward this end. In the case of size-exclusion, if an 
adequate matrix is selected (e.g., Superdex 200; GE Healthcare, Piscataway, NJ), 
virus elute in the fl owthrough because of its large size, whereas low-molecular-
weight impurities are retarded. The column loading volume can be increased up to 
20% of the bed volume, because a group separation is achieved [102]. An extra 
advantage of size exclusion as a polishing step is that it can also be used to exchange 
buffer [103]. This enables formulation to be carried out simultaneously with polish-
ing. In the case of ion-pair reverse phase chromatography, elution conditions are 
carefully selected to retain impurities in a PolyFlo matrix (Puresyn, Inc., Malvern, 
PA) and to allow the viral particles not to bind. Under this negative chromatography 
operation mode, viral particles are recovered in the fl owthrough with an 87% recov-
ery yield [106]. This leads to some dilution of the adenovirus stream, as is always the 
case when products are recovered in the fl owthrough.

Processes for adenovirus purifi cation typically end with concentration, formula-
tion, and sterile fi ltration operations [40, 80, 106]. Concentration and formulation 
are usually carried out in ultra-fi ltration units equipped with 100–300-kDA mem-
branes [40, 106]. The exact composition of the formulation buffer will depend on 
the intended application, mode of administration (injectable, aerosol), and required 
short-term and shelf stability [104, 123]. A typical liquid formulation may include 
an aqueous buffer supplemented with cryoprotectants (e.g., sucrose) and stabilizers 
such as the nonionic-surfactant polysorbate-80, the chelating agent EDTA, and the 
oxidation inhibitors ethanol and histidine [123]. Filtration under sterile conditions 
is typically performed with 0.22-μm membranes [103, 106].

10.1.4 ANALYSIS AND EVALUATION OF AN ADENOVIRUS 
PRODUCTION PROCESS

In this section, a pilot-scale process that has been developed specifi cally for the 
production and purifi cation of AdVs for gene therapy [80] is analyzed and evalu-
ated for large-scale manufacturing with the use of the process simulator software 
SuperPro Designer (Intelligen, Inc., Scotch Plains, NJ). The major objective of the 
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analysis presented here is to estimate the cost of the production of an adenovirus 
therapeutic product. Results further provide insights into process weaknesses and 
strengths, effectively directing bioprocess engineers toward better processes.

10.1.4.1 Process Description

As a design basis we have assumed a plant capacity of around 1 × 1018 viral particles 
of purifi ed recombinant adenovirus produced per year. This amount of product is 
suffi cient to treat 125,000 patients per year on the basis of 1 × 1012 VP doses given 
weekly for a total of 8 weeks, as described in a Gendicine clinical trial [15]. The 
plant is designed to operate 330 days a year, with a new batch initiated every 11 
days—this corresponds to 30 batches at 33.3 × 1015 VP/batch. The total batch time 
is around 17 days. Guidelines and quality standards issued by regulatory agencies 
have been used to set up product specifi cations in terms of fi nal purity (Table 
10.1-3). Finally, we have assumed that, at the end of the process, the bulk adenoviral 
product will be distributed in vials, each containing a 1 × 1012 VP dose of 0.6 mL 
of sterile formulation buffer. This corresponds to a viral titer of 167 × 1011 VP/mL, 
which is higher that the specifi ed value of 6.7 × 1011 VP/mL (Table 10.1-3).

The entire fl owsheet for the production of adenovirus is divided into cell culture 
and virus propagation (Figure 10.1-8) and downstream processing (Figure 10.1-9) 
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sections. The overall adenovirus particle recovery yield per batch is around 67% 
(33.3 × 1015 VP are recovered out of the 5 × 1016 VP that are present in the whole 
cell lysate). This fi gure is within yields reported in the literature for similar proc-
esses [104]. Input data used in the simulation software SuperPro Designer were 
taken from the reference publication [80] and supplemented with information from 
other published processes [40, 106, 107]. Educated guesses were made to provide 
for missing data. Table 10.1-4 summarizes the most important data—process 
volumes, step yields, and viral particle titers.

Cell Culture Section. The activities in this section include media sterilization, 
inoculum preparation, cell growth, and virus propagation (Figure 10.1-8). Serum-
free (SF) medium is sterilized by 0.2-μm fi ltration and used for both inoculum 
preparation and cell growth/virus propagation. The culture is assumed to take 
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Figure 10.1-9. Adenoviral vector production fl owsheet showing downstream processing 
section (implemented with the process simulator software SuperPro Designer [Intelligen, 
Inc., Scotch Plains, NJ]).
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place in fed-batch mode (with a single nutrient addition), in a bioreactor with a 
working volume of 1000 L. This size is a reasonable assumption, given that cultures 
with volumes as high as 10,000 L are currently being developed for production of 
HIV adenoviral vaccines [118]. The inoculum is added to 500 L of culture medium 
at a seeding density of 3 × 105 cell/mL, and cells are allowed to grow for 6 days. 
Then, 500 L of fresh SF medium are added, and cells at a concentration of 0.5 ×
106 cell/mL are infected at a MOI of 10. Cell growth and virus propagation are 
conducted at 37°C and pH 7.2, with constant addition of a gaseous mixture (80% 
air, 10% CO2, 10% O2) at 0.05 vvm [80]. Harvest is performed 48 hpi, with typical 
values assumed for the fi nal cell concentration (1 × 106 cells/mL), adenovirus titer 
(5 × 104 VP/cell), and ratio of infectious viral particle to total viral particles (1 : 10) 
[80].

Downstream Processing Section. The activities in this section include cell harvest 
and cell lysis, nuclease digestion, and chromatographic purifi cations (Figure 
10.1-9). Cells from the suspension culture (1 m3) are harvested by continuous 
centrifugation, resuspended in SF medium (1/10 of the original volume), and lysed 
by microfl uidization (e.g., 2000 psi and 1 pass) [80]. Cell DNA is then drastically 
reduced (≈4.5 logs) by adding Benzonase up to a fi nal concentration of 150 IU/mL 
[107]. After removal of debris by centrifugation, the supernatant is clarifi ed in a 
0.2-μm dead-end fi ltration unit [80]. Adenovirus capture and purifi cation is 
performed by AEX chromatography column (Fractogel EMD-DEAE, 0.4-m bed 
height, 0.6-m bed diameter) according to the instructions presented by Tang et al. 
[103]. Briefl y, each cycle comprises six distinct operations: (1) equilibration with 
22 bed volumes (BVs) of buffer J1 (50-mM sodium phosphate pH 7.5, 265-mM 
NaCl, 2-mM MgCl2, 2% (w/v) sucrose) at 4 cm/min, (2) loading of 106 L of feed at 
1 cm/min, (3) washing with 4 BVs of buffer J1 at 2 cm/min, (4) washing with 8 BVs 
of 94% buffer J1 and 6% buffer J2 (50-mM sodium phosphate pH 7.5, 600-mM 
NaCl, 2-mM MgCl2, 2% (w/v) sucrose), (5) elution of bound adenovirus particles 
with 10 BVs of linear gradient from 6% to 100% buffer J2 at 2 cm/min, and (6) 

TABLE 10.1-4. Summary of Input Data Used in the Bioprocess Simulator SuperPro 
Designer

Step Volume AdV Titer Step Yield
 (L) (×1010 VP/mL) (%)

Cell culture 1000 5.0 —
Harvest + resuspension 109 46 100
Cell Lysis 109 45 98
Benzonase digestion 109 45 100
Centrifugation + dead-end fi ltration 106 46 99
Anion exchange chromatography 118 36.5 89
Ultrafi ltration 11.8 350.0 96
Size exclusion chromatography 59.0 66.5 95
Ultrafi ltration 19.7 169.3 85
Sterile fi ltration 19.7 169.3 100

Notes: An overall yield of 67% is obtained. The fi nal viral titer is higher than the specifi ed value (67 
× 1010 VP/mL).



column cleaning with 4 BVs of 1-M NaCl at 4 cm/min. The total cycle time is 12.26 h. 
The bound viral particles are eluted with an overall yield of 89% [103]. The 
adenovirus pool is then concentrated 10 times by ultra-fi ltration using a 100-kDa 
membrane [80]. A step yield of 96% is assumed based on data published for ultra-
fi ltration of different viral particles [124]. A size exclusion chromatography column 
(Superdex 200, 0.8-m bed height, 0.4-m bed diameter) is included as a polishing 
step (95% step yield) [103]. The column is loaded with the totality of the viral 
solution (12% of the bed volume), and upon elution with an adequate buffer (e.g., 
20-mM sodium phosphate pH 8.0, 100-mM NaCl, 2-mM MgCl2, 2% (w/v) at 
0.43 cm/min), a pool of adenoviral particles is obtained that is fi ve times diluted 
relatively to the feed [103]. The total cycle time is 18.3 h. Concentration and 
formulation into an adequate buffer (2.5% glycerol, 25-mM NaCl, 20-mM Tris, pH 
8 [80]) is subsequently carried out in an ultra-fi ltration unit equipped with a 100-
kDA membrane. Finally, the adenovirus product is sterile fi ltered into glass vials 
(1 × 1012 VP in 0.6 mL).

Process Scheduling. The scheduling and equipment utilization for one production 
batch is shown in Figure 10.1-10. The plant batch time is approximately 405 hours, 
with a new batch (i.e., inoculum preparation) initiated every 264 hours. This batch 
start time roughly corresponds to the fourth day of the cell culture in the previous 
batch. The inoculum preparation, cell culture, and virus propagation procedures, 
with a duration of approximately 367 hours, are clearly identifi ed in the chart as 
the time bottleneck. Comparatively, the downstream processing is complete within 
a mere 38 hours. The time bottleneck in this section is the size-exclusion 
chromatography polishing step, which takes about 18 hours.

10.1.4.2 Inventory Analysis

The overall material balance per year is summarized in Table 10.1-5. Remarkably, 
the annual mass production of purifi ed adenovirus vector constitutes a minor frac-
tion (∼0.3 ppm) of the total amount of materials required for its production. Apart 
from the adenovirus vector, cell debris, and gases, all output materials end up in 
liquid waste streams, which are disposed of after adequate treatment (e.g., heat or 
caustic inactivation) to minimize environmental impacts. Water is the major raw 
material used (∼97%), most of it for equipment cleaning. This is typical in the 
production of biopharmaceuticals as can be seen by checking IgG [95], recombi-
nant β-glucuronidase [125], and plasmid DNA [100] production examples. Serum-
free medium (∼0.2%) and gases (∼1%) are used in the cell culture and virus 
propagation step. Large amounts of sodium chloride, sodium phosphate, and 
sucrose (∼0.8%) are required as buffer components in the chromatographic opera-
tions. A substantial amount of sodium hydroxide (∼0.5%) is also used for equip-
ment cleaning.

10.1.4.3 Cost Analysis and Economic Assessment

Table 10.1-6 shows the key economic evaluation results for this project. Economic 
evaluations were based on the following assumptions: (1) the entire direct fi xed 
capital is depreciated linearly over a period of 10 years assuming a 10% salvage 

ANALYSIS AND EVALUATION OF AN ADENOVIRUS PRODUCTION PROCESS 1285



1286 ADENOVIRUS VECTORS FOR GENE THERAPY
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Figure 10.1-10. Gantt chart for production scheduling of one batch of adenoviral vector. 
The top and bottom charts show the duration of each operation in the cell culture and 
downstream processing sections, respectively. The total process time is 405 hours. The 
arrow indicates the start of a new batch at 264 hours.

value for the entire plant, (2) the project lifetime is 15 years, and (3) 1 × 1018 VP of 
adenoviral product will be produced per year. For a plant of this capacity, the total 
capital investment is around $17.8 million. The unit production cost is ∼$7.2/dose 
(1012 VP) or $24,715/g. This fi gure is considerably higher when compared with 
production costs of other biopharmaceuticals such as β-glucuronidase ($43.0/g 
[125]), insulin ($42.2/g [95]), IgG ($908/g [95]), and plasmid DNA ($375/g, 
[100]).

The total equipment purchase cost was estimated to be around $2.8 million. The 
most expensive piece of equipment is the bioreactor used for cell culture and virus 
propagation, priced at $506,000. The cost of unlisted equipment (including the 
equipment used in the inoculum preparation section) was assumed to represent 
20% of the total equipment cost.



The breakdown of the annual operating cost (AOC) is shown in Figure 10.1-11. 
Facility-dependent cost (44% of the AOC) is the principal operating cost in this 
process, as is typical for high-value products that are produced in small quantities 
[95]. Labor-related costs come next, accounting for 34% of the AOC. The annual 
cost of raw materials is around $1.0 million, 92% of which are associated with the 
culture SF medium (priced at $28/L). The cost of consumables is around $193,000, 
representing approximately 3% of the AOC. The chromatographic resins in the 
AEX and size-exclusion chromatographic steps represent 84% of this value. The 
cost of utilities (electricity, steam, and cooling agents) is minimal, representing less 
than 0.1% of the AOC.

Figure 10.1-12 shows the return on investment (ROI) and payback time for dif-
ferent product selling prices ($/dose). The ROI increases around 3.5% for every 
$1 increase in the selling price of each AdV dose, whereas the payback time 
declines for every $1 increase. If one assumes that a dose of product is sold at $30, 
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TABLE 10.1-5. Overall Material Balances for the Annual Production of 1 ¥ 1018 VP 
(~0.285 kg) of AdV (kg/year). This Amount Corresponds to 67% of the Total AdV 
Propagated in the Culture Section.

Component Total Inlet Total Outlet

Adenovirus 0 0.425
Carbon dioxide 1,050 1,077
Debris 0 17
DNase 0.095 0.095
Glycerol 91 91
Magnesium chloride 30 30
Nitrogen 6,444 6,444
Nucleic acids 0 0
Nucleotides 0 9
Oxygen 3,006 2,995
Proteins 0 81
SF media 1,628 1,498
Sodium chloride 3,582 3,582
Sodium hydroxide 5,013 5,013
Sodium phosphate 1,066 1,066
Sucrose 3,171 3,171
Tris base 11 11
Process water 734,446 734,446
Water for injection 210,860 210,860
Total 970,398 970,392

TABLE 10.1-6. Key Economic Evaluation Results for 
Adenovirus Production

Direct fi xed capital $16,593,000
Total capital investment $17,820,000
Plant throughput 0.29 kg (1018 VP) AdV/year
Operating cost $7,149,000/year
Unit production cost $7.17/dose
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the annual revenue will amount to $30,662,000 for an annual production of 
1 × 1018 VP. This corresponds to a gross profi t (i.e., revenue-operating cost) of 
$23,513,000. At this selling price, the payback time is 1.14 years with an ROI 
of 88%. This economic picture could change slightly by the inclusion of costs that 
were not accounted for in this case study (fi lling & packaging section, R&D, 
process validation).

10.1.5 CONCLUDING REMARKS AND OUTLOOK

Adenoviral gene therapy has matured to the point where several products should 
be hitting the market in the wake of Gendicine. Many of the initial drawbacks and 
barriers (e.g., immunogenicity, lack of specifi city, and transient expression of 
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Figure 10.1-11. Breakdown of the annual operating cost.
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transgenes) have been tackled with innovative solutions and strategies (targeting, 
gutless vectors) that have proved valuable in some cases. To provide suffi cient 
material for the ongoing gene therapy clinical trials, production and purifi cation 
processes must be developed and optimized in parallel to deliver the required 
selectivity, yield, effi ciency, and productivity. The design of these processes under 
cGMPs should be based on a profound knowledge of the target molecule and asso-
ciated impurities and on the performance of the available unit operations. Although 
several well-established processes have been documented in the literature, new 
developments are likely to surface within the coming years because of increased 
investments from academia and industry in the area. The analysis presented in this 
chapter indicates that the production and purifi cation of a therapeutic adenovirus 
product is economically viable, even with a suboptimized process. Process improve-
ments will certainly reduce costs. As an educated guess, we may estimate selling 
prices to be in the range $20–$50/1012 VP.
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10.2.1 TECHNOLOGICAL ADVANCES APPLIED TO IMAGING OF 
GENE TRANSFER

At the dawn of the twenty-fi rst century, cancer and cardiovascular disease are the 
fi rst causes of mortality and the focus of considerable attention and mobilization 
of fi nancial and human resources. Increased understanding of pathogenesis and its 
underlying molecular processes has led to proven or investigational therapies, such 
as gene therapy. The concept of gene therapy (and gene transfer) fi rst appeared in 
the 1960s when the structure of DNA was defi ned, and much effort has since been 
devoted to developing suitable strategies. Although gene therapy was initially con-
sidered primarily in terms of treatment of genetic disease, the concept has evolved, 
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and now the two main fi elds of gene therapy are cancer and cardiovascular disease. 
Gene therapy consists of overexpressing a functional gene, replacing a mutated 
gene, or expressing an exogenous gene with the aim of correcting a malfunction, 
inducing an immune response, or stimulating angiogenesis. Currently, stem cell 
research is generating new hope in the fi eld of cell therapy, with which gene transfer 
is increasingly associated.

The fi rst challenge was to transfer DNA into cells, and in vitro and in vivo gene 
transfer techniques were developed: mechanical (gene gun), physical (calcium 
phosphate precipitation), chemical (synthetic gene transfer agents), and biological 
(viruses). Some of these techniques are commonly used, at least in vitro, and have 
been evaluated in clinical trials, whereas others are currently under investigation. 
Clinical testing is contingent on technical quality and reproducibility and fi nding 
answers to a variety of questions:

• Does the vector or gene transfer procedure work as expected? Optimally?
• Is the preparation optimal?
• What about the route of transfer?
• What is the fate of the nucleic acid and of the vector (if any)?
• When do the vector and nucleic acid dissociate?
• Does the nucleic acid reach its target (and only its target)?
• Does the procedure have any deleterious effect?
• How long is it before expression occurs?
• How long does the transgene persist in the targeted cell or organ?
• How long is transgene expression effective?

Before addressing these questions, it is fi rst essential to ensure that the nucleic acid 
is transferred into the cell (or organ) and is active. Transfer can be observed in 
vitro by means of microscopy or electron microscopy. Using nucleic acid probes 
tagged with gold particles, it is possible to observe the presence of a DNA sequence 
[1]. Direct labeling is also possible using radionuclides, such as phosphorus 32, and 
is mostly applied in vivo in animal models because of its low resolution. Direct 
labeling is sometimes impractical, so indirect labeling has been developed. Staining 
techniques have been improved in parallel.

Although imaging approaches can be used to observe, understand, and docu-
ment all phenomena involved in gene transfer, many are destructive or “invasive” 
and often require sacrifi ce of the animal, as in all histopathological, immunohisto-
logical, and immunofl uorescent techniques. These techniques yield information 
that is valuable but that only offers a snapshot of a particular moment in time: 
Researchers are usually interested in a longer-term image of induced phenomena. 
The use of several groups of the same animal species to obtain this longer-term 
image is not really satisfying, and so noninvasive techniques tend to replace inva-
sive or destructive ones. These noninvasive techniques can track processes in a 
single group of animals and have the ethical advantage that they reduce the number 
of animals used. Also, invasive approaches can be applied to in vitro and in vivo
research experiments, but not to clinical studies, which may explain why we lack 
information on the fate of gene transfer agents and transgenes in humans. This 
technological drawback may be partially responsible for the slowness with which 
gene therapy is being transferred from the lab bench to the bedside.



The most studied imaging methods are positron emission tomography (PET), 
single-photon emission (computed) tomography (SPE(C)T), bioluminescence, 
magnetic resonance imaging (MRI), and gamma imaging. Whereas TEP, SPECT, 
MRI, and gamma imaging are easily performed on animals, bioluminescence is 
largely limited because of tissue absorption, with a 90% decrease in signal for each 
centimeter of tissue. Given this limitation, it is clear that better reporter proteins 
and reporter genes are needed. Optical imaging is usually performed with proteins 
that emit green light [luciferase or green fl uorescent protein (GFP)], and a shift 
toward red or near-infrared emission is considered to restrict this absorption and 
allow the signal to leave the animal’s body. Bioluminescence usually yields just 
planar information, but never devices give 3D information. One technique com-
bines laser scanning, which defi nes the animal’s topography, and fi lters to select 
the emitted photons (different wavelengths). Software is used to reconstruct a 3D 
image of the animal. In another, tomographic, approach, a charge-coupled device 
(CCD) camera rotates around the animal giving whole-body information on photon 
emission.

Improvments in molecular biology also exists in the MRI fi eld. The ferritin 
reporter gene was developed for use with MRI. Overexpression of the transgene 
in the modifi ed cells (various methods of gene transfer are possible) leads to intra-
cellular ferritin excess and iron entrapment. Ferritin associates with iron, which 
accumulates (aggregates) in the cell as nanomagnets that can be imaged by MRI 
[2]. Initially, the very common reporter gene beta-galactosidase was used for MRI. 
The paramagnetic ion is “blocked” using a galactopyrannoside screen and so is not 
accessible to water. When the reporter gene beta-galactosidase is expressed, its 
enzymatic activity alters the galactopyrannoside structure and frees the paramag-
netic ion, which can then be imaged by MRI [3]. Another approach for MRI uses 
a reporter gene that encodes a membrane transferrin receptor. The transgene 
receptor is modifi ed to be resistant to downregulation, so the receptor is largely 
overexpressed in comparison with untransfected cells. Internalization of super-
paramagnetic structures (such as MION) conjugated to transferrin is increased in 
modifi ed cells [4].

As noted above, gene transfer is increasingly associated with cell therapy. 
Imaging can provide information on the fate of the reinfused modifi ed cells and 
also on the expression of the transgene or the corrected gene. By loading the cells 
of interest with contrast agents, it is possible to use MRI to track their movements 
through the animal’s body [5]. The exitation devoted to quantum dots also spreads 
to cell therapy. Indeed, recently the fate of cells reinjected to mice was studied after 
labeling those cells by means of self-illuminating quantum dots. It was then possible 
to image the cells migration by fl uorescence imaging in vivo [6].

10.2.2 IN VITRO IMAGING STUDIES

10.2.2.1 Characterization of Gene Transfer Agents

Structure. Unless DNA is transferred by a physical method, it is necessary to 
generate a structure able to carry the nucleic acid. When virus capsid or synthetic 
molecules are involved, they must be characterized physically to allow rational 
studies on how they ensure vectorization. The structures of gene transfer agents 
have to be defi ned to understand how they interact or associate with other 
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components. Visualization of the structures alone is currently possible only by 
microscopy. Classically, transmission electron microscopy (TEM) is performed 
after negative staining with uranyl acetate [7] (Figure 10.2-1). Vector characterization 
is frequently combined with characterization of the “nucleic acid-vector” association. 
TEM is also used, for example, to confi rm that the DNA has intertwined with the 
polymer assembly [8]. Atomic force microscopy is a relatively new tool that enables 
the visualization of nanostructures. It will probably give much information on the 

a

b

c

Figure 10.2-1. Electron microscopy to image gene transfer structures. In this example, the 
authors have imaged the gene transfer structure they developed (human papillomavirus-like 
particles) after uranyl acetate negative staining. Reprinted from Ref. 7, with permission 
from Oxford Journals.



structures obtained according to the preparation way and also on the association 
of the nucleic acid with its vector.

Nucleic Acid—Vector Interaction and Kinetics. One way to confi rm that the 
vector interacts with or encapsulates the nucleic acid is to visualize the interaction. 
Scanning force microscopy has shown that polymers and cationic lipids interact 
with DNA in a similar way [9] (Figure 10.2-2). TEM has been used to observed 
this kind of interaction between DNA and synthetic gene transfer agents [8]. 
Although fl uorescence resonance energy transfer (FRET) data are usually 
represented graphically [10], it is theoretically possible to obtain images of the 
fusion events using fl uorescence microscopy, which shows how lipids used to prepare 
lipoplexes interact and mix and also gives information on the capacity of a structure 
to interact with a membrane model representing the cells.

10.2.2.2 Gene Transfer Agent Pathways: Localization and Persistence of 
the Transgene at its Target

To improve gene transfer agents, we need to know which hurdles they will have to 
overcome. Early studies of intracellular traffi cking of the vectors were performed 
by means of electron microscopy.
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Figure 10.2-2. Scanning force microscopy to image the association between the nucleic acid 
and the vector. The authors have imaged DNA and its condensation by synthetic gene 
transfer agents. Reprinted from Ref. 9, with permission from Oxford Journals.
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Figure 10.2-3. Study of the intracellular traffi cking of a plasmid complexed with a synthetic 
phosphonolipid using electonic microscopy. Cell lines were transfected with lipoplexes. 
Then, DNA probes specifi c to the plasmid used and tagged with gold particles was incubated 
with the cells pellet sections. The DNA migration was also observed. Reprinted from 
Ref. 1, with permission from Elsevier.

Transmission Electron Microscopy. To observe polyplexes, thin cell sections are 
negatively stained using uranyl acetate and observed by TEM [8], which can track 
gene transfer agents. Existing structures can be observed, but when the polymer 
dissociates, nothing is visible any more. To observe the nucleic acid either free or 
associated with its vectors, a labeling using gold-labeled probes can be used. The 
nucleic acid sequence is recognized by a probe that has been tagged with gold 
particles. The intracellular progression of the nucleic acid can thus be visualized 
[1] (Figure 10.2-3).

Fluorescence Microscopy. This microscopic approach is used to study the 
traffi cking of either the vector or the nucleic acid. By a fl uorescent labeling of the 
structure of interest (with fl uorochrome such as FITC or TRITC), it is possible 
to visualize the internalization and traffi cking processes using fl uorescence micro-
scopy or confocal microscopy. Using this approach, Midoux’s group studied the 
internalization of polyplexes in HepG2 cells [11]. An interest of this last technique 
is that both the vector and the nucleic acid can be labeled. The complex evolution 
(and its disruption) can be observed.

Magnetic Resonance Imaging. MRI can be used to track complexes during 
transfection even at the cellular level [12]. MRI microscopy achieves a resolution 
of about 1 μm. It is based on the co-complexation of the DNA and the contrast 
agents with a cationic polymer (theoretically, it is also possible with all cationic 
gene transfer agents). By adding selective molecules, it is possible to target specifi c 
cells. A gadolinium derivative is used to follow the fate of the complex (DNA 



polymer) within the cell. This real-time visualization reveals only the contrast agent 
aggregates. No information is given on the organization of the visualized structure, 
and it is not possible to say whether or when the complexes have been disrupted.

10.2.2.3 Evaluation of Gene Transfer Effi ciency

Given how hard it is to demonstrate the functional activity of genes, a nucleic acid 
delivery system is usually developed using reporter genes encoding proteins that 
are easily detected through enzymatic reaction or their intrinsic fl uorescence.

Fluorescence Microscopy. To ensure that a delivery system or a vector effi ciently 
transfers a nucleic acid into a cell, the easiest approach is to use a reporter gene 
encoding a protein that can be visualized directly. Reporter genes such as GFP or 
its new derivatives RFP (red) or BFP (blue) are satisfying because gene expression 
can be easily visualized by fl uorescence microscopy. Moreover, by using a fusion 
protein, this approach not only reveals expres-sion but also defi nes cellular 
localization, particularly when using confocal microscopy. Indirect visualization 
can also be performed using a nucleic acid that encodes a tagged protein. By 
incubating the cells with a fl uorescent ligand that specifi cally forms a covalent bond 
with the tagged protein, the transfected cells appears fl uorescent.

Bioluminescence. The bioluminescence approach is not frequently used for in 
vitro studies because of the scarcity of the equipment required. The classic reporter 
gene luciferase can be used to visualize changes in cells, which is of particular 
interest when working with a nucleic acid that encodes both luciferase and its 
substrate, luciferin.

Magnetic Resonance Imaging. When used with MRI, classic contrast agents can 
track complexes but give no information on gene expression, which is why new 
reporter genes were developed to modify and hence activate contrast agents, 
including the gene-encoding ferritin, transfer agents, and enzymes that enable 
“smart” MRI contrast agent activation [13]. These smart contrast agents are prepared 
in a weak relaxivity state. When they enter a cell genetically modifi ed by gene 
transfer, they are transformed into a strong relaxivity state, which is the case of 
EGad, a gadolinium complex. When Egad interacts with β-galactosidase, a widely 
used reporter protein, the Egad chelate is disrupted and the relaxation properties of 
gadolinium can be imaged.

All these MRI approaches applied to cells and to animal models are potentially 
applicable to humans. MRI is particularly interesting because it gives real-time 
information potentially at high resolution.

10.2.3 IN VIVO IMAGING EXPERIMENTS

10.2.3.1 Imaging Biodistribution of Gene Transfer Agents

It is essential to study the biodistribution of components involved in gene transfer 
(virus, synthetic vector, or nucleic acid) to identify all in vivo barriers. This study 
indicates what proportion of the administered dose actually reaches the target, as 
well as any unexpected localizations (according to the quantity at each site) or 
blocking sites, which is of particular interest because it allows prediction of the 
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dose that will produce a signifi cant therapeutic effect. Biodistribution studies indi-
cate the time when the nucleic acid is released from its vector. Using markers spe-
cifi c to each component (by labeling or conjugating), it is possible to follow both 
of them separately and also to observe their separation and fate (i.e., their elimina-
tion route and metabolism).

The most frequently used approach is direct, in which a radionuclide (usually a 
β-emitter) is used to label the different components. Indirect studies are also pos-
sible, such as the use of markers that are supposed to mimic the behavior of the 
studied molecules. Invasive imaging methods are used less frequently. In some, 
the compounds involved are radiolabeled and administered before sacrifi ce of the 
animal. The animal’s body is thinly sectioned using a cryomicrotome and visualiza-
tion is done either by classic autoradiography or phosphorus imaging. Gene vectors 
may also be labeled with fl uorescent markers and visualized on microsections. As 
a result of whole-body dilution, this approach is essentially used to pinpoint a 
component in the cells of a defi ned organ, after localization by scintigraphy or 
autoradiography. Although invasive approaches have been widely used, live imaging 
is now largely preferred, mainly using the methods described below.

Radioisotopic Imaging. Radioisotopic imaging (using γ-emitters) effi ciently tracks 
the distribution of viral [14] and nonviral vectors [15, 16]. In these two cases, the 
adenovirus and the GLB43 lipid vector (Figure 10.2-4) were labeled with 99mTc 
pertechnetate using a stannous tin procedure. Although most available devices give 
planar imaging, this approach is quantitative. Scintigraphic imaging can be applied 
to all kinds of animals and also to humans (depending on the radioactive dose). 
The method used to label the vector is not always suitable for the nucleic acid, as 
nucleic acid chelation may inhibit its expression. It is, therefore, necessary to choose 
between information on expression and on location.

Magnetic Resonance Imaging. MRI is a multivalent approach that also predicts 
gene transfer effi ciency (i.e., whether the transgene actually reached the targeted 
site). The transgene pathway can be mimicked using a contrast agent, which is 
administered as the nucleic acid would have been (i.e., associated with a gene vector 
or directly injected into the targeted tissue). Thus, a gene transfer approach can 
also be validated by MRI. Moreover, as MRI visualizes tissues and organs, any 
deleterious effects after gene transfer can be monitored [17].

10.2.3.2 Imaging Gene Transfer Effi cacy

The sites of gene transfer clearly must be defi ned whatever the animal model used or 
clinical application. For most applications, a specifi c target is considered. Different 
administration routes will result in particular expression levels and accuracy of tar-
geting. Direct visualization on thin sections is a common approach in which immun-
ofl uorescent probes of the expressed protein are used to study transgene expression 
(Figure 10.2-5). For example, Bartoli et al. visualized the transgenic protein (α-sar-
coglycan) by immunohistochemistry using a secondary antibody conjugated to the 
fl uorochrome Alexa488 in animal models of muscular dystrophies [18].

Animal care and ethical issues are of increasing importance even in research, and 
so when suitable technology is available, it is preferable to use noninvasive methods 
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to study gene transfer. Tomography is useful in this regard as it gives information on 
gene expression in terms of time lag, duration, magnitude, and location.

Bioluminescence [19] (Figure 10.2-6). Since a pioneering 1998 study of 
bioluminescence in living mammals [20], bioluminescence technology has advanced 

Bar = 50μm

Figure 10.2-5. Immunohistofl uorescence imaging to visualize the cells that express the 
transgene. After mice transfection with a reporter gene (luciferase) associated with the 
synthetic amphiphiphilic vector (KLN47), the transgene expression was visualized using a 
primary antibody directed against the luciferase protein. The secondary antibodies were 
FITC labeled. The expressing cells are thus identifi ed in the targeted tissue (from Delépine 
et al., unpublished data). (This fi gure is available in full color at ftp://ftp.wiley.com/
public/sci_tech_med/pharmaceutical_biotech/.)

Figure 10.2-6. In vivo bioluminescence imaging. The luciferase transgene expression was 
observed using a CCD camera 24 hours after an intravenous injection of a lipoplexe 
(KLN20 phosphonolipid + pCMVLuc) [19]. (This fi gure is available in full color at ftp://ftp.
wiley.com/public/sci_tech_med/pharmaceutical_biotech/.)
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greatly and is probably now the most accessible and common approach to in vivo
imaging. It is, however, limited by the data acquisition, as the most frequently used 
devices equipped with a CCD camera do not give tomographic information (because 
of the cost of the tomographic apparatus) and the main part of the emitted light is 
absorbed by the tissues. Moreover, this absorption depends on tissue type and 
depth, so it is diffi cult to extrapolate the results from one animal to another. 
Another limitation is the diffusion of the substrate. In most cases, the luciferase 
substrate is injected intraperitoneally. If the transfected site is less accessible 
because of disease or another cause, the substrate concentration is reduced locally, 
as is the luminescent signal. This bias can be prevented by using a genetic 
construction that simultaneously expresses both luciferase and its substrate.

New tomographic devices based on bioluminescence are able to generate a 
3D reconstruction, using software to calculate photon absorption for the various 
tissues. Two advantages accrue from this ability: First, this approach is quantitative 
and, second, it more precisely localizes the source(s) of luminescence induced 
by the gene transfer procedure. Although bioluminescence techniques are evolving, 
they are still only applicable to small animals. The hurdles inherent to this imaging 
approach and to the use of such reporter genes prevent its application to humans.

Fluorescence. Most bioluminescence imaging devices are also equipped for 
fl uorescence imaging. Fluorescent markers are less sensitive than bioluminescent 
ones and so are used less. Most of the frequently used reporters emit at a wavelength 
similar to that of natural molecules, particularly GFP and DsRed. The background 
is also high with these probes, so few markers are wholly satisfying. However, whole-
body fl uorescence imaging has been used to visualize gene expression [21].

Positron Emission Tomography. PET can be used to study gene transfer expression 
in living animals. It has a satisfactory resolution (around 1 mm) for defi nition of 
organ targeting and, above all, gives a quantitative signal. The most commonly used 
positron-emitting radioisotopes are 18F, 15O, 13N, and 11C. PET imaging is used 
diagnostically in humans to monitor function or localize tumors. Its potential has 
been progressively enhanced and the increased resolution of microPET methods 
enables imaging in small laboratory animals [22] (Figure 10.2-7). The three main 
PET approaches to in vivo imaging involve an intracellular enzyme-encoding 
reporter gene, a membrane receptor-encoding reporter gene, or a membrane 
transporter-encoding reporter gene [23, 24].

The enzyme approach consists of a genetic modifi cation using an enzyme-
encoding reporter gene, usually encoding an HSV-tk mutant (HSV1-sr39tk) [25]. 
When the genetic modifi cation is performed, the neo-synthesized enzyme is able 
to phosphorylate uracil derivatives such as [124I]FIAU and acycloguanosine deriva-
tives such as [18F]FHBG. The phosphorylated substrate is unable to leave the cell 
and the intracellular accumulation of radiolabeled molecules generates a detectable 
signal. Using the reporter gene HSV-tk, a signifi cant correlation has been demon-
strated in rats (after adenovirus gene transfer) between the transgene expression 
and tissue accumulation of the reporter probe [18F]FGCV [26].

The receptor approach consists of a genetic modifi cation using a reporter gene 
encoding a receptor, usually the dopamine D2 receptor [27] or the SSTr2 receptor 
[28]. Using positron-emitting labeled probes that specifi cally target the receptor, it 
is possible to identify the sites where the genetic modifi cation occurred.
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The transporter PET strategy consists of modifying the cells of interest with a 
gene that encodes a transporter able to generate intracellular accumulation of a 
radiolabeled reporter probe. The sodium iodide symporter (NIS) is one of the most 
used transporters in this application [29].

Using sequences that enable simultaneous expression of two genes (such as 
IRES), it is theoretically possible to defi ne expression of the gene of interest in terms 
of location, magnitude, and duration by studying reporter gene expression [30].

Magnetic Resonance Imaging. MRI can be used to assess gene transfer expression, 
which is visualized and localized in the animal’s body through planar or spatial 
(2D or 3D) images. In vivo transgene expression can be observed in real time, 
thereby giving information on the time lag between gene transfer and gene 
expression. MRI has the great advantage of visualizing surrounding tissues. It is 
therefore possible not only to assess gene transfer effi ciency but also any deleterious 
(infl ammation, necrosis, and so on) or benefi cial (such as tumor regression) effects 
[31]. Any effects of gene transfer are defi ned early and at high resolution and 
sensitivity, whatever the gene transfer process adopted. MRI can be used for whole-
body imaging of gene expression. In mouse brain, gene expression can be monitored 
after stereotaxic injection of recombinant adenovirus that encodes ferritin [2] 
(Figure 10.2-8). The relevance of gene transfer to rat muscle by electrotransfer has 
also been documented by MRI. Expression of the reporter gene luciferase was well 
correlated with contrast agent entrapment (Gd-DOTA) when administered by the 
same procedure [17]. Coadministration of the contrast agent and the reporter gene 
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Figure 10.2-7. MicroPET imaging to visualize the kinetics of gene expression in mice. Mice 
were transduced with either a D2R PET or a HSV1-sr39TK PET reporter gene by 
intra venous injection of adDTm. Reprinted from Ref. 22, with permission from Elsevier. 
(This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/
pharmaceutical_biotech/.)



does not modify reporter gene expression. So, once the experimental parameters 
have been optimized, MRI can be used to indirectly evaluate gene transfer 
expression and location.

10.2.3.3 Advantages and Drawbacks of Imaging Approaches

Gene transfer approaches are not only used to study gene transfer agents. Some 
reporter genes introduce tags into ex vivo modifi ed cells, thereby allowing imaging 
of their fate (migration, homing, and so on).

To complete the gene transfer studies, safety can be studied in animal models 
by using ultrasound or X-ray computed tomography to document any tissue or 
organ alteration. Planar imaging is valuable and easy to perform, but does not really 
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Figure 10.2-8. MRI imaging for gene expression study. In this example, Genove et al. [2] 
have documented the expression of a ferritin-encoding gene after stereotaxic injection of a 
recombinant adenovirus. In this study, the MRI imaging approach was validated by an 
X-Gal staining after injection of an AdV-LacZ. MRI allows a kinetic study of the gene 
expression. Reprinted from Ref. 2, with permission from Nature Publication Group. (This 
fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/pharmaceutical_
biotech/.)
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refl ect the true situation, as photon emission depends on tissue type and depth. 
Moreover, emission is multidirectional, whereas collection is planar, which leads to 
a large loss of information. PET is currently only used to characterize gene expres-
sion (time lag, level, and duration), which may seem quite limiting with regard to 
the questions initially posed.

Biodistribution studies using PET can be imagined in which a positron emitter 
is used to label vectors (either viral or nonviral) or the nucleic acid. Such an 
approach will be contingent on effi cient labeling that does not alter the various 
components.

MRI of cells or small biological samples requires high magnetic fi elds (often up 
to 11.7 T), and the requisite equipment is limited in availability because of its pro-
hibitive cost. Experimentally, MRI is very satisfying because the signal obtained 
not only yields an image but also provides information on sample content (MR 
spectroscopy). This twofold analysis will become increasingly powerful as higher 
magnetic fi eld strengths are used. MRI will soon be able to give information simul-
taneously on changes in structure (by imaging) and in chemical composition (by 
spectroscopy) of the targeted site.

Bioluminescence devices are also able to give 3D images, but quantifi cation 
is indirect and based on mathematical treatment that involves considerable 
extrapolation.

10.2.4 CONCLUSION

Advances in gene transfer have gone hand in hand with developments in the 
imaging technologies used to assess transfer effi ciency. In gene expression studies, 
the most frequently used imaging methods are optical (particularly biolumines-
cence) and nuclear (PET). Whereas optical approaches are limited by the tissue 
absorption of the signal, the nuclear approach suffers from insuffi cient resolution. 
Magnetic resonance offers high resolution, but higher magnetic fi elds and more 
relevant and sensitive probes are needed.

No single imaging method can fulfi ll all research requirements. For large-scale 
screening or preliminary validation of a new approach, the least expensive method 
is to be preferred. More costly methods can be applied once the gene transfer 
approach has been shown to be feasible for gene therapy. Some molecular systems 
enable two imaging strategies. Using a fusion protein encoding both luciferase and 
an HSVtk enzyme, gene transfer has been documented using optical biolumines-
cence and PET [32]. Such fusion proteins are very promising and current improve-
ments might be of great value in gene transfer imaging. An alternative to these 
fusion proteins is to use two reporter genes (delivered by the same route) to enable 
a combination of methods, such as PET and fl uorescence imaging. Reporter genes 
may also be coupled with a therapeutic gene through an IRES sequence to monitor 
modifi ed cells after subcutaneous injection in the mouse [33]. This approach visual-
izes where expression occurs and its therapeutic effects. But what of functional 
changes induced by the reporter gene? In the case of PET, three approaches can 
be envisioned, involving enzymes, receptors, or transporters. How might these 
proteins impact on cell function? Is therapeutic gene expression really representa-
tive of the effects in normal conditions? And how reliable a picture of reality is 
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given by imaging techniques? Proposed solutions to such outstanding questions 
may be interesting in research terms but are not always appropriate in a clinical 
setting. It seems best to tackle these problems by comparing and combining data 
from various imaging approaches.
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11.1 INTRODUCTORY REMARKS

Research on stem cells allows us to get the information about how an organism 
grows and develops from a single cell and how healthy normal cells replace damaged 
cells in adult organisms. This promising area of stem cell studies is fascinating sci-
entists to investigate the possibility of cell-based therapies to treat a wide range of 
diseases, which is referred to as regenerative medicine. Stem cells have two impor-
tant characteristics that distinguish them from other types of cells. First, they are 
capable of renewing themselves for long periods through cell division. Second, 
under some experimental conditions, the cells can be induced to be the functional 
cells, such as the beating cells of the heart muscle, the albumin-producing cells of 
the liver, or the insulin-secreting cells of the pancreas. Thus, it is now hypothesized 
by researchers that stem cells may, in the near future, play a basic role in treating 
diseases such as heart disease, liver disease, and diabetes. Toward that goal, it is 
important to understand stem cell biology and its therapeutics. Eventually, control 
of the growth and differentiation of stem cells will be a big tool in the fi elds of 
regenerative medicine, tissue engineering, drug discovery, and toxicity testing.

Although normal human cells are ideal to develop cell therapy, it is unlikely that 
human cells can be isolated on a scale suffi cient to treat many patients. The use of 
animal cells results in the concerns related to the transmission of infectious patho-
gens and immunologic and physiologic incompatibilities between the donor and 
humans. Human embryonic stem cells and bone marrow multipotent adult progeni-
tor cells have receive much attention as a possible source for such cell therapy and 
drug discovery. It is unlikely that perfect control of differentiation of these multi-
potent cells will be achieved in very near future. Another attractive cell source is 
human-derived cell lines. In particular, the use of tightly regulated clonal human 
cell lines are of value. Such cell lines grow economically in tissue culture and 
provide the advantage of uniformity, sterility, and freedom of pathogens. Revers-
ible immortalization mediated by Cre/loxP site recombination seems to be the most 
reliable approach to construct human cells for the clinical setting. In Section 11.2, 
the authors review the nature of embryonic stem cells and their potential. In 
Section 11.3, somatic stem cells are discussed. In Section 11.4, the authors describe 
the general concepts of senescence, crisis, telomeres, telomerase, and immortaliza-
tion of the cells. Finally, the authors introduce the construction of artifi cial human 
liver cells and pancreatic beta cells by the use of Cre/loxP-based reversible 
immortalization.
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11.2 EMBRYONIC STEM CELLS

11.2.1 Introduction

Embryonic stem cells have become a very important source for basic research and 
possible clinical applications since more than 20 years ago when the establishment 
of mouse embryonic stem cells (ES cells) was achieved by Evans and Kaufman [1] 
and Martin [2]. They established the pluripotent cells from the inner cell mass of 
the blastocyst, mouse ES cells, and developed the culture conditions for the cells 
in vitro. The achievement evolved the studies on teratocarcinomas, tumors that 
arise in the gonads of several inbred strains and consist of an array of somatic 
tissues juxtaposed together in a disorganized fashion, and gave the origins of the 
concept of embryonal carcinoma (EC). As teratocarcinomas could also induced by 
grafting the blastocyst to ectopic sites, it was likely that pluripotent cell lines could 
be derived directly from the blastocyst. As expected, a stable diploid cell line that 
could differentiate into all embryonic cell types was established and formed func-
tional germ cells after transplantation into chimeric mice [1–3]. Testicular terato-
carcinomas occur spontaneously in humans, and pluripotent cell lines were derived 
from the teratocarcinomas [4]. In 1998, human ES cell lines were established from 
pre-implanted embryos by Thomson et al. [5]. Frozen human embryos that were 
produced by in vitro fertilization at an early stage were thawed and cultured to the 
blastocyst stage. Fourteen inner cell masses were isolated, and fi ve ES cell lines 
were established. During the fi rst 8 months of culture, no period of replicative crisis 
was observed in any cell lines. The principal characteristics of the established cells 
were that the cells expressed high levels of telomerase activity, which suggests that 
their life span exceeds that of somatic cells. These cells also expressed surface 
markers that are typical of human embryonic carcinoma cells, such stage-specifi c 
embryonic antigen (SSEA)-3, SSEA-4, TRA-1-60, TRA-1-81, and alkaline phos-
phatase. The cells also expressed the Transcription Factor Octamer binding protein 
4 (Oct-4) to undergo somatic differentiation [6]. ES cells could be used for many 
different purposes, including early development research [7], toxicology and drug 
screening [8], and gene and protein screening. One of the most important uses is 
for regenerative medicine and cell therapy, which involves the transplantation of 
healthy, functional, and propagating cells to restore the viability or function of 
defi cient tissues and organs [9]. The availability of reliable cells is essential for the 
toxicology and drug discovery process. The primary cells, immortalized cells, and 
genetically modifi ed cells have been used for drug discovery; however, the incon-
sistent availability of the primary cells and the genetic abnormalities of trans-
formed cells are the current problems with such application. ES cells could offer 
considerable advantages due to their plasticity, proliferative capacity, and the ability 
to undergo homologous recombination at relatively high frequency. In conclusion, 
ES cells may offer several important advantages in the fi eld of basic biology, drug 
dis covery, and the future cell therapies in various human diseases.

11.2.1.1 Properties of Embryonic Stem Cells

Pluripotency

mouse es cells. Culturing mouse ES cells from the inner cell mass of the preim-
planted blastocyst were fi rst reported more than 20 years ago [1, 2]. To date only 
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three species of mammals have yielded long-term cultures of self-renewing ES cells: 
mice, monkeys, and humans [1, 5, 10]. Mouse ES cells lines have shown an unlim-
ited capacity of proliferation and ability to contribute to all cell lineages, which are 
defi ned as pluripotency to all defi nitive tissues: ectoderm, mesoderm, and endo-
derm. Leukemia inhibitory factor (LIF), a cytokine belonging to the IL-6 family, 
has been identifi ed as an exogenous signal to maintain ES self-renewal [11]. LIF 
was initially identifi ed by its activity to induce differentiation of M1 leukemia cells 
[12], whereas it mediates the opposite cellular responses in ES cells. The signal 
transduction of LIF consists in the LIF-specifi c receptor subunit LIFRβ and the 
common signal transducer gp130, which is shared between the members of the IL-6 
cytokine family; the gp130 signaling regulates several cell functions through signal 
transduction and activation of transcription factor STAT3 that may interact and 
affect the function of common target genes. Cytokines, including IL-6, IL-11, 
oncostatin M, ciliary neurotrophic factor, and cardiotrophin-1, show similar pro-
perties maintaining the pluripotency of mES cells [12]. A coculture of mouse ES 
cells on an inactivated mouse embryonic fi broblast layer is also required to maintain 
the undifferentiated stage. Thus, production of some critical factors of the fi broblast 
layer is required either to promote self-renewal of mouse ES cells or to suppress 
their differentiation. The activation of STAT3 is essential to the LIF signaling 
pathway, but it plays an accessory role to maintain ES cell identity [13]. Moreover, 
there are two major pathways of intracellular signal transduction downstream of 
gp130; the Jak-Stat pathway and the Shp2-Erk pathway. As Jak and Shp2 interact 
with separate subdomains of the intracellular domain of gp-130, it has been dem-
onstrated that the activation of Jak but not Shp2 is suffi cient to preserve an undif-
ferentiated status of mouse ES cells. The fi nding means that the LIF signal is mainly 
transmitted to the nuclei by the Jak-STAT signal pathway [14] and the Shp2-Erk 
pathway does not contribute directly to stem cell renewal as demonstrated when 
adding Erk kinase inhibitor PD98059 in the medium resulting in self-renewal [14]. 
Although STAT3 acts as a transcription factor to activate target genes, there is only 
one gene whose specifi c function in pluripotent cell population is confi rmed, that 
is, the POU-family transcription factor octamer-3/4 (Oct-3/4) encoded by Pou5f1 
[12]. The essential role of Oct-3/4 in mouse development has been revealed by tar-
geting gene deletion [15]. Oct-3/4-defi cient embryos fail to initiate fetal develop-
ment because the prospective founder cells of the ICM do not require pluripotency 
and become diverted into the trophoectoderm lineage, which indicates that Oct-3/4 
is essential to establish a pluripotent cell population in preimplantation develop-
ment [15]. ES cells require a critical level of Oct-3/4 to maintain stem cell renewal, 
and at least a twofold increase in the expression of Oct-3/4 causes differentiation 
of mouse ES cells into the endoderm and mesoderm, whereas reduction to less than 
50% of the normal expression level of Oct-3/4 triggers de-differentiation of mouse 
ES cells into the trophectoderm [16]. Recently identifi cation of the homeodomain 
protein Nanog as another key regulator of pluripotentiality has opened another 
door of the complicated system of pluripotency; the dosage of Nanog is a critical 
determinant of cytokine-independent colony formation, and the forced expression 
of this protein confers constitutive self-renewal in ES cells without gp-130 stimula-
tion; Nanog may act to restrict the differentiation-inducing potential of Oct-3/4 
[17]. Other investigators have reported that the induction of the expression of 
Inhibitor of differentiation (Id) by addition of TGF-β1/bone morphogenetic protein 



(BMP) in combination with LIF sustains self-renewal via the Smad pathway [18]. 
Recent studies have implicated the importance of Wnt-signaling pathways in the 
maintenance of ES cell pluripotency [19]. Components of the β catenin Wnt-signal-
ing pathway are expressed in ES cells, and it is likely that activation of the Wnt-
signaling pathway using a glycogen synthase kinase (GSK)-3-specifi c inhibitor 
(BIO) that maintains the pluripotent state of human ES and mouse ES cells [19] 
(see Figure 11.2-1).

The pluripotency of ES cells depends on the balance of various signaling mole-
cules, and thus, such imbalance causes differentiation of ES cells. Many other 
molecules, such as Genesis [20], Rex-1 [21], Sox2 [22], GBX2 [23], and UTF1 [24], 
have been identifi ed with a potential role in defi ning pluripotency.

Human ES Cells. The murine models of isolation, derivation, culture, and charac-
terization in ES cells have provided valuable information to the generation of 
human ES (hES) cell lines derived from the embryos at the preimplantation stage, 
which involves culturing embryos to the morula or blastocyst stage (see Figure 
11.2-2). These embryos are donated for research to establish hES cell lines. 
Thomson et al. isolated from the ICM of human blastocysts, placed on inactivated 
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Figure 11.2-1. Regulation pathways of self-renewal in the undifferentiated stage of ES 
cells. The undifferentiation of ES cells is regulated by Nanog, Oct-3/4, and interactions 
between LIF-dependent JAK/STAT3 pathways principally in mouse ES cells. In human 
ES cells, the mechanism involved is the BMP-dependent activation of Id target genes; the 
role of bFGF is to activate the (PI3K)/Akt/PKB pathway, which subsequently down-
regulates the expression of ECM molecules; and fi nally the Wnt pathway activation by 
specifi c pharmacological inhibitor BIO of GSK-3 maintains the undifferentiated phenotype 
in both mouse and human ES cells. The balanced expression level of Oct-3/4 determines 
the fate of ES cells. Adapted from Niwa.30 Abbreviations: LIF (Leukemia Inhibitor factor), 
BMP (bone morphogenetic protein), bFGF (basic fi broblast growth factor), ECM (extracel-
lular matrix), BIO (6-bromoinduribin-3′-oxime), GSK3 (glycogen synthase kinase-3). 
(This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/
pharmaceutical_biotech/.)
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murine feeder cells, and successfully performed initial derivations of hES cell lines 
[5]. Since that time, many laboratories have applied the same techniques to derivate 
hES cell lines (see Figure 11.2-2). hES cells have been currently characterized by 
a set of markers and their differentiation capacity. These criteria include the expres-
sion of several surface markers and transcription factors that associated with an 
undifferentiated state. In addition, maintenance of extended proliferating capacity, 
pluripotency, and normal euploid karyotype without marked change in the epigen-
etic status of hES cells is a crucial issue for the future use of the cells in clinical 
trials. Several surface markers have been identifi ed to characterize hES cells, in 
which glycolipids and glycoproteins, such as SSEA-4, TRA-1-60, and TRA-1-81, 
that are expressed in human embryocarcinoma cells are present in hES cells. Some 
surface antigens initially described in other stem cells are AC133, CD-9, CD-117, 
and CD-135, which are also expressed in hES cells [25]. The stability of the expres-
sion of these surface markers in hES cells after culture for prolonged periods of 
time has been maintained.

Several critical transcription factors that play a critical role in maintaining self-
renewal of stem cells have now been identifi ed, and these analyses are also useful 
for characterization of hES cells. One of these transcriptional factors is Oct-3/4, and 
several Oct-3/4-targeting genes have been identifi ed in hES cells, which are Utf-1, 
Rex-1, PDGFαR, Otx-2, Lefty-1, and Nanog. However, their specifi c roles have not 
been identifi ed, and their expression has been retained in hES cells for over a year 
in culture [15–19, 25]. Additionally, all hES cell lines express high levels of telomer-
ase, an enzyme that helps to maintain telomeres that protect the end of the chromo-
somes. Telomerase activity and long telomeres are characteristics of proliferating 
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cells in embryonic tissue and germ cells. As cells divide and differentiate throughout 
the life span of an organism or cell line, the telomeres become progressively short-
ened and lose the ability to maintain their length. The functions of telomeres and 
telomerase seem to be important in the cell division, normal development, and aging 
[26]. Mouse ES cells have shown to require activation of the gp-130/STAT3 pathway 
to maintain the cells in the undifferentiated stage. This activation is generally 
achieved by the addition of LIF to the culture medium. In contrast, it has been 
demonstrated that the addition of exogenous LIF to hES cell culture does not main-
tain the pluripotent capacity of hES cells [27]. However, common intracellular sig-
naling pathways exist between mES cells and hES cells to regulate self-renewal and 
to maintain an undifferentiated state. These signaling pathways have not yet been 
clarifi ed, although transcriptional profi ling or gene expression technology has iden-
tifi ed several genes, transcription factors, ligand/receptor pairs, and secreted inhibi-
tors of signaling pathways. hES cells can be maintained in several different conditions 
by the use of growth factors belonging to the TGF-β1/BMP superfamily, fi broblast 
growth factor (FGF) family, and Wnt family.

Previous studies have demonstrated that prolonged propagation of undifferenti-
ated hES cells requires culture of the cells on embryonic fi broblast feeder layers. 
The use of bFGF has become a common thread in the culture medium formulas, 
which have been recently developed by using feeder-free conditions [28]. hES cells 
can be maintained in serum replacement-containing medium that has been supple-
mented with 36–40 ng/mL of bFGF, in which culture condition the cells can retain 
the expression of surface markers, transcription factors, normal karyotype, telom-
erase activity, and pluripotency of hES cells conventionally cultured on embryonic 
fi broblast feeder layers. The mechanism of bFGF activity in hES cell culture 
remains unclear, but it has been demonstrated that treatment with 40–100 ng/mL 
of bFGF inhibits BMP signaling in hES cells. A further role of bFGF in hES cells 
to maintain pluripotentiality is activation of the phosphatidylinositol 3-kinase 
(P13K/Akt, PKB) pathway, which subsequently enhances the expression of extra-
cellular matrix molecules (ECMs). Removal of bFGF in hES cell culture or the 
treatment of the cells with chemical inhibitors of the PKB pathway results in down-
regulation of the expression of hES cell markers as well as a decrease in ECM 
components [29] (see Figure 11.2-1).

Differentiation. Pluripotency is one of the defi ning features of ES cells. The most 
defi nitive test of pluripotency of the cells is the formation of chimeras in mice in 
which the mES cells are injected into the blastocyst. The approach cannot be 
applied to assess pluripotency of hES cells, therefore, and teratoma formation after 
injection of embryonic bodies (EBs) of hES cells in vitro into immunocompromised 
mice is currently used to validate the pluripotency of the established hES cell lines 
in culture. In the case of mES cells, once differentiation of ES cells has started, 
the cells representing the primary germ layers spontaneously develop in vitro in 
the absence of LIF. The culture conditions to form EBs include hanging drops [30], 
suspension mass culture [31], or the use of methylcellulose [32]. Initially, an outer 
layer of endoderm-like cells forms within ESs, followed by the development of an 
ectodermal layer and subsequent specifi cation of mesodermal cells over a period 
of a few days [33]. The generation of specifi c functional cell types from hES cells 
has been demonstrated both in vitro and in vivo. In fact, with the rapid interest in 
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gene targeting for the development of genetically modifi ed mice, most of the efforts 
directed toward ES cells have been made in the maintenance of ES cells in an 
undifferentiated state. Although research on in vitro differentiation of ES cells has 
been limited, investigators have demonstrated differentiation protocols, which 
assess the differentiated cells via expression analysis of cell-specifi c markers. 
However, very few markers are specifi c for one cell type, and for that reason, 
panels of markers must be used in these experiments. Understanding of cellular 
differentiation during embryogenesis has led to methods for enriching populations 
of specifi c cell types: First, genetic manipulation of ES cells facilitates differentiation 
and serves as a framework for genetic engineering of ES cells by key transcription 
factors to regulate their cell fate [34]. Second, culture conditions supplemented 
with established growth factors can be used. Several samples of clinically and 
pharmacologically relevancy have been proposed, including almost any kind of 
cells, such as chondrocytes [35], atrial and ventricular cardiomyocytes [30], 
hepatocytes [36], pancreatic islet cells [37], and motor neurons [38]. Third, coculture 
conditions have been reported to facilitate and produce differentiated cells [39] 
(see Figure 11.2-3). Fourth, ectopic implantation of ES cells into syngenic or 
immune-compromised mice produces specifi c cell types [40]. Although such 
transplantation is a powerful approach, this is not a practical method for deriving 
cells to be evaluated in clinical experiment. Currently the desired cells cannot be 
developed on a stable large scale. Inductive differentiation protocols have generated 
many cell types to further enrich in vitro differentiated populations by the use of 
selective methods that are based on the expression of specifi c marker proteins. Such 
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selective protocols can include promoter-based recovering strategies, based on 
GFP-dependent cell sorting [41], or antibiotic selection [42], and have allowed the 
enrichment of increasingly defi ned phenotypes from ES cells. Cell sorters have 
been applied to enrich the populations by using specifi c cell surface markers of ES 
cell derivatives.

Investigators have used the forced gene expression to infl uence in vitro differ-
entiation of ES cells. For example, constitutive overexpression of murine Pax 4 in 
ES cells combined with an inductive protocol has resulted in an enrichment of 
nestin-positive progenitors and insulin-producing cells among other cells found in 
pancreatic islets [43]. Finally, the next step in developing clinical trials and drug 
discovery is the use of internal bioimplants using bioactive materials that provide 
biological signals at the site of damaged tissues in vivo. This next generation of 
implantable bioartifi cial devices can permit the evaluation of the potential of ES 
cell derivatives in vivo without having direct contact with the blood circulation. 
Such an approach allows researchers to avoid a risk of tumor formation of ES cell 
derivatives and to examine the fate of such cells in an isolation manner from the 
body.

endodermal diffentiation. The pancreas and liver are the derivatives of the 
defi nitive endoderm; hepatic and pancreatic cells are of special therapeutic interest 
for the treatment of diabetes mellitus and hepatic failure. Theoretically, both cells 
can be generated from ES cells. Researchers have demonstrated different strategies 
in vitro to differentiated mES cells in hepatocyte-like cells; these cells have shown 
specifi c transcription factors and proteins of normal hepatocytes; they also have 
been shown the presence of the two lineages of the liver cells, bile duct epithelial 
cells and oval cells. Once the cells are transplanted, these cells can integrate into 
the hepatic parenchyma and function in the host liver. It has been previously dem-
onstrated that ES cells can differentiate into hepatocyte-like cells [36, 40, 44] 
through in vivo differentiation of mES cells in the damaged host liver and subse-
quent recovery of mES cell-derived hepatocytes by the use of an albumin-
promoter-derived GFP expression system [40]. Briefl y, mES cells in which an 
albumin-promoter-derived GFP expression cassette was externally introduced were 
injected into the spleen of the hepatic-injured mice and tumors were developed 
after 3 weeks. Examination of the tumors showed the presence of hepatocytes 
derived from mES cells. These hepatocytes were positive for hepatic markers for 
at least 3 weeks and were capable of proliferating. The cells were highly character-
ized by revealing correspondence in 98% of gene expression profi les compared with 
primary mouse hepatocytes [45]. It is known that the formation of EBs itself can 
raise the cell population expressing hepatocyte phenotype [46], but such a popula-
tion in EBs is estimated to be considerably small. Differentiation and isolation of 
hepatocyte-like cells from hES cells has been demonstrated by using hES cells that 
are stably transfected with the reporter gene of GFP fused to an albumin-promoter 
[47]. The generation of ES-derived insulin-producing cells may represent a critical 
cell source for the treatment of diabetes. In this fi eld, ES cells hold a great hope as 
a source of β-cells, but unfortunately this has proven to be more complicated than 
expected. Both mouse and human ES cells can be manipulated to contain insulin 
and even to regulate insulin secretion [37, 48, 49]. Several methods have been used 
to obtain enriched populations by the stable transfection with a cDNA construct 
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containing a neomycin-resistance gene under the control of the insulin or Nkx6.1 
promoter [49], by the selection with nestin-positive cells [37, 50], or induction of 
critical transcription factors, such as pax4 and pdx-1 [43, 51]. Although these reports 
have encouraged that ES cells can generate cells containing insulin and pancreatic 
β-cell markers, a recent report has demonstrated that insulin-positivity of ES cell 
derivatives was considerable due to insulin uptake from culture media by apoptotic 
cells [52]. Measurement of C-peptide, which is excised from proinsulin in the 
process of maturation of insulin, has been strongly recommended when demonstrat-
ing differentiation of ES cells to pancreatic beta cells. Differentiation protocols 
have to clarify that ES cells are directed to defi nitive endoderm, not to visceral 
endoderm, which has similar markers of gene expression but different pathways 
from pancreatic beta cell lineage. According to the latest research, the differentia-
tion ratio of insulin-positive cells from ES cell populations is about 2.7% compared 
with less than 1% in undifferentiated controls [53].

ectodermal differentiation. Epithelial cell differentiation from ES cells has 
been identifi ed by the presence of cytokeratines and specifi c keratinocyte markers 
[54]. Enrichment of keratinocytes in vitro from ES cells has been achieved by 
seeding the cells on various extracellular matrices in the presence of bone morpho-
protein (BMP-4) and/or ascorbate; such protocols promote the formation of epi-
dermal equivalents. It has been reported that the resulting tissue displays patterns 
similar to the embryonic skin. The cells express the late differentiation markers of 
fi broblasts, which suggests that ES cells have the capacity to reconstitute fully dif-
ferentiated skin in vitro [55]. Researchers have reported a differentiation capacity 
of ES cells into neurons and glial cells [56, 57]. The neural differentiation ratios 
have signifi cantly improved by the introduction of numerous strategies, including 
lineage selections (dopaminergic, serotonergic [57–63], or γ-aminobutyric acid 
(GABA)-ergic neurons [57]), astrocytes, oligodendrocytes [64], glutamatergic and 
cholinergic neurons [58], and growth factors. The possibility of producing dopami-
nergic neurons from ES cells has been demonstrated by the use of both fi broblast 
growth factor 8 (FGF8) and sonic hedgehog, which were implicated as tandem ini-
tiators of dopaminergic neurogenesis [58]. Later, the enrichment of dopaminergic 
neurons has been acheived by mimicking the oxygen tension of the developing 
midbrain [59]. When such cells were implanted into 6-OHDA-lesioned rats, where 
nigrostrial dopaminergics afferents are largely lost, the brain function restored 
normalcy to the dopamine-depleted animals [60]. Similar results were observed in 
animal experiments by the transplantation of monkey ES cell-derived dopaminer-
gic neurons into 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)-lesioned 
adult cymolgus monkeys, in which treatment-associated behavioral improvement 
was noted by 10 weeks after transplantation [61]. In general, proliferation of neural 
precursor cells is induced by the addition of FGF and epidermal growth factor 
(EGF) into the culture medium. Thereafter, neural differentiation can be facili-
tated by the addition of neural differentiation factors, such as glial cell line-derived 
neurotrophic factors (GDNFs), neurturin (NT), TGF-β3, and IL-1β [62]. Although 
the ability of hES cells to generate derivatives of the neural ephitelium has been 
demonstrated, the selective derivation of neuron subtypes has been diffi cult to 
achieve until now. Therefore, long-term survival of the grafted cells has not been 



successful in experimental models, and a potential risk of teratoma formation by 
undifferentiated cell populations after implantation should be carefully studied 
before any therapeutic clinical trials can be considered.

mesodermal differentiation. The mesodermal germ layer has the capacity to 
differentiate into muscle, bone, cartilage, blood, and connective tissues. ES cells 
also have been successfully used to reconstitute mesodermal developmetal pro-
cesses in vitro by generating several mesodermal cell types, such as adipogenic cells 
[63], chondrogenic cells [65], osteoblasts [66], and myogenic cells [67]. One of the 
mostly studied cell lineages in ES cells is cardiomyocytes. Similar to other differ-
entiation protocols, the generation of cardiomyocytes from ES cells requires an 
initial aggregation step to form EBs. Within EBs, cardiomyocytes are located 
between an epithelial layer and a basal layer of mesenchymal cells [30]. Cardio-
myocytes are easy to identify in vitro, because they spontaneously contract after 
3–4 days of culture. The number of spontaneously beating cells can be increased 
by adding differentiation-inducing factors, such as dimethyl sulfoxide (DMSO), 
retinoic acid, Dynorphin B, and cardiogenol derivatives [30, 68–73]. Developmen-
tal changes of cardiomyocytes can be correlated with the length of time in culture 
and divided into three stages: early (pacemaker-like cells), intermediate, and 
terminal (atrail-, ventricular-, nodal-, His-, and purkinje-like cells) [30]. hES 
cell-derived cardiomyocytes have showed the expected molecular, structural, elec-
trophysiologic, and contractile properties of nascent embryonic myocardium [68, 
69]. hES cell-derived cardiomyocytes differ from those of mouse in an important 
and potencially exploitable capacity, that is, proliferation. In contrast to the limited 
proliferation of mouse ES cell-derived cardiomyocytes [70], human ES cell-derived 
cardiomyocytes show sustained cell cycle activity both in vitro [71] and in vivo (in 
the heart of the nude rats) [72]. In vivo studies with hES cell-derived cardiomyo-
cytes have increased lately [72, 73] and suggested that hES cell-resulting cardio-
myocytes engraft and integrate into the host myocardium in experimental 
immunosuppressed animals [73]. These data represent an exciting proof-of-concept 
evidence for the potential application of hES cell-derived cardiomyocytes in 
the formation of biological pacemakers. Several important challenges include 
long-term follow-up of the grafts to confi rm whether such cells maintain their 
pace-making ability over time and development of effi cient protocols for large-
scale production of highly purifi ed cells without any risks of teratoma formation of 
the cells in vivo.

Hematopoietic cells and blood vessels are believed to arise from common pro-
genitor cells, hemangioblasts. Cystic EBs increase the generation of blood islands 
containing erythrocytes and macrophages [31], and differentiation of the cells on 
semi-solid medium is effi cient for the formation of neutrophils, mast cells, macro-
phages, and erythrocytes [32]. Application of fetal calf serum (FCS), cytokines 
such as IL-1 and IL-3, or granulocyte–macrophage colony stimulating factor (GM–
CSF) in ES cell culture generates early hematopoietic precursor cells expressing 
both embryonic z globin (βH1) and adult β major globin RNAs. Experiments to 
identify potential inducers of the hematopoietic lineage indicate that Wnt3 is one 
of the most important signaling molecules that play a signifi cant role in enhancing 
hematopoietic commitment during in vitro differentiation of ES cells [74].
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11.2.1.2 Use and Applications of ES Cells One of the uses of mES cells is the 
development of genetically modifi ed mice. Researchers have conducted genetic 
modifi cations in mES cells to generate genetically modifi ed mice to evaluate specifi c 
functions of the targeted genes. These engineered mice have selectively inactivated 
specifi c genes to evaluate their target functions and toxicity [75]. This technology 
can be applied to in vivo assays to test for clinical conditions of the central nervous 
system, cardiovascular diseases, tumors, and metabolic changes in muscle, fat, and 
bone. The approach has become a crucial method for the utility of different targets 
in toxicology. Another signifi cant use of ES cells is achieved by a homologous 
recombination that allows the preplanned replacement of mutations in endogenous 
murine alleles. Base changes allow an inactivation of specifi c domains or an 
alteration of binding sites of a specifi c protein. For example, single-base changes 
allow the expression of conserved human mutations. An allelic variant in presenilin 
1 is associated with early onset of Alzheimer’s disease [76].

Undifferentiated ES Cells. The use of undifferentiated ES cells has been rapidly 
facilitated to gain functional information and to generate and evaluate knockout 
mice. An example was the development and evaluation of a nuclear factor-κβ
precursor p105 in ES cells [77]. The genetically modifi ed ES cells had specifi c 
deletions in the C-terminal region of the p105 gene. These cells demonstrated that 
p105 was important in the control of NF-κβ-binding activity, detailing the role of 
NF-κβ in infl ammatory responses.

Researchers have also used ES cells defi cient in specifi c genes in the undiffer-
entiated state to evaluate the gene function in the cell development in vitro [78].

Differentiated ES Cells. Researchers have demonstrated that cells derived from 
ES cells in vitro refl ect the cellular physiology of relevant to primary cells. Gene 
inactivation has been applied to study events in signaling pathways that could be 
relevant in specifi c cell types. For example, there is the role of mitogen-activated 
protein kinase kinase-1 (MEKK1) in a cellular model of postischemic reperfusion 
injury using ES cell-derived cardiomyocytes [79]. This approach clearly allows 
time- and cost-saving evaluation of target genes. In addition, results from knockout 
cells derived from ES cells can provide clues as to the developmental cause of 
embryonic lethality.

Teratoma formation has been used to evaluate the role of target gene expression 
on the cell proliferation and differentiation of the resulting tumor formation. This 
kind of strategy was applied to demonstrate a reduced proliferative capacity of ES 
cells null for cyclooxygenase 2 compared with cyclooxygenase 1-defi cient or wild-
type ES cells [80]. The strategy can be used to evaluate the role of potential cancer-
inducing targets on cell proliferation. Reproductive toxicity is a target where ES 
cells could be applied to in vitro teratology assays [81]. Such a procedure could 
reduce the use of animal procedures. It has been reported that 78% of correlation 
exists between the data of in vivo and in vitro experiments using ES cells as an 
alternative to animal testing in teratology and embryo-toxicity testing [82]. The 
aim is to overcome the limitation of availability of primary cells or the genetic 
abnormality of immortalized cell lines. Generation of specifi c cell and tissue types 
is necessary rather than heterogeneous populations that can result from spontane-
ous differentiation of ES cells. For this reason, ES cell lines expressing GFP selec-



tively in the specifi c differentiation to cardiomyocytes [83] or hepatocytes [40] have 
been designed [84]. Finally, therapeutic concepts of ES cells must be well argued. 
Some diffi culties can be identifi ed in the application of adult stem cells or embry-
onic stem cells, in order to develop stem cell-replacement therapy. We need to 
meticulously select the best candidates of cells in terms of the facilities to propa-
gate, manipulate, and select the most purifi ed population of the desired cell type. 
We need to produce immune tolerance when allogenic cells are used for stem cell-
based cell therapy. In addition, ES cells bring certain advantages against the rest 
of stem cells. Firstly, adult stem cells are diffi cult to isolate and hard to propagate 
in culture; in contrast, ES cells are derived easily once an embryo has been obtained 
and they can grow indefi nitely in culture. ES cells can be manipulated genetically 
by homologous recombination to correct a genetic defect [85]. On the other hand, 
adult stem cells can be genetically manipulated only by the introduction of retro-
viral gene delivery, which overexpress the transduced genes and could happen in 
an insertional mutagenesis [86]. ES cells have the capacity to differentiate into any 
kind of tissue of the body, that is, pluripotent, but adult stem cells are multipotent 
and their differentiation capacity seems to be restricted. Protocols must be well 
developed in ES cells to generate an enrichment population of cells of a specifi c 
lineage or cell type. Furthermore, if therapeutic application is the fi nal goal of ES 
cells, culturing techniques need to be scaled up for mass production of clinically 
relevant quantities of the specifi ed cells. Finally, immunological barriers must be 
overcome. Regarding this issue some promising alternatives have been suggested 
lately. Nuclear transplantation denotes the introduction of a nucleus from an adult 
donor cell into an enucleated oocyte to generate a cloned embryo. When trans-
ferred to the uterus of a female, this embryo has the potential to become an infant 
that is a clone of the adult donor cell; this process is referred as to “reproductive 
cloning” (see Figure 11.2-4). When explanted in culture, this embryo can give rise 
to ES cells that have the potential to become almost any type of cells present in 
the adult body. The resulting ES cells by nuclear transfer are genetically identical 
to the donor and thus potentially useful for therapeutic applications; this process 
is called “therapeutic cloning” (see Figure 11.2-4). Therapeutic cloning may sub-
stantially improve the treatment for neurodegenerative diseases, blood disorders, 
or diabetes, because the therapy for such diseases is currently limited by the avail-
ability or immunocompatibility of tissue transplants. Indeed, experiments in 
animals have shown that nuclear cloning combined with gene and cell therapy 
represents a valid strategy for treating genetic disorders [85].

11.2.2 Conclusions

Considerable progress has been made toward the generation of more defi ned 
culture conditions of ES cells since the initial isolation and growth conditions were 
described. There have been many modifi cations of the procedures, including growth 
of ES cells, differentiation potential, and cell lines establishment. The availability 
of hES cells represents an extraordinary opportunity for cell transplantation that 
may be applicable to humans in the future. Despite exciting advantages and 
advances in the fi eld of hES cell research, many challenges have to be addressed 
in the near future. The culture conditions have to improved and be humanized. 
The cells cultured in xenogeneic conditions are likely to be considered and 
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regulated. Concerns about the infection from nonhuman pathogens are the most 
discussed issues for the clinical application. Although ES cells offer great promise 
for regenerative medicine, the near-term applications could be in drug discovery. 
Researchers might have a store of stem cells lines derived from many human popu-
lations from different ethnicities and gene variations. These cells can be of extreme 
importance in the development of effective and safe therapeutics.
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11.3 ADULT SOMATIC STEM CELLS OR POSTNATAL STEM CELLS

11.3.1 Introduction

In the past few decades, a true revolution has been occurring in a spectacular way 
in the fi eld of medicine and biology. Regenerative medicine with the intention of 
tissue regeneration, and thus the curative treatment of diseases, has awoken 
maximum interest from scientifi c communities all over the world [1].

The likelihood that the human body contains the cells capable of regenerating 
and repairing the damaged or disease tissues has turned from an implausible 
subject to a virtual belief. It has been well known that stem cells with differentiat-
ing potential to replenish progeny are present in postnatal tissues of mammals. 
Recently many studies have demonstrated the abilities of stem cells to form multi-
ple types of cells and the presence of such cells in an increasing number of tissues. 
We attempt here to provide an overview of adult stem cells in terms of possible 
mechanisms of their differentiation and their potential in therapeutic use.

The presence of adult somatic stem cell or cell progenitor has been clearly identi-
fi ed in several tissues. It has primarily been easily identifi ed in tissues with high 
cell replication. These cells contribute to repair and regeneration throughout the 
life span in adult tissues, which also have the capacity of cell renewal [2, 3]. 
Recently, the concept of stem cell niches was proposed, in which stem cells exist 
in small numbers in silence under normal conditions but become activated after 
tissue injury or other pathological conditions [4]. Some stem cells possess enormous 
plasticity to differentiate into any cell types derived from the germinal layers 
(mesoderm, ectoderm, and endoderm). In contrast, other stem cells can only ter-
minally differentiate into the same germinal layer from which they originated. 
Several factors, which are not clearly understood, are involved in the regulation of 
stem cells in terms of their potential of differentiation, tissue repair, and regenera-
tion. On the other hand, the tragedy includes the development and progression of 
malignancy due to their longevity with respect to the body life span and their ability 
to give rise to multiple cell phenotypes [5]. Based on the nature of stem cells, there 
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is a worldwide interest in stem cell research to understand the natural growth and 
senescence of the cells and to balance tissue repair and regeneration through the 
life span. Studies on the mechanism that controls the maintenance of stem cells 
and differentiation signals is useful to understand how external (toxins, radiation, 
etc.) and internal injuries (cytogenetic alterations, mutation, etc.) potentially modify 
the fate of stem cells and eventually lead them to malignant transformation [5–7]. 
Stem cells can withstand over stressful environmental events associated with tissue 
damage after surgical procedures [8], exposure to toxics agents [8, 9], and extreme 
cold [10] and then repopulate and repair adult tissues. Although such in vivo envi-
ronments seem to be transient and hostile against host cells and mature cells are 
easily destroyed, stem cells can survive, differentiate, and regenerate the tissue [8]. 
Their differentiation capacities investigated under a variable controlled environ-
ment may allow us a window into the regenerative process of adult tissues. To 
facilitate stem cell research, in vitro culture should mimic native niches of stem 
cells in vivo by application of matrices, growth factors, and drug delivery systems 
[11–15].

11.3.1.1 General Concepts of Stem Cells The name stem cells is commonly 
used to refer the cells that are relatively undifferentiated while retaining the ability 
to divide and proliferate throughout postnatal life, providing progenitor cells that 
can differentiate into tissue-specifi c cells. The ability of stem or progenitor cells to 
give rise to different populations of terminally differentiated cells is referred to as 
plasticity. Thus, their potential is called totipotent, pluripotent, or multipotent. The 
term totipotent should be strictly reserved for the unique stem cells that can form 
embryonic and extra-embryonic membranes [6, 16], which are the most primitive 
about 4 days after fecundation [17]. The term pluripotent is used to refer to the 
stem cells’ ability to form all cell types of the proper embryo, except for the extra-
embryonic membranes and their tissues. In contrast, the term multipotent is used 
to name those that give rise to a subset of cell lineages. During the development 
process, the totipotent stem cells originate and pluripotent stem cells come out of 
the germ layers. Afterward multipotent stem cells are generated [16]. These cells, 
in turn, form the oligopotent progenitor cells in the developing organs. Moreover, 
intestinal progenitor cells are considered to be quadripotent; they can form progeny 
that become mucous, absorptive, neuroendocrine, or Paneth cells. In the case of 
bronchial lining cells, the progenitors are tripotent: Progeny turn into neuroendocrine, 
mucous, or ciliated cells. The oval cells of the liver are bipotent; they can derivate 
into duct cells and hepatocytes. Other type of cells, such as epidermal progenitors, 
are unipotent to produce only a single progeny [6, 16, 17].

Tissue Homeostasis and Stem Cell Renewal. Physiological tissue renewal is 
accomplished by a delicate balance among specialized cells, young progeny, and 
their tissue-specifi c stem cells. They perpetually renew, which is evident in many 
tissues, such as, blood, skin, gastrointestinal tract, respiratory tract, and testis. In 
contrast, other tissues, including cardiac and neural tissues, seem to have a limited 
response under regenerative circumstances. Thus, it was considered that cardiac 
and neural tissues had no regenerative capacities [16, 18]. Asynchronous division 
is a typical in vivo pattern of stem cells; it is defi ned by the division of one stem 



cell to give rise to one daughter cell that remains as a stem cell while another 
undergoes the process of differentiation. The transiently amplifying cells provide 
an expanded population that differentiates into more mature cells, which can no 
longer proliferate and eventually die [3, 6, 17]. Such phenomenon is observed in 
most tissues, however, others, such as the liver [19] and pancreas [20], are mainly 
driven by replication of mature cells rather than stem cell division and differentiation 
under normal conditions. Occasionally, in those tissues under toxic DNA-damage 
conditions when replication of mature cells is compromised, facultative stem cells 
accomplish the tissue regeneration [19].

Stem Cells and Their Niches. The microenvironment or the stem cell niche tightly 
regulates the behavior of the cells. A combination of cells and extracellular matrix 
components, soluble factors delivered to the tissue from the vasculature, and the 
growth factors produced by the cells govern all aspects of the behavior of stem 
cells. For example, in the intestinal mucosa, the pericryptal myofi broblasts that 
surround the crypts may serve as niche cells, whereas in the hair follicles, the region 
just below the sebaceous glands seems to be a stem cell niche [17, 18]. The niches 
themselves control many dynamic facets of the stem cells, intrinsically regulating 
the internal signaling, synthesis of structural and metabolic proteins, their mitotic 
activities, axes, and growth pattern. These events certainly play a pivotal role in 
leading intrinsic and extrinsic factors that will defi ne the physiological function of 
stem cells or the fi rst step in the pathological transformation of stem cells in 
carcinogenesis [17, 18].

11.3.1.2 General Classifi cation of Stem Cells Because adult somatic stem cells 
consist of a different population of the cells that share some common characteris-
tics, it is diffi cult to rigorously divide the cells into some classi fi cations. A new 
theory has currently proposed that stem cells are generated from a single cell 
source [21–24]. Thus, we review here adult stem cells according to the commonest 
classifi cation as follows:

1. Hematopoietic stem cells (HSCs)
2. Mesenchymal stem cells (MSCs)
3. Multipotent adult progenitor cells (MAPCs) isolated by fl uorescent-activated 

cell sorting (FACS) from the bone marrow
4. Side-population phenotype cells (SPs)
5. Tissue-specifi c cell progenitors (TSCPs)
6. Umbilical cord blood-derived stem cells (UCBDSs)

Bone Marrow Stem Cells. The bone marrow has been considered to provide an 
adequate microenvironment for stem cells to survive forever. Stem cells in the bone 
marrow can migrate into blood vessels, circulate around the body, and return home 
when needed [25]. A long time ago, only a few stem cells were recognized in 
humans and they were thought to be a restricted population with a limited potential 
to differentiate in a single organ system. Such reasoning was examined through the 
study of bone marrow, which contains a wide range of cell populations. The com-
plex constitution of bone marrow also attracted the interest of scientists. Such 
investigations changed the original thought to a new one, which implies that stem 
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cells also have the ability to give rise to the cells of other tissue types as well as to 
the cells of the original, referred to as the “plasticity of stem cells.” Bone marrow 
has been described to contain at least two [26, 27] different types of stem cells. 
One type includes HSCs, which produce the entire progeny of blood cells of the 
body, and the other includes MSCs, which are a promising source for tissue repair 
[28]. It is also believed that another population exists, called MAPCs [27], which 
could be generated from the adult bone marrow of several species, and can 
differentiate into multiple cell types in vitro [29, 30] (Figure 11.3-1).

11.3.1.3 General Characteristics of Stem Cells Stem cells possess a wide range 
of different characteristics, which have made them an attractive cell source for cell 
biology, ontogeny, toxicological studies, and cell therapy [12–16, 18, 24, 31]. Several 
types of stem cells have been reported, and each possesses particular characteris-
tics that determine their potential (Table 11.3-1).

11.3.1.4 Hematopoietic Stem Cells (HSCs)

Characteristics. For the past three decades, HSCs have been considered important 
cells. In 1963, the origin of hematopoietic cells was fi rst reported [33]. One of the 
main characteristics of HSCs is the capacity to give rise to intermediate precursor 

Non-Hematopoietic

Stem Cells (Mesenchymal
stem cells,MSCs)

Skeletal Tissue

Components

?

Self-renewal

MAPCs

Hematopoietic

Stem Cells (HSCs)

Mature Blood
CellsSelf-renewal

Bone marrow

Figure 11.3-1. Schematic model of bone marrow niche. Bone marrow (BM) harbors a 
heterogeneous population of progenitor cells, which can generate a diversity of different 
cells. BM is composed of the osteoblastic zone and the vascular zone. In the vascular zone, 
HSCs exist that are capable of giving rise to all hematopoietic progeny, in direct contact 
with MSCs, which are known as progenitors for skeletal tissue components such as bone, 
cartilage, hematopoietic-suporting stroma, and adipose tissue. (This fi gure is available in 
full color at ftp://ftp.wiley.com/public/sci_tech_med/pharmaceutical_biotech/.)
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TABLE 11.3-1. Stem Cell Types and Their General Characteristics

 Tissue- Pluripotent and Embryonic
 specifi c cell multipotent stem stem cells3

 progenitors1 cells2

Cell commitment Lineage- Uncommitment Uncommitment
  commitment*
Cell quiescence  Quiescence Quiescence Non-quiescence
 under neither
 serum 
 supplemented
 medium nor 
 analogous
 knockout 
 replacement
Telomerase  Absent Most present but High activity
 activity   variable activity
Cell life span Hayfl ick’s Extended Unlimited
  limited
Cell growth Inhibited by Inhibited by Non-contact
 at confl uence  cell contact  cell contact  inhibition
Inducible plasticity Limited* Usually unlimited Unlimited
In vitro preservation  Possible Possible but limited Certainly
 of undifferentiated   but limited   possible
 stage
Cell membrane Often lineage- Various according  Alkaline
 markers  commitment*  to their cell  phosphatase
 or antigens   phenotypes  SSEA-1,-3,-4
    Oct-3/4

1 Tissue-specifi c cell progenitors are commonly quadri-, tri-, or bipotent; therefore, even though they 
give rise to progeny with different phenotypes, the fate of the progenitor cells is lineage-specifi c. Each 
progenitor cell has a unique profi le on the cell surface markers, but the profi le is similar to that of 
both the tissue and the progeny that they will originate [6, 16, 32].
2 Pluripotent and multipotent stem cells are heterogeneous population. These cells are practically the 
entire populations of postnatal stem cells [16]. They include HSCs, MSCs, SPs, MAPCs, and UCBDSs. 
Although they have different phenotypes, some of their characteristics are frequently shared.
3 Embryonic stem cells are the prototype of all stem cells. Characteristics are well-defi ned because 
ES cell lines were established.
* Even though these populations are localized in adult tissues having lineage-commitment and 
exhibiting limited plasticity and local cell markers, some of these cells are capable of de-differentiating 
and then becoming multipotent stem cells.

or progenitor cell populations that partially differentiate and commit to various 
types of blood cell lineages [34, 35]. HSCs need to possess the hallmark properties 
to equilibrate cell self-renewal, whereas the cells quickly generate progenitors as a 
workforce as well as additional stem cells without depleting the reserves. Therefore, 
HSCs need to be multipotent; that is, a single HSC can produce several different 
lineages of mature blood cells and proliferate to yield a broad number of mature 
progeny. HSCs in the bone marrow of the mice are a rare population with a 
frequency of 1 in 10,000 to 100,000 of total blood cells, and the cells may be even 
less in humans [36–38]. HSCs are thought to be relatively in-active in the adult 
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hematopoietic system, with 1–3% in the progression of the cell cycle and ap-
proximately 90% in the cell cycle G0. The cells divide only a few or not at all until 
they are required to differentiate [39–42]. Abnormal clonal expansion of HSCs 
may result in chronic myelogenous leukemia, polycythemia vera, and myelodysplastic 
syndromes. HSCs are believed to have the ability to live for a long period of time, 
probably a lifetime in the recipient after bone marrow transplantation. In fact, 
HSCs require the bone marrow microenvironment, which regulates their migration, 
proliferation, and differentiation, to maintain active hematopoiesis throughout 
their lifetime [43, 44].

Isolation and Phenotypic Characteristics of HSCs. Recent experiments have 
demonstrated that HSCs in bone marrow from many different species can be 
purifi ed by FACS as SP cells [40, 45, 46]. In 1994, multipotent cells committed to 
the hematopoietic lineage in mouse according to their different array of cell-surface 
markers were isolated [39]. This cells were described as KTLS c-kit+ (K), Thy-1.1low

(a marker on stem cells) (T), Lin−/low (Lineage-marker) (L), and Sca-1+ (Stem cell 
antigen-1) (S) [1]. The cells showed >80% for hematopoietic multilineage 
differentiation and represented only 1/2000 cells in the bone marrow. HSCs were 
proposed to be divided into three compartments based on both the expression of 
the surface markers and their self-renewal ability [39, 47].

1) Long-term HSCs (LT–HSCs): LT–HSCs habitually reside in the bone marrow 
and have for all intents and purposes six developmental alternatives: remain 
quiescent, differentiate, self-renew, migrate, enter senescence, or undergo 
programmed cell death. The cells represent only 0.007% of cells in the bone 
marrow. In young adult mice, approximately 8% of LT–HSCs arbitrarily 
enters into cell division per day [42], and half of their progeny are LT–HSCs 
to maintain the level of steady state [48]. LT–HSCs perform self-renewal 
perpetually without depleting the pool of stem cells, and the cells are in 
charge of producing proliferative short-term HSCs. LT–HSCs express the 
surface markers of Thy1.1lowFlk-2−. The expression of Flk-2 is upregulated and 
the expression of Thy-1.1 is downregulated as self-renewal capacity of the 
cells diminishes [49].

2) Short-term HSCs (ST–HSCs): ST–HSCs engender the lineage-committed pro-
genitors to produce the billions of differentiated hematopoietic cells in the 
peripheral blood daily. The self-renewal life span of ST–HSCs is 6–8 weeks, 
and afterward, the cells fade away from the bone marrow. ST–HSCs represent 
0.01% of the cells in the bone marrow of young adult C57BL mice and have 
the phenotype of thy1.1low Flk-2+.

3) Multipotent progenitor cells (MPs): MPs have restricted self-renewal poten-
tial for less than 2 weeks. The expression of thy1.1−Flk-2+ is also identifi ed in 
MPs [49]. The offspring of HSCs have been characterized and lineage 
restricted oligopotent progenitor cells for lymphoid, common lymphoid 
progenitor (CLP), and myeloid, common myeloid progenitor (CMP), 
granulocyte-monocyte progenitor (GMP), and megakaryocyte-erythrocyte 
progenitor (MEP) lineages (Figure 11.3-2).

Comparable Phenotypic Markers of HSCs in Human and Mouse. CD34 was the 
fi rst marker found in human hematopoietic progenitors [50]. Most human HSCs 
express CD 34, which is also expressed in the committed progenitors [51] and 



nonhematopoietic progenitors [52, 53]. The characteristic phenotype of human 
HSCs includes the lack of expression of lineage markers (Lin-) and expression of 
Thy-1, c-Kit, and Sca-1, CD45 [54] without CD38 expression [51, 55, 56]. Nonetheless, 
some human HSCs can be found in the fraction of CD34-negative population [57, 
58]. CD34- negative HSCs are a precursor fraction of CD34-positive HSCs. Human 
HSCs also express Bcrp, known also as ABCG2 transporter, which outfl ows 
particular molecules as Hoechst-33342 staining [40, 59]. Detection of CD34 
expression in HSC could be performed by the use of HCC-1 antibody in CD59 
family members [60] (the sca-1 [61] antibody for mouse detects CD59 family 
members). Recently CD133 has been identifi ed and could be used as another 
marker for human HSCs instead of CD34 [62]. It is important to remember that 
the CD34+ bone marrow population denotes 1–6% of the cells in bone marrow, 
whereas the HSC compartment corresponds to only 0.05% [38]. Hence the CD34+

population includes HSCs and a small fraction of the non-HSC cell population. 
Most quiescent LT–HSCs are CD34+Thy+Lin−CD38 [63] (Figure 11.3-3).

Mechanism of Activation Cycle of HSCs. During the late phase of embryonic 
development, HSCs are located in the fetal liver, where they undergo massive 

ADULT SOMATIC STEM CELLS OR POSTNATAL STEM CELLS 1337

LT-HSC

ST-HSC

MPP

CMP

CLP

Endothelial
cells

Skeletal
myocyte

s

Osteoblasts
Cardiac
myocyte

s

MEP

GMP

Erythrocytes

Platelets

Granulocytes

Monocytes

Dendritic cells

NK cells

Pro-T

Pro-B

T cells

B cells

Sca-1+

c-kit+

Flk-2-

Thy1.1lo

Flk-2+

Thy1.1lo

Flk-2+

Thy1.1-

Non-Hematopoietic Tissue

Unexpected

Hematopoietic Tissue

Expected

Hematopoietic Stem Cells

Figure 11.3-2. Model of hematopoietic stem cell lineage. Long-term hematopoietic stem 
cells (LT–HSCs) have the ability of unlimited self-renewal and of generating other precur-
sors that give rise to population of the hematopoietic tissue cells (expected), including 
mature blood cells, CMPs (common myeloid progenitors), CLPs (common lymphoid pro-
genitors), MEPs (megakaryocytes/erythrocyte progenitors), and GMPs (granulocytes/
monocyte progenitosr). HSCs also generate a population of the non-hematopoietic tissue 
cells (unexpected), including ostoeblasts, skeletal myocytes, cardiac myocytes, and endo-
thelial cells. (This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/
pharmaceutical_biotech/.)
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expansion before they enter into the bone marrow and express AA4.1 and Mac 1, 
which are usually absent in HSCs in a quiescent state [64]. It has been generally 
believed that the microenvironment affects the fate of the cells. When HSCs are 
unperturbed in their quiescence niche, the cells express receptors associated with 
metabolism and aging (IGF1R) and show the activity of tyrosine kinase Tie1, which 
allows the cells to respond to multiple mitogenic signals. HSCs also express high 
levels of transcription factors, such as c-fos and GATA-2, which enable quick 
activation of the cells. HSCs are ready to act in response to changes in their 
environment “state of readiness.” Immediately encountering the stress, HSCs pause 
totally by remaining quiescent in their niche, while they prepare to proliferate. This 
phase is mediated by upregulation of TIMP and serine proteinase inhibitor A-3g 
and by antiproliferative genes, such as Tob1, p21, and Btg3. Interferon-induced 
genes are also upregulated, indicating that HSCs are responding to pro-infl ammatory 
signals caused by the stress. The signals induce a proliferative status, which is 
divided into early and late proliferation phases. In the early phase, the expression of 
genes involved in the regulation of replication and repair of DNA is enhanced in 
HSCs [65]. In the late phase when most of HSCs are in cycle, other genes related to 
energy production are expressed, indicating an increase in the metabolic activity of 
HSCs. In this context, two proposed approaches are associated with the proliferation 
state, mobilization [66] and migration [67]. HSCs need to move out of their quiescence 
niches and enter into a proliferative zone. Downregulation of α-4 integrin is 
necessary for proliferation of HSCs, and downregulation of c-kit has been linked to 
mobilization of HSCs [68]. At the fi nal phase, HSCs are required to return to their 
niches in order to stay at the initial state of bone marrow. This step usually starts the 
day when the damage is ameliorated, when several cells in cycle decrease, and is 
related with the expression of antiproliferative genes [69, 70].

Plasticity of HSCs. The hematopoietic tissues such as the bone marrow and 
peripheral blood have heterogeneous stem cell populations, including hematopoietic 
stem cells, mesenchymal stem cells, multipotent adult progenitor cells, and 
endothelial precursor cells. HSCs have been widely used to study the plasticity of 
adult stem cells [23]. Stem cell plasticity can be defi ned as a unique property of 
tissue-specifi c adult stem cells. Approximately more than 80% of studies reporting 
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Figure 11.3-3. Marker profi les of HSCs in human and mouse. Human HSCs are positive 
for c-kit+, Thy-1low, and CD34+, and mouse HSCs are positive for c-kit+, Thy-1low, and 
Sca-1+. (This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/
pharmaceutical_biotech/.)



plasticity of adult stem cells have been performed using the cells derived from the 
bone marrow or mobilized peripheral stem cells [23, 71, 72]. Although a previous 
concept was that differentiation of HSCs was restricted only to a hematopoietic 
lineage, current studies have reported that HSCs derived from bone marrow can 
give rise to hematopoetic precursors and multiple “unexpected” cell types, such as 
neural cells [73–75], hepatic cells [54, 76–78], cardiac muscle cells [79–81], and 
skeletal muscle cells [82, 83]. Many attempts have been proposed to defi ne the 
mechanism for how stem cell plasticity occurs. Despite these efforts, there is still 
no clear evidence regarding whether stem cell plasticity really exists. Some 
investigators have suggested “trans-differentiation” as a possible cause of stem cell 
plasticity [84, 85], and others have proposed the cell fusion effect [86]. Even though 
many theories about plasticity have been proposed, nobody knows for certain 
whether stem cell plasticity is common or infrequent, whether it might be a vestige 
of the potential expression during embryonic development, or whether it has a 
physiologic role in the repair and homeostasis of the tissues. The plasticity of adult 
HSCs, even though it is rare, has suggested that the environment can reprogram 
the fate of the cells.

Potential Implications of HSCs. Studies on bone marrow cells differentiating into 
nonhematopoietic lineages have proposed that the cells are a representa-tive source 
of cell “replacement” in the treatment of numerous diseases. To amplify and 
generalize this issue for clinical translation, we should accumulate the useful 
processes of regeneration of blood formation by HSCs [36], skin replacement by 
putative epidermal stem cells [87], and the benefi ts reported in treating patients 
with myocardial infarction with bone marrow cells, mobilized peripheral HSCs, or 
hematopoietic progenitors [88, 89].

11.3.1.5 Mesenchymal Stem Cells (MSCs)

Characteristics. MSC is a wide population that exists in the niche of the bone 
marrow and has attracted the attention of researchers by their potential for self-
renewal and differentiation into functional cell types in the intrinsic tissue where 
they reside. These cells have also been isolated from the fat tissues [90]. MSCs can 
be expanded in culture for several passages without losing their differentiation 
potential and have been widely accepted as stem cells due to their usefulness in 
the clinical treatment of osteogenesis imperfecta [91], bone tissue regeneration 
[92], and hematopoietic recovery [93].

Self-Renewal and Multilineage Differentiation Potential of MSCs. Characterization 
of MSCs is subject of active investigation, because diversities of techniques to 
isolate the cells and different ways to analyze the self-renewal ability of the cells 
have been documented. Considering the lack of reliable specifi c markers and 
locating site of MSCs, further experiments are needed to address these issues. To 
identify MSCs, a combination of several monoclonal antibodies has been tested 
[94]. As of now, markers for MSCs include SH-2 [95], SH-3, SH-4 [96], SB-10 [97], 
CD29, CD44, CD90, and STRO-1 [98]. In addition, MSCs are negative to 
hematopoietic markers CD34 and CD45 and the cells are human leukocyte antigen 
(HLA) class I-positive and HLA class II-negative [99]. The fi rst experiment 
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supporting the presence of MSCs was conducted in the early 1960s [100, 101]. 
Aspirated bone marrow cells were cultured at low density. The resultant cells 
formed colonies of fi broblasts, and they were responsible for osteogenesis [102, 
103]. Murine MSCs showed self-renewal activity, and the cells differentiated into 
many types of cell lineages, such as osteoblasts and chondroblasts [104–109], 
adipocytes [110], neuronal progenitors [111], and myocytes [83] with the stimulation 
of cytokines, growth factors, and chemicals in vitro. However, it is controversial 
whether such plasticity of MSCs is induced in vivo even after minimal injury. To 
address this issue, researchers have used animal models of injury [112, 113]. Such 
experiments have shown that MSCs contribute to the repair or regeneration of 
damaged bone, cartilage, and infracted myocardial tissues [114–116].

Isolation of MSCs. Since 1980 when the characterization of human bone marrow 
fi broblast colony-forming cells (CFU-Fs) was performed, which was the gold 
standard to identify MSCs, many researchers have attempted to develop different 
methods for isolation of MSCs [117]. Now MSCs can be identifi ed by their ability to 
adhere to a static surface and their proliferat-ing potential. Approximately 30% of 
human bone marrow-aspirated cells adhering to plastic culture dishes are considered 
to be MSCs [110]. MSCs in the bone marrow are a heterogeneous population that 
contains not only putative cells but also tripotent (ability to differentiate into 
osteocyte, chondrocyte, and adipose lineage-osteo/chondro/adipo), bipotent (osteo/
chondro), or unipotent cells (osteo) [118–121] (Figure 11.3-4).
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(Multipotent)

Progenitor cells

Marrow Stromal CellsDermal Cells
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Adipocytes
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Tendon cells

Figure 11.3-4. Multilineage differentiation of mesenchymal stem cells. Mesenchymal 
stem cells (MSCs) have the ability to differentiate into all types of cells of connective tissue. 
(This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/
pharmaceutical_biotech/.)



Future Prospectives of MSCs. Adult MSCs have shown great promise in cell 
therapy in humans due to their multipotentiality, capacity for extensive self-renewal, 
and lack of induction of immune response. MSCs may be a valuable source to 
introduce foreign genes and could be a useful tool for gene therapy for bone 
regeneration and tissue engineering [122]. Researchers have also proposed MSCs 
as a useful means to protect the brain tissue from ischemic damage [123, 124]. 
MSCs ameliorate functional defi cits after stroke in rats probably by releasing 
protective cytokines by the cells. Another potential clinical application is the use 
of MSCs as a drug delivery vehicle for the treatment of invasive malignant tumors 
[125]. The behavior of MSCs has been exploited as a tumor-targeting gene therapy 
in gliomas. Many studies regarding genetically modifi ed MSCs have revealed 
extraordinary antitumor effects of the cells in experimental models of gliomas 
[126–127]. MSCs have the advantage of easy propagation in vitro. Moreover, 
implantation of autologous MSCs into patients with malignant gliomas is ethically 
nonproblematic.

11.3.1.6 Multipotent Adult Progenitor Cells (MAPCs) MAPCs are bone 
marrow-derived stem cells with an extensive in vitro expansion ability, more than 
80 population doublings, as well as a capacity to differentiate in vivo and in vitro 
into tissue cells of all three germinal layers; ectoderm, mesoderm, and endoderm. 
These cells have been isolated from three different species, including mouse, rat, 
and human [27].

Isolation and Culture of MAPCs. MAPCs of different species require different 
isolation and culture procedures. Human MAPCs are isolated after seeding 
bone marrow mononuclear cells (BMMNCs) of CD45− GlyA− at low densities 
(1–3 × 103/cm2) onto fi bronectin-coated plastic dishes, with <2% FCS (fetal calf 
serum), EGF (epidermal growth factor), and PDGF-BB (platelet-derived growth 
factor). During the culture, depletion of the mono-nuclear cells is observed. The 
remnant clones that emerge over time are then harvested, and approximately 20% 
of the total cells seeded. The cells should be plated again at a density of 0.5–1 ×
103 cells/cm2. Maintenance of the stem cell phenotype is critically dependent on 
such low-density inoculation. The culture conditions of mouse MAPCs are similar 
to those described in human MAPC culture, except for the addition of the leukemia 
inhibitor factor (LIF).

Phenotypic Characteristics and Proliferation Capacity of MAPCs. Human MAPCs 
are characterized by the lack of hematopoietic markers such as CD34 and CD45 
and the presence of the low expression of VCAM, CD44, MHC class I, and endoglin 
[29, 128]. The cells can be cultured in vitro for more than 50–80 population 
doublings, while preserving their normal karyotype. Mouse MAPCs are positive 
for CD34, CD45, CD44, c-Kit, CD3, Gr-1, Mac-1, and CD19 and negative for major 
histocompatibility complex (MHC) class I and class II. The cells express a lower 
level of Flk1 and Sca1 and a higher level of CD13 and SSEA-1 [129]. Mouse 
MAPCs express pluripotent markers of Oct-4, rex-1, and nanog, which were 
observed only in ES cells [129]. The cells can be cultured for more than 80–150 
population doublings, but the karyotype of the cells becomes unstable.
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In Vitro Differentiation of MAPCs. The differentiation of MAPCs to several 
lineages is achieved when the cells are re-plated at high density (1–2 × 104 cells/
cm2). The cells were cultured in the absence of the serum, but with lineage-specifi c 
cytokines required for the differentiation of the desired tissues.

1) Mesoderm. By the use of VEFG, the differentiation of MAPCs has been 
demonstrated into functional mature endothelial cells expressing endothelial 
markers such as CD31, fl k-1, and vWF. Such MAPC-derived endothelial cells 
are capable of contributing to neoangionesis and wound healing in vivo [29, 
130].

2) Ectoderm. Verfaille et al. have shown the potential characterization of 
MAPCs to differentiate into functional neuroectodermal cells, including 
astrocytes, oligodendrocytes, and neurons [27, 131, 132].

3) Endoderm. MAPCs can differentiate into hepatocyte-like cells by using 
FGF4 and HGF. Such cells expressed hepatic markers of CK19, AFP, CK18, 
albumin, HepPar-1, and CD26 and produced albumin, urea, and glycogen 
[30].

In vivo Differentiation of MAPCs. The potential of multipotency of MAPCs has 
also been examined in vivo [27] by intravenous transplantation of the cells into 
postnatal murine recipients treated either without radiation or with sublethal 
irradiation. The observation of chimaerism in many somatic tissues of the mice 
derived from blastocysts demonstrated the engraftment of MAPCs in various 
tissues, including hematopoietic, lung, gut, and liver. In these tissues, MAPCs have 
acquired phenotypic characteristics of the respective cells, indicating their 
multipotenty.

Future Prospectives of MAPCs. MAPCs have been compared with ES cells, for 
their similar in vitro potential to give rise to tissue cells of all three germ layers. 
MAPCs have shown the same ability as ES cells in vivo experiments, although 
MAPCs do not develop tumors. Due to the nontumorigenecity, MAPCs can serve 
as a source for the production of a wide spectrum of transplantable cells with an 
enormous promise for the treatment of many degenerative or inherited diseases. 
Taking it into account that MAPCs can be recovered from the patients themselves, 
the clinical use of the cells would be advantageous, avoiding the need for 
immunosuppressive therapy. MAPCs provide a prospectively benefi cial tool to 
study developmental biology of the stem cells as well as drug discovery.

11.3.1.7 Side-Population Phenotype Cells (SPs) Purifi cation of stem cells was 
reported based on an effl ux of fl uorescent dyes, such as Rhodamine 123 and 
Hoechst 33342 [133]. The purifi ed cell population, referred to as SP, has been 
identifi ed as a small fraction in the bone marrow in all species examined [45]. SP 
cells can yield about 0.05–0.1% from total bone marrow cells by the use of a fl ow 
cytometry cell sorting [40, 45, 59]. Despite being a small population, it possesses 
interesting capacities, including extensive proliferation and multipotential to 
generate the entire adult hematopoietic cell lineages [40]. Indeed, only a single 
transplantation of 200 SP cells can fully repopulate the bone marrow of lethally 



irradiated mice [40, 134]. It has been reported that a successful expression of 
dystrophin is achieved in a mouse model of Duchenne’s muscular dystrophy after 
transplantation of SP cells [82]. SP cells have contributed to regenerate the infarcted 
myocardium by developing cardiocytes and vascular endothelium cells [81]. SP 
cells have been identifi ed in others several tissues, such as Posterior, by identifying 
the expression of the ABC transporter Bcrp1/ABCG2 [59]. Because of Hoechst 
33342-related toxicity [46], other strategies have been proposed to recover SP cells 
by using monoclonal antibodies. Even though SP cells seem to be a small source 
for basic research and possible cell therapy, the cells have shown greater potential. 
Since SP cells were identifi ed in the bone marrow, the cells have held great promise 
due to their plasticity and replicating capacity in vivo without any tumorigenic 
transformation [40, 45, 46, 81, 82]. In vivo differentiation of SP cells has succeeded 
in only mesoderm tissues (skeletal muscle, cardiocytes, and vascular cells) [81, 82]. 
Studies have shown that hematopoietic stem cells in the bone marrow are capable 
of trans-differentiating and giving rise to neuronal progenitor cells [73, 75, 135], 
but that such trans-differentiation has not occurred in SP cells [136].

Tissue-Specifi c SP Phenotype Cells from Different Compartments. For a period 
of time, the SP phenotype cells were identifi ed in many other different tissues, 
including the brain [137, 138], pituitary gland [139], skin [140–143], corneal [144] 
and limbal epithelial ocular tissue [145], mammary glands [146], skeletal muscle 
[138, 143, 147, 148], lung [134, 138, 149–151], heart [138, 152, 153], liver [138, 154], 
spleen [138], pancreas [155], small intestine [138], kidney [138, 156–158], testis 
[159, 160], peripheral blood [138, 161], and in umbilical cord blood [45].

Main Characteristics of SP Cells from Diverse Compartments. A variable number 
of SP cells have been distributed in the different tissues of the body. The SP cells 
are a heterogeneous population that possesses the ability to give rise to their 
lineage-specifi c progenitor cells [138]. Some of these cells have been analyzed and 
found to be multipotent [139]. In vitro cultures of SP cells have shown differences 
in their propagation capacities and quiescent state [140, 145, 161].

11.3.1.8 Tissue-Specifi c Cell Progenitors (TSCPs)

Neural Cell Progenitor. The cells involving the development of mature central 
nervous system (CNS) are precisely regulated by both temporal and local patterns 
of differentiation, which determine the appropriate cell function. The role of niches 
shows plasticity coordinated by both the intrinsic factors and the extrinsic soluble 
signals. Therefore, the specifi c neural differentiation is affected by this regional 
patterning. Neurogenesis involves the opposing soluble signals that determine 
dorsal and ventral patterning: Sonic hedgehog (Shh), bone morphogenetic protein 
(BMP) antagonists, chordin, and noggin are secreted from the fl oor plate, whereas 
other signals originating from the roof plate result in the creation of the gradient 
of signal concentrations [162, 163]. Precise concentration and ratio of each 
independent signal derive the development of the specifi c neuronal phenotypes 
at different points in accordance with these gradients. Such phenomena cause the 
different expression patterns of the cells and create the groups of neurons with 
different patterns of cell division and differentiation [163]. At the beginning, 
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the CNS stem cells divide symmetrically to enrich their population pool, or 
asymmetrically to generate more differentiated progeny, which become mature 
cells of neuronal and glial lineages. The spinal cord can produce both oligodendrocytes 
and neurons from common precursors, and the fi nal decision of the cell fate 
depends on extrinsic signals and specifi c patterns of transcriptional activation 
[164].

General Characteristics of Neural Progenitor Cells. In rodent models, neural 
progenitor cells have been identifi ed in specifi c regions of adult CNS. The cells 
isolated from different sites of CNS are not identical and thus show different growth 
characteristics, trophic factor requirements, and specifi c patterns of differentiation 
[36, 165]. Growth factor requirements can defi ne at least two major types of neural 
progenitor cells isolated from CNS. One cell type requires a high dose of EGF and 
can be expanded as fl oating neurospheres, while preserving their phenotype after 
many passages, and eventually they come to be FGF-responsive [166, 167]. In 
contrast, another cell type isolated from CNS is exclusively FGF-dependent. Such 
cells can be propagated, as adherent cultures with FGF-dependent and the cells do 
not respond to EGF. The cells do not express EGF receptor either in vivo or in 
vitro. As these cells have been isolated from multiple brain areas, it is likely that 
both of neural precursor cells coexist. Both cells can self-renew and differentiate 
into the three neural cell types in vitro. Differentiation of the cells in tissue culture 
can be induced by withdrawal of growth factors or by induction of specifi c signals 
[166–168]. It seems that distinct stem cell populations are programmed to 
differentiate into specifi c cell types during the CNS development based on their 
response to growth factors. Moreover, some of these phenotypes expressed in 
progenitor cells in CNS have been observed in progenitors isolated from the 
pancreas of adult mice, which can generate neural and pancreatic lineages [169].

Epidermal Progenitor Cells. Keratinocytic populations can be grown in vitro,
while displaying clonal growth. Keratinocytes can generate normal epidermis when 
they are appropriately grafted [170, 171]. Furthermore, the proliferative heterogeneity 
of the keratinocytes reveals the presence of stem cells, that is, epidermal progenitor 
cells. β1 integrin seems to play a central role in the regulation of the progenitor 
cells. When β1 integrin binds its ligand of type IV collagen, the cells exhibit high 
proliferative capacity, while maintaining their undifferentiated state. Therefore, the 
number and patterning of progenitor cells in vivo are autoregulated by the stem 
cell niche and turnover of the cells provides regulatory feedback signals [172]. The 
differentiating potential of epidermal progenitor cells has totally denied the previous 
speculation, implying that the cells were not multipotent [173–175].

Progenitor Cells in the Respiratory Tract. The respiratory tract seems to have a 
local progenitor population, which gives rise to mature respiratory cells and 
preserves the native architecture along the tract. Consequently, tissue homeostasis 
is maintained by these cells, in which the trachea and bronchus segments, bronchiole, 
and alveolus are maintained by mucous secreting basal cells, by Clara cells, and by 
type II pneumocytes, respectively. These cells serve as structural and functional 
parenchyma and work for quick regeneration if any injury occurs in the respiratory 
tract [176]. In addition, the recent reports have demonstrated that progenitors 



existing in the populations of basal cells, Clara cells, and type II pneumocytes are 
not only able to provide tissue function, but also possess renewal capacities [177, 
178]. These progenitor cell populations contain both SP cells and hematopoietic 
markers-expressing cells and are capable of repopulating the bone marrow as HSCs 
do. These fi ndings have sustained the theory that bone marrow stem cells serve as 
the whole postnatal stem cells and their own progenies to provide a common 
interchangeable cell source [23, 177, 178].

Skeletal Muscle Progenitor Cell or Satellite Cells. The embryonic mesoderm 
generates skeletal musculature. Satellite cells are skeletal muscle progenitor cells 
that are responsible for postnatal growth and repair [179, 180]. Injury in skeletal 
musculature results in detriment in skeletal muscle mass, but injury itself triggers 
muscle regeneration of muscle tissue, which is accomplished by differentiation 
of native progenitor cells [180]. The tissue-specifi c cell progenitors are so-called 
satellite cells [179–181]. Despite the replenishment of the satellite cell pool during 
muscle growth, the number of satellite cells, which is highest in postnatal muscle, 
declines with aging [181]. This unique population of the cells exists between the 
muscle fi ber sarcolemma and its covering basement membrane. Anatomically, 
the satellite cells can be clearly defi ned. The cells are quiescent lying outside the 
myofi bers but beneath the basement membranes [179, 180]. Quiescent muscle 
satellite cells are characterized by the expression of surface markers such as M-
cadherin, syndecan 3 and 4, and CD34 [180]. Even using a standard dissociation 
technique of the muscle tissue, an effi cient isolation of myogenic progentior cells 
has not been achieved [179, 180]. Many growth factors are implicated in the 
regulation, chemotaxis, proliferation, and differentiation of satellite cells [179, 181]. 
Basic fi broblast growth factor (bFGF), platelet-derived growth factor (PDGF), 
transferring, and hepatocyte growth factor (HGF) have been identifi ed as potent 
mitogens for satellite cells. HGF, bFGF, and IGF-1 and TGF-β can also promote 
chemotaxic activity of satellite cells in tissue culture [179, 182]. Based on their SP 
phenotype, Hoechst 33342 dye effl ux-used FACS has become the easiest way to 
isolate skeletal muscle progenitor cells. This SP population can generate terminally 
differentiated skeletal muscle cells and completely repopulate the bone marrow 
after transplantation [179].

Hepatic Cell Progenitors. Hepatocytes possess the ability to rapidly respond to the 
parenchymal loss with turning on active mitosis. After massive loss of hepatocytes 
induced by two-thirds partial hepatectomy, the remaining hepatocytes make a cell-
cycle progression at two to three times to restore preoperative cell volume. Such 
an enormous repopulating capacity is con-ducted by unknown potential and 
properties of hepatocytes [183]. These crucial properties that defi nes a stem cell 
are capable of generating a large progeny. This phenomenon can be observed at 
least in some hepatocytes [184–187]. Putative hepatic stem cells have been identifi ed 
by the cell membrane markers, such as the lowered expression of the asialoglyco-
protein receptor [188, 189]. Induction of a massive liver damage compromises the 
regeneration of hepatocytes, and then facultative hepatic progenitor cells distributed 
along the small branches of the intrahepatic biliary trees are activated to divide. 
Oval cells that express the same markers as HSCs (c-kit, fl t-3, Thy-1, and CD34) 
transiently amplify the biliary population and then differentiate into hepatocytes 
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[19, 190, 191]. This particular phenomenon may provide information as to how the 
liver provides niches for facultative stem cells or offers an opportunity for cell 
fusion [19].

Progenitor Cells in the Gastrointestinal Tract. The presence of progenitor cells 
in the intestinal crypts has been observed [17]. Intestinal crypts and gastric 
glands are considered as specifi c niches that contain noncommitment and pro-
bably multipotent stem cells [17, 192–195]. The epithelial intestinal cells form the 
lining invaginates with numerous crypts and fi nger-shaped projections along the 
gastrointestinal tract and possess a rich population of neuroenteroendocrine cells 
disseminated throughout their epithelium. The plasticity of progenitor cells in the 
intestinal epithelium has been shown by differentiation of the cells to insulin-
secreting cells using GLP-1 [196]. Intestinal crypts and gastric glands are enclosed 
by protective fenestrated intestinal subepithelial myofi broblasts and disperse in the 
lamina propria with merging blood vessels. The myofi broblasts secrete HGF, TGF-
beta, and KGF to regulate the differentiation of the intestinal epithelial progenitor 
cells. Thus, myofi broblast cells play a central role in regulating the differentiation 
of the progenitor cells located in Lieberkühn crypts [197, 198].

Adult Pancreatic Progenitor Cells. The adult pancreatic tissue is composed of the 
exocrine and endocrine cells. During embryological development, the pancreatic 
tissue is generated from differentiation of the ductal epithelium. The exocrine 
tissue is fi rst differentiated and then endocrine tissue is differentiated [199]. Islets 
of Langerhans under physiological conditions turn over continuously, but slowly. 
Terminally differentiated pancreatic beta cells have a life span of approximate 50 
days [200, 201]. The cells have a balance of apoptosis and replacement, which is 
conducted by replication of differentiated beta cells [20]. The replicating capacity 
of the beta cells is limited [202]. The presence of pancreatic progenitor cells that 
can give rise to pancreatic and neuronal cell lineages has been demonstrated [169]. 
Ductal and acinar cells have been proven to have plasticity to differentiate into 
insulin-secreting cells or to trans-differentiate into hepatocytes [203–209]. The 
beta cells certainly replicate; however, the senescence of the cells still determines 
their potential [200, 202]. Otherwise, beta cells may be reprogrammed by cell 
fusion. In vitro culture human islets gradually lose their insulin expression, but they 
preserve the expression of PDX-1 [208, 210, 211]. Recent research has suggested 
that adult pancreatic islets contains progenitor cells [206]. Pancreatic progenitor 
cells may also exist in the non-endocrine tissue [208]. These progenitor cells are 
capable of generating terminally differentiated endocrine and exocrine progeny 
[155, 203–206, 212]. They are identifi ed by the positive expression of nestin, referred 
as to nestin-positive progenitor cells (NIPs) [155, 206, 212], and are dispersed in 
the whole pancreatic tissue [213]. In addition, SP phenotype cells were observed 
in NIPs [155] and the cells can give rise to vascular and neuronal progenies 
[169, 214].

11.3.1.9 Umbilical Cord Blood-Derived Stem Cells (UCBSCs) Stem cells 
were isolated from umbilical cord blood (UCB) and cultured in vitro [215]. 
Umbilical cord blood-derived stem cells (UCBSCs) had been proposed as an 
alternative source of regeneration of hemopoietic tissue by allogeneic transplantation 



[216]. The successful hematopoietic reconstitution in a patient with Fanconi’s 
anemia has proved the potential of UCBSCs [217, 218]. Usually small cell fractions 
are recovered from the cord blood, but the primitive hematopoietic population 
possesses a high proliferative capacity. UCB cells contain a larger hematopoietic 
population of CD34− as well as a subset of CD34+ and CD38−, of which population 
ratio is about fourfold higher than that in bone marrow cells [219]. Moreover, the 
most primitive phenotype (CD34+CD38−CD45RAlowCD71lowThy-1+c-kitlowRhlow)-
expressing cells present in UCB at 0.003% of the entire population of nucleated 
cells [220]. Their proliferative capacity reach to a 50-fold expansion of colony 
forming cells [221, 222]. Successful in vitro expansion of the cells depends on the 
cytokines contained in the culture. Such cytokines include SCF, IL-1, IL-3, IL-6, 
GM-CSF, G-CSF, M-CSF, erythropoietin, and thrombopoietin [223]. The cells 
also possess multipotent characteristics and outstanding plasticity [220]. Therefore, 
there have been several approaches of differentiation of non-hematopoietic tissues 
ongoing in the clinical tissue regeneration settings [224–236] and in vitro toxi-
cological studies [237].

11.3.1.10 Heterogeneous Populations of Stem Cells in Bone Marrow Bone 
marrow contains two main well-defi ned populations of stem cells, HSCs and MSCs. 
They renew by themselves and give rise to all of the terminally differentiated blood 
lineages. In addition, bone marrow possesses a small subset population of non-
hematopoietic stem cells (NHSCs). This population of NHSCs is identifi ed by the 
expression of CXCR4+, CD34+, AC133+, lin−, and CD45− [22, 23]. Moreover, there 
is evidence that tissue damage in the body itself is capable of triggering the bone 
marrow stem cells to get into the circulation [238–242]. Subsequently, the stem cells 
modify their phenotype in accordance with the tissue where they migrate. Specifi c 
activation of membrane surface receptors and subsequent activation of transcription 
factors determine a modulation of the phenotypes and migratory properties of the 
stem cells. Chemotactic or homing signaling is involved in the regulation of the 
migration. The bone marrow stem cells have an exceptional ability to adapt and 
survive in different microenvironments. The cells can respond to several cytokines 
and growth factor, such as HGF, VEGF, LIF, and bFGF. The axis SDF-1-CXCR4+

seems to be the most crucial regulatory factor, which is involved in honing of the 
stem cells. Therefore, it may be considered that bone marrow stem cells can serve 
as the source of all adult somatic stem cells [23, 238–242]. UCBSCs are considered 
as HSCs because of their strong proliferative capacity. UCBSCs certainly display 
higher potentials compared with adult stem cells [217, 220] and have been proposed 
as the best candidate for regenerating the damaged tissues in the clinical setting 
among the stem cells [231, 232].

11.3.1.11 Uses and Applications of Stem Cells in Toxicology Besides the 
further clinical application of stem cells, utilization of the cells in the pharmacological 
fi eld is also of great interest. As mentioned, stem cells are specialized cells found 
within many tissues of the body, in which they have the role to maintain homeostasis 
and repair of the damage tissue. The advantages of unlimited proliferation and 
subsequent differentiation of the stem cells can be of great use for in vitro screening 
of the newly developed drugs, allowing us to predict possible adverse effects without 
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the need to test them in animals. For example, hepatocytes derived from stem cells 
can be routinely screened for new drugs and chemicals to evaluate their liver 
toxicity.
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11.4 ARTIFICIAL CELLS

11.4.1 Introduction

A major limitation to the clinical application of cell therapy and drug discovery is 
the current inability to isolate an adequate number of functional and transplantable 
cells [1]. Unfortunately, the number of human organs available for transplantation 
or cell isolation is severely limited. Considering the cost and diffi culty in some cases 
of cell isolation and the need for immediate availability of consistent and function-
ally uniform cell preparations, human cells cannot be isolated on a scale suffi cient 
to treat more than a fraction of the patients who need organ transplantation. The 
use of animal cells would result in additional concerns related to the transmission 
of infectious pathogens and immunologic and physiologic incompatibilities between 
donors and humans [2, 3]. Thus, other alternative cell sources, such as stem cells, 
have been explored. In particular, embryonic stem cells have unlimited prolifera-
tive capacity and theoretically can differentiate all kinds of cell types. In contrast, 
somatic stem cells have fi nite proliferation ability in the currently available culture 
system [4]. The cultivation of mammalian cells is an important experimental pro-
cedure that is a fundamental tool in biological studies [5]. Establishment of methods 
to control differentiation and proliferation in stem cells is not yet achieved. Thus, 
possible tumor development will be occurred after de-differentiated or trans-
differentiated stem cells. To overcome this issue, great efforts have been made to 
construct immortalized human cell lines with an unlimited replicative potential. 
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However, despite the widespread use of the culture system, we have recently begun 
to understand the essential mechanisms that control cell growth and division. 
This section discusses recent advances in our understanding of the molecular 
mechanisms that regulate the life span of cell lineages in vitro and an approach to 
construct human cell lines with currently available genetic manipulation for cell 
therapy and the study of pharmacology and toxicology. The defi nition of cellular 
immortality is infi nite survival with an unlimited proliferative potential [6]. In fact, 
primary human cells in tissue culture rarely undergo spontaneous immortalization 
process [7]. Thus, researchers tried to immortalize human cells by using x-ray [8] 
and chemical carcinogens [7], but it turned out to be very ineffi cient. Currently, 
human cells have been immortalized by an introduction of the transforming genes 
of DNA tumor viruses, such simian virus 40 large T antigen (SV40LT) [9], papil-
lomaviruses [10], and the catalytic unit of the human telomerase reverse transcrip-
tase [11].

11.4.1.1 Immortalization of Human Cells

Limited Proliferative Life Span or Senescence of Human Cells. Senescence is a 
terminally arrested growth state of the cells. It differs from the nonproliferative 
state of terminally differentiated cells. As senescent cells remain viable, senescence 
can be distinguished with cell death processes such as apoptosis or necrosis. 
Senescent cells are arrested at the G1/S phase of the cell cycle and are thus distinct 
from nondividing G0-arrested quiescent cells [5, 12]. Human cells are defi ned as 
senescent when they fail to respond to mitogens and the population of the cells 
does not divide in a certain period of time, for example, 30 days. Additional 
characteristics of senescent cells include (1) expression of β-galactosidase, (2) 
increased lysossomal biogenesis, (3) decreased rates of protein synthesis and 
degradation that are distinct from their pre-senescent ancestors, (4) increased cell 
size, (5) multinucleation, (6) cytoplasmic vacuolation, and (7) decreased membrane 
fl uidity. The rate of protein, DNA, and RNA syntheses is reduced in senescent 
cells. Senescent cells accumulate altered macromolecules and exhibit DNA 
alterations such as shortened telomeres, decreased chromatin condensation, in-
creased karyotypic abnormalities, and decreased methylation. Senescence does not 
lead directly to cell death, and senescent cells can persist in culture for up to 2 years 
if fed regularly [13].

Senescent cells may accumulate in aged tissue [14] and could compromise tissue 
function by both their altered pattern of gene expression and their nonproliferative 
state, resulting in aged phenotypes of the tissues [15]. A link between in vitro 
senescence and in vivo aging is suggested by the observation that the in vitro life 
span of cells from various mammalian species correlates with their in vivo life span 
and that the cells from individuals with premature ages suffering from disorders 
such as Werner’s syndrome, Down’s syndrome, and progeria have a shorter in vitro 
life span than that of the cells from normal individuals. However, evidence that the 
in vitro life span of normal human cells correlates with the donor age remains 
controversial [16].

Immortal or Extended Life Span of Human Cells. More than 30 years ago, it was 
demonstrated for the fi rst time that SV40 [17], a DNA tumor virus of the papova 
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virus family isolated by Sweet and Hillman [18], can morphologically transform 
human fetal and adult skin fi broblast. The transformation of mammalian cells by 
SV40 is known to require expression of only the early region of the viral genomes, 
which encodes two proteins of large T-antigen (94 kd) and small t-antigen (17 kd) 
[18]. Transfer and expression of specifi c oncogenes, such as simian virus 40 large 
T antigen (SV40 LT), in primary human cells can generate cell populations that 
propagate for extended periods of time in vitro, presumably because they bypass 
the fi rst senescence crisis through the inactivation of p53 and Rb, and thus extend 
their life span by about 20 population doubling (PD) [19]. This extended life span 
ends in M2 crisis stage (Figures 11.4-1 and 11.4-2), which typically coincides with 
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Figure 11.4-1. Cellular senescence and immortalization. Telomere length is maintained 
by telomerase, and most human somatic cells have lower levels of telomerase. The cells are 
telomerase-negative and experience telomere shortening with each cell division. Shortened 
telomeres may start the cells to enter senescence at the Hayfl ick limit, or M1. This prolifera-
tive checkpoint can be overcome by an inactivation of pRB/p16 or p53, for example, by the 
use of SV40 or human papilloma virus oncoproteins. Such cells continue to suffer telomere 
erosion and ultimately enter crisis, or M2, characterized by cell death. Quite a few surviving 
cells acquire stabilization of telomere length and unlimited proliferative potential, mostly 
due to activation of telomerase. (This fi gure is available in full color at ftp://ftp.wiley.
com/public/sci_tech_med/pharmaceutical_biotech/.)
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Figure 11.4-2. Immortalization of cells with hTERT. Ectopic expression of hTERT allows 
cells to bypass proliferation barriers and become immortal. Telomeres are very important 
in booth senescence (M1) and crisis (M2) as hTERT introduction either before or after M1 
results in cell immortalization. If introduction of hTERT does not result in immortalization 
in the cells, another type of growth arrest called “premature senescence” or “cell culture 
shock” will be occurred, which is telomere-independent. (This fi gure is available in full 
color at ftp://ftp.wiley.com/public/sci_tech_med/pharmaceutical_biotech/.)



dangerously shortened telomeres, and every mitosis is accompanied by enormous 
chromosomal instability in the cells. Most of the cells fail to survive crisis, and the 
frequency rate of the cells that overcome the crisis is very low in humans. The in 
vitro spontaneous immortalization of human cells using SV40T is approximately 
10

6
–10

7
 and is believed to result from activation of the endogenous telomerase [20]. 

Such cells are infrequently tumorogenic, and tumorigenicity occurs only after long 
periods of continuous culture of the cells [10]. These phenomena have suggested 
that establishment of permanent cell lines in culture involves two distinct processes: 
(1) an initial adaptation of cells to grow in the unnatural environment of culture 
dish, and (2) an acquired ability of these adapted cells to proliferate indefi nitely in 
tissue culture (Figure 11.4-1). The life span of cells is measured in cell divisions 
[5]; thus, cells must possess a molecular “clock” that counts the number of times 
they have divided. In a telomere model of senescence, telomere length acts as this 
counting mechanism. Nucleoprotein structures that constitute the ends of linear 
chromosomes became the primary candidates to fulfi ll this role in human cells. It 
was for the fi rst time described molecularly in 1981 [21]; telomeres serve to protect 
the ends of chromosomes from illegitimate fusions and other damage and shield 
the ends of chromosomes from recognition by the cellular DNA repair machinery 
[22]. Telomeric DNA is maintained at a constant length, and telomeres shorten at 
a constant rate with progressive cell divisions in human cells (Figure 11.4-3). 
Telomere shortening occurs for at least two reasons: (1) Telomeres shorten with 
successive replication because the polymerases involved in conventional DNA 
replication cannot fully copy telomeric DNA [23] and (2) telomerase, an enzyme 
responsible for telomere maintenance, is tightly repressed in most human somatic 
cells [24]. Most immortalized human cells express telomerase [24], and telomere 
length is stable. These observations have suggested that some elements of telomere 
structures monitor cell proliferation and order a signal of the onset of replicative 
senescence. The ectopic expression of telomerase in pre-senescent cells halts 
telomere shortening and permits cells to avoid replicative senescence. Telomerase 
is a ribonucleoprotein composed of an RNA subunit, hTERC, that is ubiquitously 
expressed [25] and a reverse transcriptase protein catalytic subunit, hTERT, whose 
expression correlates with telomerase activity in immortal cells [26].

hTERT is indeed undetectable in most types of normal human cells, but it is 
readily detectable in most immortal cell lines, cells derived from human cancers, 
and human tumor samples. Expression of hTERT in pre-senescent human cells 
confers telomerase activity [10], resulting in telomere lengthening or stabilization, 
and it allows the cells to bypass replicative senescence. Cells expressing hTERT 
maintain the normal karyotype and continue to respond in the same manner as 
pre-senescent, nonimmortalized cells [27]. Thus, activation of telomerase by expres-
sion of hTERT permits the cells to bypass senescence and become immortalized 
in a single step. Although maintenance of telomere plays an important role in rep-
licative senescence, it has been proved that both pRB and p53 tumor suppressor 
pathways also play a prominent role in regulating the onset of replicative senes-
cence (Figure 11.4-4). When cells expressing SV40LT continue to repress hTERT
expression and lack a detectable telomerase activity, the telomere length of the cells 
gradually shortens with continued cell proliferation. Eventually such cells enter the 
second period of diminished growth, which referred is to as crisis or M2 [28]. 
Telomere shortening may be one signal that activates the pRB or p53 pathway and 
initiates replicative senescence. These observations have suggested that both pRB 
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and p53 pathways in conjunction with telo-mere shortening play signifi cant roles 
in governing replicative senescence (Figure 11.4-1).

Crisis stage. Crisis (M2) is distinguished from senescence by cell death in the 
presence of ongoing cell division [29]. Although most cells that enter crisis die by 
apoptosis, a few cells overcome crisis and become immortal [30]. Immortal cells 
that have survived crisis typically exhibit aneuploidy and extensive nonreciprocal 
chromosomal translocations, which suggests that substantial genomic rearrangements 
accompany the selection of these rare surviving cells. These observations indicate 
that crisis is precipitated by critically shortened telomeres that have lost their ability 
to protect chromosomes in the setting of p53 loss. Immortal cells that emerge from 
crisis show the stabilized telomere lengths with extended passage, which suggests 
that only those cells that acquire the ability to maintain stable telomere lengths 
survive. It is important to note that, in general, immortal cells fail to form tumors 
in immunodefi cient animals [31]. Experimentally, the introduction of hTERT in 
post-senescent, pre-crisis cells confers telomerase activity, stabilizes telomere 
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Figure 11.4-3. Telomeres and telomerase. Telomere is a repeating sequence of double-
stranded DNA located at the ends of chromosomes. Long telomere length is associated with 
immortalized cell lines, cancer cells, and embryonic stem cells. Cells experience telomere 
shortening with each cell division. Telomerase is an enzyme that lengthens telomeres by 
adding on repeating sequences of DNA. Telomerase binds the ends of the telomere via an 
RNA template that is used for the attachment of a new strand of DNA. Telomerase adds 
several repeated DNA sequences, then releases to a second enzyme, DNA polymerase, and 
attaches the opposite or complementary strand of DNA, completing the double-stranded 
extension of the chromosome ends. The function of telomere and telomerase seem to be 
important in cell division, normal development, and cancer research. (This fi gure is avail-
able in full color at ftp://ftp.wiley.com/public/sci_tech_med/pharmaceutical_biotech/.)



length, and permits these telomerase-expressing cells to become immortal [10, 27, 
32–35]. Human cells immortalized in this manner often exhibit near-diploid 
karyotypes, which strongly suggests that critical telomere shortening in the absence 
of pRB and p53 functions initiates crisis. Two barriers limit proliferative lifespan 
in human cells: (1) replicative senescence and (2) crisis. Furthermore, it is obvious 
that telomerase, pRB, and p53 play critical roles in regulating an entry of human 
cells into these two states.

Immortality. Several groups have demonstrated that the introduction of pairs of 
cooperating oncogenes, such as myc and ras [36], or the adenoviral E1A protein 
and ras [37] into the primary rodent cells leads to direct transformation of the cells. 
However, several laboratories have now shown that telomere biology differs in 
important ways between human and murine cells [38]. Unlike most human cells 
in which telomerase is tightly repressed, most murine cells express detectable 
telomerase activity. In addition, telomeres are maintained at much longer lengths 
in cells derived from inbred mice than are observed in human cells [38]. These 
observations have suggested that the replicative life span of murine cells is not 
limited by telomere length. With extended cell division, telomere shortening 
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activates either replicative senescence or crisis and telomeres play in protecting 
chromosomal integrity, which suggests that telomeres play an important role in 
repressing tumor formation. In contrast, the maintenance of telomere length confers 
cell immortality. These observations also indicate that telomeres serve as a factor 
that restricts and/or promotes malignant transformation. Under most circumstances, 
short telomeres limit the life span of the cells, depending on the status of the pRB 
and p53 pathways, to greatly reduce the pool of premalignant cells (Figure 
11.4-2).

To address cellular immortality, researchers have made great efforts to establish 
an immortalized human cell lines. Such cell lines provide the advantage of unifor-
mity and sterility, grow in unlimited quantity, and are far less costly than isolating 
the primary cells. One approach to construct clonal cell lines is transduction of the 
primary cells with genes from DNA tumor viruses, such as SV40, human papillo-
mavirus, and Epstein–Barr virus [39]. Transformation of normal cells with early 
region genes of SV40, typically by transfection with expression plasmids, remains 
a common immortalization technique. For example, human fetal hepatopcytes 
were successfully transduced with pSV3neo DNA containing both large and small 
T antigens of the early region of SV40 and bacterial neomycin phosphotransferase 
gene (Figure 11.4-3). After G418 treatment, one line of the surviving clones, 
OUMS-29, grew well in the chemically defi ned serum-free medium without any 
crisis and showed liver-specifi c functions [40]. When transplanted into immunode-
fi cient mice, OUMS-29 cells were not tumorigenic. The potential risk of malignant 
formation of OUMS-29 cells cannot be precluded in humans. Safeguards, including 
the introduction of suicide genes, should be considered in immortalized cells for 
human application.

In parallel, cells are recovered from surgically resected tumor specimens and 
cultured. Cell lines have been established for the study of different pathophysiolo-
gies. These cell lines grow indefi nitely in tissue culture and have been widely used 
all over the world. However, genetic constitution and alterations of such cells are 
often observed, and several important specifi c functions, including several recep-
tors and transporters, have been unfortunately deregulated [41].

11.4.1.2 Tightly Immortalized Human Cell Lines Transduction of immortalized 
cell lines with these suicide genes would provide a way to eliminate the cells after 
transplantation. Cells modifi ed to express a herpes simplex virus–thymidine kinase 
(HSV–TK) gene become sensitive to ganciclovir (GCV) [42]. Thus, researchers 
have introduced the HSV–TK gene into cell lines. For example, OUMS-29/TK 
cells, immortalized human fetal hepatocytes expressing HSV–TK, were more than 
100 times sensitive to GCV treatment than unmodifi ed parental OUMS-29 cells. 
OUMS-29/TK cells stopped proliferation in the presence of 5-μM GCV [40].

11.4.1.3 Conditionally Immortalized Cell Lines An approach to create a 
conditionally immortalized cell line is the use of a transforming gene containing 
a temperature-sensitive mutation. Primary rat hepatocytes were successfully 
immortalized with a thermolabile mutant SV40T (encoded by the early region 
mutant tsA58) and functioned as well as primary hepatocytes after transplantation 
[43–45]. However, the continued presence of SV40T in the transplanted cells may 
increase the risk of malignant transformation of the cells after transplantation in 
the recipients.



11.4.1.4 Ultra-Transform Immortalized Transgenic Cell Lines This approach 
has proven to be successful because the resulting cell lines showed stability in 
culture and sensitivity to chemical exposure. The strategy implicates the development 
of a bi-transgenic hepatocyte cell line to evaluate the ability of various organic and 
inorganic chemicals to induce the expression of the HSP70-driven reporter gene. 
Development of two types of transgenic mice is necessary in advance. One is a 
transgenic mice (Hsp70/hGH) [46] secreting high levels of human growth hormone 
(hGH), and another is transgenic model (AT/cytoMet) [46] allowing the reproducible 
immortalization of untransformed hepatocytes retaining liver functions. Both 
strains are crossed, and the resulting transgenic strain permits a reproducible 
immortalization of untransformed hepatocytes. Several stable hepatic cell lines 
(MMH–GH) showing highly differentiated phenotypes have been generated from 
the double transgenic animals. This strategy is valuable in the fi eld of toxicology and 
in the development of chemical and physical xenobiotics. The technology provides 
a simple biological system that reduces the need for animal experimentation and/or 
continuously isolating fresh hepatocytes [46].

11.4.1.5 Reversibly Immortalized Cell Lines To generate an immortalized 
hepatocyte cell line more suitable for clinical use, a more tightly regulated system 
for cell growth should be considered. An attractive system using site-specifi c recom-
bination has been documented [47]. DNA sequences intervened by loxP recombi-
nation targets can be excised after expression of Cre recombinase [47]. A Cre/loxP 
system allows the construction of reversibly immortalized cell lines. To provide 
more stringent control over the expression of transforming genes, human hepato-
cytes were transduced with a retro-viral vector SSR#69 expressing SV40T and 
selectable positive (hygromycin resistance gene) and negative (HSV-TK) markers 
that were intervened by a pair of loxP recombination targets and subsequently 
excised by Cre/loxP recombination [31, 48]. One emerging clone after SSR#69-
transduction, NKNT-3, was a highly differentiated hepatocyte cell line. NKNT-3 
cells were sensitive to 5-μM GCV. Adenovirus-mediated Cre recombinase expres-
sion was effi ciently performed to remove SV40T from NKNT-3 cells. Intrasplenic 
transplantation of such reverted NKNT-3 cells signifi cantly improved the survival 
of 90% hepatectomized rats [31]. Cre/loxP-based reversible immortalization has 
been achieved in several types of human cells [31, 48, 49]. In our studies, SV40T-
transduced normal human endothelial cells (ECs) acquired an extensive proli-
feration capacity to population doubling level (PDL) 65 to 80, but complete 
immortalization was not achieved [49]. This was explained by the absence of spon-
taneous activation of endogenous telomerase, which is known as one of the essential 
participants in cellular immortalization processes in SV40T-transduced ECs [50–
52]. To achieve immortalization of normal human ECs, a retroviral vector SSR#197 
expressing hTERT and GFP cDNAs fl anked by a pair of loxB target sequences 
was constructed. Cotransduction of human ECs with retroviral vectors SSR#69 and 
SSR#197 facilitated establishment of a completely immortalized cell line TMNK-1 
that expresses a differentiated endothelial phenotype. Feasibility of reversible 
immortalization in TMNK-1 cells was demonstrated by using TAT-derived HIV-
mediated Cre/loxP recombination followed by GFP-negative cell sorting and drug 
selection [27]. Lately, the system has been applied to establish hepatic stellate cell 
lines [33], cholangiocyte cell lines [10], hepatic progenitor cell lines [53], bone 
marrow-derived human cells [54], and human pancreatic beta cell lines [32]. To 
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establish immortalized human pancreatic beta cell lines, freshly isolated human 
pancreatic islet cells were transduced with SSR#69, followed by hygromycin selec-
tion. Then, the resultant cells were super-infected with SSR#197 for immortaliza-
tion (Figure 11.4-5). At the fi rst screening, tumorigenic assay of the resulting cell 
lines was performed in immunodefi cient mice. Then, gene expression analysis was 
conducted in nontumorigenic clones. Based on these fi ndings, NAKT-15 turned 
out to be highly differentiated. To obtain the reverted form of NAKT-15 cells, the 
cells were infected with a recombinant adevovirus virus vector (AxCANCre) 
expressing Cre recombinase tagged with a nuclear localization signal (NLS) ex-
pressing the recombinant adenovirus vector. After AxCANCre infection, GFP-
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Figure 11.4-5. Scheme for the establishment of reversibly immortalized human b-cell 
lines. Freshly isolated human islets were cultured in monolayer and transduced with the 
retroviral vector SSR#69. After hygromycin selection of SSR#69-transduced cells, Newport 
Green dye was added and Newport Green-positive cells were sorted. After transduction 
with SSR#197, EGFP-positive cells were sorted and subjected to single-cell cloning, yielding 
the clone NAKT-15. Transient expression of Cre recombinase was induced by infecting cells 
with a recombinant adenovirus expressing Cre recombinase (AxCANCre), which removed 
the SV40T and TERT genes that were fl anked by loxP sites. Neomycin (G418) selection 
and EGFP-negative cell sorting resulted in the collection of reverted NAKT-15 cells. CAG, 
promoter consisting of cytomegalovirus IE enhancer, chicken b-actin promoter, and rabbit 
b-globin polyadenylation signal; HSV-TK, herpes simplex virus thymidine kinase; HygroR, 
hygromycin-resistance gene; IRES, internal ribosomal entry site; MoMLV LTR, long 
terminal repeat of Moloney murine leukemia virus leader sequence; NCre, nuclear 
localizing signal-tagged Cre recombinase; pA, polyadenylation signal; j, packaging signal. 
(This fi gure is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/
pharmaceutical_biotech/.)



negative cell populations were recovered by a MoFlo cell sorter and then cultured 
in the presence of neomycin analog G418 [32]. These procedures are well illus-
trated in Figure 11.4-5. This strategy can be applicable to various types of human 
cells.

11.4.1.6 Applications Numerous genomics-based technologies are now rou-
tinely applied to drug discovery. The central role for these technologies is vali-
dating the next generation of therapeutics from novel targets identifi ed through 
genomics. The aim of such technologies is to accurately identify the next generation 
of targets that demonstrate therapeutic effi ciency and safety. Immortal human cell 
lines will have unique attributes that can be used for drug discovery, and if cell 
therapy is the goal of such cells, the addition of redundant safeguards into the cells 
and accumulation of experimental data will be required before clinical trials. The 
ultimate goal of cell transplantation is an autologous setting in which the patient’s 
own cells are genetically modifi ed ex vivo with a reversible immortalization method, 
and then a reverted form of the cells can be transplanted back to the patient. 
Immortalized or reversibly immortalized cells offer continuous availability, uni-
formity, and sterility, and the cells can be functionally cryopreserved for the future 
use. Production of such cell lines may overcome the shortage of donors, and thus, 
the established human cell clones may be considered as a potential cell source for 
the treatment of diabetic patients or liver failure patients with transplantation. We 
anticipate that the production of artifi cial cells will be useful not only to provide 
carcinogenesis models, but also to develop drug discovery and possible cell therapy 
in the future. Reversible immortalization of human cells has important applications 
in biological research, biotechnology, and medicine.

11.4.2 Conclusions

The ethical issue of transplanting immortalized cells is still controversial, but 
clinical approval of a protocol involving transplantation of these cells depends on 
the balance of risks and benefi ts. If patients with high risk were to receive such 
transplants with considerable benefi ts, approval would be obtained after reliable 
accumulation of data regarding the safety and effi cacy of immortalized cells. We 
here represent an important step in the development of a useful strategy for resolv-
ing the organ shortage that now limits the use of normal human cells for cell 
therapies. Such technology can be applicable to a variety of somatic cells and would 
potentially be used to treat a large number of patients with clinically signifi cant 
pathologic conditions.

References

 1. McNeish J (2004). Embryonic stem cells in drug discovery. Nat. Rev. Drug Discov.
3:70–80.

 2. van der Laan L J, Lockey C, Griffeth B C, et al. (2000). Infection by porcine endoge-
nous retrovirus after islet xenotransplantation in SCID mice. Nature. 407:90–94.

 3. Butler D (2002). Xenotransplant experts express caution over knockout piglets. Nature.
415:103–104.

ARTIFICIAL CELLS 1369



1370 OVERVIEW OF STEM AND ARTIFICIAL CELLS

 4. Hayfl ick L, Moorhead P S (1961). The serial cultivation of human diploid cell strains. 
Exp. Cell Res. 25:585–621.

 5. Masters J R (2000). Human cancer cell lines: Fact and fantasy. Nat. Rev. Mol. Cell 
Biol. 1:233–236.

 6. Cooper C S, Park M, Blair D G, et al. (1984). Molecular cloning of a new transforming 
gene from a chemically transformed human cell line. Nature. 311:29–33.

 7. Rhim J S, Park J B, Jay G (1989). Neoplastic transformation of human keratinocytes 
by polybrene-induced DNA-mediated transfer of an activated oncogene. Oncogene.
4:1403–1409.

 8. Borek C (1980). X-ray induced in vitro neoplastic transformation of human diploid 
cells. Nature. 283:776–778.

 9. Rhim J S, Jay G, Arnstein P, et al. (1985). Neoplastic transformation of human epider-
mal keratinocytes by AD12-SV40 and Kirsten sarcoma viruses. Science. 227:1250–
1252.

10. Munger K, Howley P M (2002). Human papillomavirus immortalization and transfor-
mation functions. Virus Res. 89:213–228.

11. Maruyama M, Kobayashi N, Westerman K A, et al. (2004). Establishment of a highly 
differentiated immortalized human cholangiocyte cell line with SV40T and hTERT. 
Transplant. 77:446–451.

12. Sherwood S W, Rush D, Ellsworth J L, et al. (1988). Defi ning cellular senescence in 
IMR-90 cells: a fl ow cytometric analysis. Proc. Natl. Acad. Sci. USA. 85:9086–9090.

13. Goldstein S (1990). Replicative senescence: the human fi broblast comes of age. Science. 
249:1129–1133.

14. Dimri G P, Lee X, Basile G, et al. (1995). A biomarker that identifi es senescent human 
cells in culture and in aging skin in vivo. Proc. Natl. Acad. Sci. USA. 92:9363–9367.

15. Kipling D, Cooke H J (1990). Hypervariable ultra-long telomeres in mice. Nature. 
347:400–402.

16. Cristofalo V J, Allen R G, Pignolo R J, et al. (1998). Relationship between donor age 
and the replicative lifespan of human cells in culture: a reevaluation. Proc. Natl. Acad. 
Sci. USA. 95:10614–10619.

17. Shein H M, Enders J F (1962). Transformation induced by simian virus 40 in human 
renal cell cultures. I. Morphology and growth characteristics. Proc. Natl. Acad. Sci. 
USA. 48:1164–1172.

18. Sweet B H, Hilleman M R (1960). The vacuolating virus, S.V. 40. Proc. Soc. Exp. Biol. 
Med. 105:420–427.

19. Fanning E (1992). Simian virus 40 large T antigen: the puzzle, the pieces, and the 
emerging picture. J. Virol. 66:1289–1293.

20. Ray F A, Kraemer P M (1993). Iterative chromosome mutation and selection as a 
mechanism of complete transformation of human diploid fi broblasts by SV40 T antigen. 
Carcinogen. 14:1511–1156.

21. Blackburn E H, Chiou S S (1981). Non-nucleosomal packaging of a tandemly repeated 
DNA sequence at termini of extrachromosomal DNA coding for rRNA in Tetrahy-
mena. Proc. Natl. Acad. Sci. USA. 78:2263–2267.

22. Blackburn E H (2001). Switching and signaling at the telomere. Cell. 106:661–673.

23. Meyerson M (2000). Role of telomerase in normal and cancer cells. J. Clin. Oncol. 
18:2626–2634.

24. Kim N W, Piatyszek M A, Prowse K R, et al. (1994). Specifi c association of human 
telomerase activity with immortal cells and cancer. Science. 266:2011–2015.



25. Feng J, Funk W D, Wang S S, et al. (1995). The RNA component of human telomerase. 
Science. 269:1236–1241.

26. Nakamura T M, Morin G B, Chapman K B, et al. (1997). Telomerase catalytic subunit 
homologs from fi ssion yeast and human. Science. 277:955–959.

27. Matsumura T, Takesue M, Westerman K A, et al. (2004). Establishment of an immor-
talized human-liver endothelial cell line with SV40T and hTERT. Transplant. 
77:1357–1365.

28. Counter C M, Avilion A A, LeFeuvre C E, et al. (1992). Telomere shortening associated 
with chromosome instability is arrested in immortal cells which express telomerase 
activity. Embo. J. 11:1921–1929.

29. Wei W, Sedivy J M (1999). Differentiation between senescence (M1) and crisis (M2) 
in human fi broblast cultures. Exp. Cell. Res. 253:519–522.

30. Macera-Bloch L, Houghton J, Lenahan M, et al. (2002). Termination of lifespan of 
SV40-transformed human fi broblasts in crisis is due to apoptosis. J. Cell Physiol. 
190:332–344.

31. Kobayashi N, Fujiwara T, Westerman K A, et al. (2000). Prevention of acute liver 
failure in rats with reversibly immortalized human hepatocytes. Science. 287:1258–
1262.

32. Narushima M, Kobayashi N, Okitsu T, et al. (2005). A human beta-cell line for trans-
plantation therapy to control type 1 diabetes. Nat. Biotechnol. 10:1274–1282.

33. Watanabe T, Shibata N, Westerman K A, et al. (2003). Establishment of immortalized 
human hepatic stellate scavenger cells to develop bioartifi cial livers. Transplant. 
75:1873–1880.

34. Shibata N, Watanabe T, Okitsu T, et al. (2003). Establishment of an immortalized 
human hepatic stellate cell line to develop antifi brotic therapies. Cell Transplant. 
12:499–507.

35. Okitsu T, Kobayashi N, Jun H S, et al. (2004). Transplantation of reversibly immortal-
ized insulin-secreting human hepatocytes controls diabetes in pancreatectomized pigs. 
Diabetes. 53:105–112.

36. Land H, Parada L F, Weinberg R A (1983). Tumorigenic conversion of primary embryo 
fi broblasts requires at least two cooperating oncogenes. Nature. 304:596–602.

37. Ruley H E (1983). Adenovirus early region 1A enables viral and cellular transforming 
genes to transform primary cells in culture. Nature. 304:602–606.

38. Wright W E, Shay J W (2000). Telomere dynamics in cancer progression and preven-
tion: fundamental differences in human and mouse telomere biology. Nat. Med. 
6:849–851.

39. Katakura Y, Alam S, Shirahata S (1998). Immortalization by gene transfection. Methods 
Cell Biol. 57:69–91.

40. Kobayashi N, Miyazaki M, Fukaya K, et al. (2000). Transplantation of highly differenti-
ated immortalized human hepatocytes to treat acute liver failure. Transplant. 69:
202–207.

41. Blumrich M, Zeyen-Blumrich U, Pagels P, et al. (1994). Immortalization of rat hepato-
cytes by fusion with hepatoma cells. II. Studies on the transport and synthesis of bile 
acids in hepatocytoma (HPCT) cells. Eur. J. Cell Biol. 64:339–347.

42. Culver K W, Ram Z, Wallbridge S, et al. (1992). In vivo gene transfer with retroviral 
vector-producer cells for treatment of experimental brain tumors. Science. 256:
1550–1552.

43. Fox I J, Chowdhury N R, Gupta S, et al. (1995). Conditional immortalization of Gunn 
rat hepatocytes: an ex vivo model for evaluating methods for bilirubin-UDP-glucuro-
nosyltransferase gene transfer. Hepatol. 21:837–846.

ARTIFICIAL CELLS 1371



1372 OVERVIEW OF STEM AND ARTIFICIAL CELLS

44. Schumacher I K, Okamoto T, Kim B H, et al. (1996). Transplantation of conditionally 
immortalized hepatocytes to treat hepatic encephalopathy. Hepatol. 24:337–743.

45. Nakamura J, Okamoto T, Schumacher I K, et al. (1997). Treatment of surgically induced 
acute liver failure by transplantation of conditionally immortalized hepatocytes. Trans-
plant. 63:1541–1547.

46. Sacco M G, Amicone L, Cato E M, et al. (2004). Cell-based assay for the detection of 
chemically induced cellular stress by immortalized untransformed transgenic hepato-
cytes. BMC Biotechnol. 4:5.

47. Sternberg N, Hamilton D, Austin S, et al. (1981). Site-specifi c recombination and its 
role in the life cycle of bacteriophage P1. Cold Spring Harb. Symp. Quant. Biol. 45(Pt 
1):297–309.

48. Westerman K A, Leboulch P (1996). Reversible immortalization of mammalian cells 
mediated by retroviral transfer and site-specifi c recombination. Proc. Natl. Acad. Sci. 
USA. 93:8971–8976.

49. Noguchi H, Kobayashi N, Westerman K A, et al. (2002). Controlled expansion of 
human endothelial cell populations by Cre-loxP-based reversible immortalization. 
Hum. Gene. Ther. 13:321–334.

50. Bodnar A G, Ouellette M, Frolkis M, et al. (1998). Extension of life-span by introduc-
tion of telomerase into normal human cells. Science. 279:349–352.

51. Halvorsen T L, Leibowitz G, Levine F (1999). Telomerase activity is suffi cient to allow 
transformed cells to escape from crisis. Mol. Cell Biol. 19:1864–1870.

52. Zhu J, Wang H, Bishop J M, et al. (1999). Telomerase extends the lifespan of virus-
transformed human cells without net telomere lengthening. Proc. Natl. Acad. Sci. USA. 
96:3723–3728.

53. Delgado J P, Parouchev A, Allain J E, et al. (2005). Long-term controlled immortaliza-
tion of a primate hepatic progenitor cell line after Simian virus 40 T-Antigen gene 
transfer. Oncogene. 24:541–551.

54. Nishioka K, Fujimori Y, Hashimoto-Tamaoki T, et al. (2003). Immortalization of bone 
marrow-derived human mesenchymal stem cells by removable simian virus 40T antigen 
gene: analysis of the ability to support expansion of cord blood hematopoietic progeni-
tor cells. Int. J. Oncol. 23:925–932.



1373

Handbook of Pharmaceutical Biotechnology, Edited by Shayne Cox Gad.
Copyright © 2007 John Wiley & Sons, Inc.

12.1
REGULATION OF SMALL-MOLECULE 
DRUGS VERSUS BIOLOGICALS 
VERSUS BIOTECH PRODUCTS

María de los Angeles Cortés Castillo and José Luis Di Fabio
Pan American Health Organization, Washington, DC

Chapter Contents

12.1.1 Historical Perspective on Regulation 1373
12.1.2  Issues Related to Regulation for Biologicals (Vaccines) Compared with 

Regulation for Other Medicinal Products 1376
 12.1.2.1 Regulation of Small Molecules 1377
 12.1.2.2 Regulation of Classic Vaccines and Biologicals 1378
 12.1.2.3 Regulation of Biotechnology Products 1380
12.1.3 Main Regulatory Agencies 1381
 12.1.3.1 Food and Drug Administration (FDA) 1381
 12.1.3.2 European Medicines Agency (EMEA) 1383
 12.1.3.3 International Committee for Harmonization (ICH) 1385
12.1.4 Global Role of WHO in Drugs and Biologicals Regulation 1385
 12.1.4.1  WHO Procedure for Assessing Drug Regulatory Authorities 1386
12.1.5 Other Initiatives for Harmonized Regulation 1387
12.1.6 Future Perspective of Regulation 1387
 References 1389

12.1.1 HISTORICAL PERSPECTIVE ON REGULATION

Regulation is the logical consequence of the search from health institutions and 
governments to ensure public protection from unsafe products.

The regulation of drugs emerged fi rst in developed countries. The fi rst initiatives 
of regulation appeared in 1862 with the Bureau of Chemistry in the Department 
of Agriculture of the United States, lead by Harvey Wiley, trying to regulate food, 
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drug, and biological products. At that time, adulterated food and drugs as The 
Great Blood Purifi er System (Peter’s specifi c) and Mrs. Winslow’s Soothing Syrup 
for teething and colicky babies (which was related with morphine, without a label 
indication) were the main targets of regulation [1].

The Bureau of Chemistry enforced a 1906 law until 1927, when it was reorga-
nized to form the Food, Drug and Insecticide Administration, later renamed, in 
1931, as the Food and Drug Administration [1]. The 1906 Act prohibited the sale 
of adulterated or misbranded drugs and prohibited interstate transport of disal-
lowed food and drugs. It also mandated that a variety of information be stated on 
the drug package. Changes to labeling requirements and a provision to label certain 
dangerous ingredients led many patent medicine makers to reformulate their prod-
ucts because many of the products contained harmful chemicals [1].

After an event in 1937, when a marketed anti-infective called Elixir Sulfanimide 
caused over 100 deaths regulators were forced to change the law to require that 
drugs meet certain safety requirements before being marketed. A new 1938 Act 
called for evidence of drug safety, prohibited false therapeutic drug claims, and 
also included cosmetics and therapeutic devices under FDA regulation. The 1938 
Act established a listing of active ingredients on the drug label and required that 
drugs be labeled with adequate directions for safe use [1].

Even after all these efforts to ensure the safety of drugs were implemented, many 
incidents (included the thalidomide tragedy) occurred and the U.S. Congress had 
to pass major amendments to the Act in 1962. In addition to safety issues, for the 
fi rst time drug manufacturers were required to prove the effectiveness of their drug 
products before marketing.

In parallel with the development of drug regulations, biological regulations were 
historically developed in connection to safety concerns. The 1902 Biologics Control 
Act enacted by the U.S. Congress established the initial concepts used for the regu-
lation of biologicals. These provisions were revised in 1944 and expanded in the 
1950s. Attention to regulation of vaccines and toxins was enforced until a major 
tragedy occurred in the United States, and only then were actions taken by the 
federal government to ensure public protection from unsafe products. The incident 
occurred in 1901, in St. Louis, Missouri, when 20 children became ill and 14 died 
after administration of an equine-derived diphtheria antitoxin (prepared from 
horse serum) contaminated with tetanus toxin. The serum had been manufactured 
in local establishments designed without any of the current knowledge of Good 
Manufacturing Practices, particularly without procedures that guarantee the prod-
uct’s safety and potency. This event forced legislation to regulate the sale of bio-
logicals. In July 1902, Congress passed the Biologics Control Act also known as 
the “Virus-Toxin” law [2], which is the fi rst time that the United States’ government 
took control over biologicals’ production, consequently with the responsibility to 
ensure their safety for the public. In this act, the need to include the control of the 
manufacturing establishments and facilities was recognized, as assurance of purity 
could not be demonstrated if control was limited to inspection and testing of a fi nal 
product. This act settled the essential concepts for ensuring the safety of biologi-
cals. These ideas are used as the basis for ensuring safety and effectiveness of bio-
logicals throughout the world [3].

The history of vaccine control and regulation in developed nations has been one 
of increasing complexity. By 1955, many biologicals, including blood products and 



vaccines, had been licensed and the need for appropriate regulation was evident. 
In the United States, the use of inactivated polio vaccines from different manufac-
turers, licensed in the country, provoked a number of children to develop poliomy-
elitis, and some of the children died. The reason was incompletely inactivated 
vaccines [3]. This incident led to the expansion of the biologicals control function 
to the establishment of the Division of Biological Standards (DBS) within the 
National Institutes of Health. Later, in 1972, the DBS was transferred to FDA and 
became the Bureau of Biologics. In 1982, the Bureau of Biologics was renamed the 
Offi ce of Biologics Research and Review (OBRR) and combined with the 
Offi ce of Drugs Research and Review (ODRR) formed the Center for Drugs and 
Biologics. In 1987, the OBRR was separated and renamed the Center for Biologics 
Evaluation and Research (CBER) [4].

The need to develop and institute an independent evaluation of medicinal prod-
ucts before they are allowed into the market for public consumption was reached 
at different times in different regions, generally associated with the level of tech-
nological development. In Japan, government regulations requiring all medicinal 
products to be registered for sale started in the 1950s. In many countries in Europe, 
the thalidomide tragedy of the 1960s was the trigger. This tragedy revealed that 
the new generation of synthetic drugs, which were revolutionizing medicine at the 
time, had the potential to harm as well as to cure [5].

Between 1960 and 1970, important developments transpired regarding laws, 
regulations, and guidelines for reporting and evaluation of data on safety, quality, 
and effi cacy of new medicinal products. At the same time, the industry was becom-
ing more international and seeking new global markets, but still the registration of 
medicines remained a national responsibility.

The urgent need to rationalize and harmonize regulation has been forced by the 
need of countries to have access to drugs and biologicals to cure, treat, and prevent 
diseases according to the development of important technological advances in 
science and responding to the effort of manufacturers to gain access to more and 
new markets.

For the purpose of this review, drugs will be classifi ed as small molecules, bio-
logicals, and biotech products:

• Small molecules are most medicines or drugs chemically synthesized with 
molecular weights of typically less than 500 Da applicable to prevention, treat-
ment, or cure of diseases or injuries in man.

• Biologicals are any virus, therapeutic serum, toxin, antitoxin, vaccine, blood 
component or derivative, allergenic extract, or analogous product applicable 
to the prevention, treatment, or cure of diseases or injuries in man, generally 
with molecular weights larger than thousands of Daltons.

• Biotechnological products are any biological or pharmaceutical product made 
using recombinant DNA techniques and intended to prevent, treat, or cure 
diseases or injuries in man. This group includes mainly proteins of high molec-
ular weight.

Drugs or small molecules of natural origin that are not produced through chemical 
synthesis are not considered in this review.

HISTORICAL PERSPECTIVE ON REGULATION 1375
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12.1.2 ISSUES RELATED TO REGULATION FOR BIOLOGICALS 
(VACCINES) COMPARED WITH REGULATION FOR OTHER 
MEDICINAL PRODUCTS

WHO has established that effective drug regulation promotes and protects public 
health by ensuring that [6]:

• medicines are of the required quality, safety, and effi cacy;
• health professionals and patients have the necessary information to enable 

them to use the medicines rationally;
• all premises, persons, and practices engaged in the development, manufac-

ture, importation, exportation, wholesale, supply, dispensing, and promotion 
of drugs comply with approved standards, norms, procedures, and 
requirements;

• product information is unbiased, accurate, and appropriate;
• illegal manufacturing and trade are detected and adequately sanctioned;
• promotion and advertising are fair, balanced, and aimed at rational drug use; 

and
• access to medicines is not hindered by unjustifi ed regulatory work.

National drug budgets, as a proportion of total health budgets, currently range from 
7% to 66% worldwide. The proportion is higher in developing countries (24–66%) 
than in developed countries (7–30%) [7]. People and governments willingly spend 
money on drugs because of the role they can play in saving lives, restoring health, 
preventing diseases, and stopping epidemics. However, to accomplish these goals, 
drugs must be safe, effective, and of good quality and used appropriately, which 
means, in turn, that their development, production, importation, exportation, and 
subsequent distribution must be regulated to ensure that they meet prescribed 
standards.

In the search of implementing regulations for drugs, biologicals, and all medi-
cines to guarantee the protection and benefi t of the users, governments have estab-
lished the national drug regulatory authorities (DRAs). These institutions must be 
developed with a clear mission, solid legal basis, realistic objectives, appropriate 
organizational structure, adequate number of qualifi ed staff, sustainable fi nancing, 
access to technical literature and information, and with the capacity to exert effec-
tive market control. DRAs must be accountable to both the government and the 
public and their decision-making processes should be transparent. Monitoring and 
evaluating mechanisms should be built into the regulatory system to assess attain-
ment of established objectives [6].

Regulatory authority is generally based on laws, which represent policy choices. 
This authority is assigned to designated organizations, generally part of the bureau-
cratic institutions, with the mission to carry out drug regulation. Several factors 
regarding the authority and the capacity for exercising such authority affect the 
operation and drug regulatory activities [7]. Among the most important are:

• availability of standards, procedures, and guidelines to be used as guidance in 
performing the authorized functions;



• consideration of strategies to overcome structural and resources constraints, 
including fi nancial adequacy and sustainability;

• establishment of clear strategies for planning, monitoring, and evaluation;
• availability of appropriate human resources including number, qualifi cations, 

remuneration, and human resources development; and
• defi nition of the scope of regulatory authority, in relation to type and extent 

of the activities carried out to implement legal provisions, including sanctions 
for noncompliance.

The value of drug regulatory activities depends on whether they produce the 
intended outcomes in terms of the following [7]:

• the quality of pharmaceutical products marketed;
• the proportion of licensed pharmaceutical facilities meeting international stan-

dards in Good Manufacturing Practices, Good Laboratory Practices, Good 
Clinical Practices, and so on;

• the number of illegal products on the market; and
• the number of illegal facilities marketing pharmaceutical products.

In addition to effectiveness, policy makers must also address regulatory effi ciency, 
transparency, and accountability when evaluating regulatory policies. The cost 
effectiveness of drug regulation; the cost for pharmaceutical businesses and con-
sumers of regulatory delays; political and commercial infl uence over regulatory 
decisions, public access to regulatory procedures and decision-making criteria; 
communication among the regulatory authority, its clients, and the consumer; and 
the accountability for the results of regulatory actions are performance indicators 
that must be assessed in the evaluation of regulatory agencies.

12.1.2.1 Regulation of Small Molecules

Since the mid-1930s, many new pharmaceutical products have emerged, and trade 
in the pharmaceutical industry has taken on international dimensions. At the same 
time, however, the circulation of toxic, substandard, and counterfeit drugs on the 
markets has increased, mainly because of ineffective regulation of production and 
trade of pharmaceutical products in exporting and importing countries. Problems 
relating to drug safety and effi cacy are generally caused by the use of drugs con-
taining toxic substances or impurities, drugs whose claims have not been verifi ed 
or that have unknown severe adverse reactions, as well as substandard preparations 
or counterfeits drugs. All these problems can be tackled effectively only by estab-
lishing an effective drug regulatory system.

The development process stages for a small molecule drug that are relevant to 
the regulatory scrutiny are as follows:

• drug discovery,
• drug purifi cation,
• preclinical research, and
• clinical trials (phase I, II, and III).
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When the dossier of a drug is submitted to the DRA, an exhaustive review of the 
medical/clinical, chemistry/manufacture, pharmacology/toxicology aspects, and 
their statistical validity is conducted. The main element of the evaluation is to 
certify its safety (clinical trials phase I or II) and, during this stage of the approval, 
the manufacturer can be required to submit additional information to ensure the 
safety of the product. When safety is acceptable, the DRA proceeds with complete 
reviews to ensure effi cacy, stability, and all other specifi cations that guarantee the 
product complies with the required norms. At any stage of the trial, the DRA of 
the country where the trial is being conducted should have the authority to put it 
on hold if defi ciencies or safety issues appear and until they are resolved. If results 
of clinical trials demonstrate that the drug is safe and effi cacious over existing 
treatment drugs, an application is made in most of the regulatory agencies to seek 
approval for marketing the drug.

As part of the new drug approval process, the DRA conducts inspection for 
Good Manufacturing Practices (GMP inspection) of the facilities where the drug 
is being manufactured. GMP is a quality concept and consists of a set of policies 
and procedures for manufacturing processes to guarantee that drugs are pure, 
consistent, safe, and effective. These policies and procedures describe the facilities, 
equipment, methods, and controls for producing drugs with the intended quality. 
The guiding principle for GMP is that quality cannot be tested in a product, but 
must be designed and built into each batch of the drug product throughout all 
aspects of its manufacturing processes [8].

12.1.2.2 Regulation of Classic Vaccines and Biologicals

Well-managed programs of vaccination have brought about profound reductions in 
the impact of diseases in terms of morbidity and mortality in the majority of coun-
tries of the world. One major disease, smallpox, has been totally eradicated largely 
as a result of vaccination and another, poliomyelitis, is absent from large areas of 
the world and on target for eradication during the next few years, and the incidence 
of measles has been greatly reduced. Vaccines provide one of the most cost-effec-
tive public health interventions and are among the safest medicinal products [9] 
(Table 12.1-1).

These enormous achievements have been possible in part because inter nationally 
agreed principles and procedures are in place to secure high levels of safety, effi -
cacy, and quality of vaccines. Vaccines differ from therapeutic medicines fi rst 
because of the biological and thus inherently variable nature of the products them-
selves, the raw material used in their production, and the biological methods used 
to test them. Thus, special expertise and procedures are needed for their manufac-
ture, control, and regulation. The use of appropriate standard materials and refer-
ence preparations, whenever they exist, is fundamental to the standardization and 
control of vaccines [9].

Vaccines are unique in the fact that they are usually administered to very large 
numbers of healthy people, mostly infants, in national immunization programs. 
Thus, safety and quality are of high relevance. Although vaccines have a key role 
in preventive medicine, recent history of their use has shown a general high level 
of safety compared with their benefi t. In most cases, minor adverse reactions may 
occur, but these reactions do not challenge the risk-benefi t advantage of vaccina-



tion. A number of potential and theoretical risks are implicit in their use. They 
include, in particular, the presence of adventitious agents derived from the source 
materials or introduced during manufacture or, as is the case of live vaccines, the 
presence of virulent organisms caused by reversions of the vaccine virus or bacteria 
to its virulent form. In these cases, a possible risk to the community at large may 
exist in addition to the vaccinees [9].

A remarkable difference between vaccines and biologicals and other synthetic 
pharmaceutical drugs consists of the diffi culty of evaluating the activity for those 
biological products, and thus the differences among them in their control and regu-
lation. In general, for synthetic drugs and medicinal products, the active ingredient 
is totally defi ned and the activity can be evaluated by quantitative methods. They 
are synthesized in the laboratory in a precisely controlled way by a defi ned sequence 
of chemical reactions, and the nature of these molecules is such that, once they are 
made, their exact structure and composition can be determined by laboratory tests. 
Today, technology allows the modeling of small drug-receptor interactions that can 
be studied using computational chemistry (in silico) methods and extraction of 
valuable data and information from databases (bioinformatics). The modeled drug 
is then synthesized using combinatorial chemistry. The application of technologies 
such as X-ray crystallography and Nuclear Magnetic Resonance [8] are standard 
procedures for the 3D structural determinations and drug-receptor interactions.

For biologicals, the biological activity and its consequences must be evaluated 
in an integrated way before starting clinical trials. The complexity and challenge 
that regulators face with vaccines can be exemplifi ed with the case of combined 
vaccines, where different epitopes are being introduced in the human body, induc-
ing different responses to the regulatory mechanisms of the immune system, while 
not causing interference in the responses between them. New vaccines challenge 
regulators with the development of novel procedures for the proper evaluation of 
their effi cacy and safety.

It is important that the standardization and control of vaccines by the national 
regulatory authority and the manufacturer are continually reviewed and modifi ed 

TABLE 12.1-1. Classifi cation and Characteristics of Vaccines

• Classic vaccines: products of a whole or part (subunit) of a microorganism. They 
can be attenuated or inactivated vaccines, subunits, or toxoids products of the 
microorganism’s metabolism, for instance, Diphtheria-Tetanus-Pertussis (DTP), 
Measles–Mumps–Rubella (MMR), oral polio vaccine (OPV), inactivated polio 
vaccine (IPV), smallpox, rotavirus, and so on.

• Recombinant vaccines: obtained as products of gene modifi cation of different 
organisms (yeast or bacteria) with posterior purifi cation to get the immunogenic 
protein (example Hepatitis B vaccine).

• Synthetic vaccines: Part or the whole antigen is a product of chemical synthesis, 
proteic nature (peptides and oligopeptides), or carbohydrates (saccharides and 
oligosaccharides) (polyribosylribitol phosphate (PRP) synthetic antigen conjugated 
to tetanus toxoid).

• Combined vaccines: including different combination of classic, recombinant, or 
synthetic vaccines (DTP-HepB-Hib).

•  New approach of vaccines: DNA vaccines and plant-derived vaccines, under 
development but still not licensed.
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so as to refl ect the current state of science and technology incorporating an improved 
understanding of quality and safety issues. Regulatory authorities must thus be 
proactive and maintain an acute awareness of scientifi c developments in the vaccine 
fi eld [9].

12.1.2.3 Regulation of Biotechnology Products

Recombinant insulin was the fi rst biotechnology product, which emerged in 1982. 
Today, biopharmaceutical products have diverged to encompass not only recombi-
nant forms of natural proteins and biologicals derived from natural sources, includ-
ing recombinant plant-derived pharmaceutical proteins, but also monoclonal 
antibody (mAb)-based therapeutics. All these products require special consider-
ation from a regulatory point of view.

In the past, microbial and animal cell culture was the most common method of 
producing recombinant proteins. Currently, the interest is focusing increasingly on 
transgenic animals because of their apparent ability to produce complex proteins 
at a high volume and a low cost [6]. Many of these products are now in different 
phases of clinical trials, although some of them without encouraging results [10].

During 2002 and 2003, regulators in North America and Europe approved a 
total of 64 biopharmaceuticals for human use. These approved drugs included 
hormones, blood factors, thrombolytics, vaccines, interferons, monoclonal antibod-
ies, and therapeutic enzymes (not including new indications for products already 
approved) [11]. Data published by Walsh [11] suggest that during the past three 
years, over a quarter of all new drug approvals were biopharmaceuticals, taking 
into account that these numbers do not refl ect duplication for products with differ-
ent formulations and different commercial names for the same active ingredient. 
All of the new biopharmacuticals approved in United States in 2003 are protein-
based drugs (rather than nucleic acid-based drugs). According to estimates at that 
time, around 500 biopharmaceuticals were undergoing clinical trials [11].

To date, no gene therapy drug has gained marketing approval as a direct conse-
quence of the technical, manufacturing, and regulatory diffi culty that still beset 
this class of therapeutic compounds. Besides, it is important to consider that a bad 
reputation on these products exists as a consequence of reported incidents of 
adverse reactions after their use [11]. Monoclonal antibody therapeutics have been 
hit particularly hard regarding warnings mainly related to hypersensitivity or ana-
phylactic reactions or cytokine storms [12].

The major target indications of biopharmaceuticals currently undergoing clinical 
trials include cancer, cardiovascular, and infectious diseases, the major killers 
within the developed world. Although in excess of 30 nucleic acid-based drugs are 
currently being evaluated for gene therapy, vaccines, and other applications, the 
majority remain in the early stages of clinical development (phase I/II) [11].

Another kind of biotechnological product that is acquiring interest as a thera-
peutic agent is the biopharmaceuticals derived from plants. As a result of the 
limited production capacity of many pharmaceutical products, the production in 
plants represents an innovative tool that can expand the yields of active principles 
because the large volume of biomass that can be developed at the fi elds. An extra 
advantage is that these products are free of human diseases and mammalian viral 
vectors. In products derived from bacteria, the bacterial endotoxin content of the 



fi nal product has always been of concern, which is not an issue in products derived 
from plants.

To date, only proteins have been developed through genetically modifi ed plant, 
including mammalian antibodies, blood components, coagulation factors, vaccines 
(edible vaccines), hormones (insulin, somatotropin, and erythropoietin), various 
interferons, and other therapeutics agents such as enzymes and interleukins [13].

Monoclonal antibodies for therapeutic and diagnostic use seem to be the best 
potential successful products produced in plants, but they currently have not 
reached the marketplace. Tobacco plants are the most commonly used plant in 
these developments. Hepatitis B surface protein and rabies virus glycoprotein are 
examples of advances in edible vaccines.

In the production of biopharmaceuticals derived from genetically modifi ed 
plants, several steps are part of the process, and they commonly include:

• selection of host plant;
• selection of the gene expression system;
• location of gene expression within the plant (green matter, the seed, or other 

tissues);
• production of biomass; and
• implementation of purifi cation systems for the protein.

Several of these steps will require new and special regulatory developments. The 
products obtained from genetically modifi ed plants must be carefully studied by 
regulators focusing on some main issues such as the development of Good Manu-
facturing Practices appropriate for the use in the fi elds that can guarantee the 
consistency of production during the manufacturing process. Environmental issues 
also exist that must be taken into account. Potential effects on nontarget species 
such as butterfl ies, honeybees, and other wildlife at or near the growing sites are 
important to be considered [13]. The possible transgene escape through pollen or 
seed dispersal, the potential for recombinant molecules to enter the food chain [14], 
and the proper evaluation of the impact that the introduction of virus from plants 
into the human body can cause are issues that have to be resolved for the success 
of this modern biotechnology tool.

Table 12.1-2 summarizes some of the main differential issues regarding small 
molecules, biologicals, and biotechnological products.

12.1.3 MAIN REGULATORY AGENCIES

12.1.3.1 Food and Drug Administration (FDA)

FDA is recognized as the strongest regulatory agency in the world. Although the 
agency has limited its regulatory functions to products to be used in the United 
States, this agency has been the pioneer in the development of the regulation for 
drugs, including vaccines, blood products, and a lot of new biotechnology products 
emerging in the fi eld that are used worldwide by other regulatory agencies.

Since 1962, the key elements of product safety and effi cacy have not changed, 
although the agency’s level of participation, collaboration, and transparency has 
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TABLE 12.1-2. Major Differences that Impact the Regulation of Small Products versus 
Biologicals versus Biotech Products

Activity or issue Small molecules Biologicals Biotech products

Control of Generally purifi ed  Most of culture  Requirements for:
 starting   and well-  media for   Baseline data on
 materials  characterized   fermentation   the host and the
  chemicals  processes are  gene (vector) used
   not totally   for production;
   synthetic.   stability of the
  Use of animal-  host-vector
   derived additives   expression system
   (fetal calf serum)   under storage and
   is requested  recovery conditions 
Control of the In general, well- Great diversity of Great diversity of
 manufacturing  established   production and  production processes
 process  procedures are   purifi cation   depending on the
  available for   procedures,   host and gene
  synthesis and   depending on   used.
  purifi cation of   strain of origin.  Requirements for
  drugs and  Procedures developed   control at genetic,
  medicines  case by case  post-transcriptional, 
    post-translational 
    level or during 
    production and
    purifi cation
Quality control Well-established Diffi culties in the Similar to biologicals,
 tests  qualitative and  evaluation of   “in process” quality
  quantitative   biological activity.  control tests are
  control tests are  In many cases, “in  requested to
  available to   process” quality   ensure the safety
  measure the   control tests are   and effectiveness
  activity of   requested to   of the product.
  medicines and   ensure the safety  Need to show
  drugs.   and effectiveness   absence of
 Mainly required  of the fi nal product.  potentially
  for fi nal It is very important   hazardous
  product   that the correlation   contaminants
   of biological activity   mainly oncogenic
   with effi cacy is  DNA
   shown in clinical 
   trials.
  Need to show absence
   of potentially 
   hazardous 
   contaminants from 
   animal origin, cell 
   substrates, or
   additives



increased as demonstrated with review goal dates, meetings with industry, guidance 
documents, and public and private partnerships. Today, according to FDA esti-
mates, 10,510 approved drugs and more than 100,000 over-the-counter drugs are 
on the market [15].

As discussed by Ray and Stein [16], “the current regulatory process does not 
have systematic provisions for obtaining important data needed to guide clinical 
practice. Planned data collection happens almost exclusively during pre-marketing 
testing. The FDA approves medications on the basis of studies of limited duration 
that include relatively small numbers of patients who are often healthier than the 
target populations for the new drug. Although many important effects of a new 
medication almost certainly will be unknown at the time of licensing, there are no 
systematic provisions for post-marketing studies.”

This problem is common for regulatory agencies around the world. The lack of 
information presented by manufacturers regarding the safety during the use by 
populations at large, the identifi cation of the best indicators for effi cacy, and the 
differentiation that manufacturers try to obtain between products with the same 
active ingredient, frequently make the regulation function diffi cult to perform. In 
addition, in developing countries, the lack of expertise in the different areas of 
regulation, particularly on clinical trial evaluation and interpretation of statistical 
results, increases the high uncertainty of the regulatory agencies’ results.

12.1.3.2 European Medicines Agency (EMEA)

The European Medicines Agency (EMEA) is a decentralized body of the Euro-
pean Union created with the objective to harmonize regulatory activities in Europe. 
EMEA began its activities in 1995, when the European system for authorizing 
medicinal products was introduced, providing for a centralized and a mutual rec-
ognition procedure. Its main responsibility is the protection and promotion of 
public and animal health through the evaluation and supervision of medicines for 
human and veterinary use.

Before 1995, the legal framework in Europe for drugs was 25 independent 
national regulatory authorities and thus 25 parallel national review processes, with 
the same number of independent marketing authorizations. The consequence was 
poor resource utilization, divergent scientifi c opinions, and confusion by physi-
cians, nurses, and health workers in general when decisions had to be made. At the 
present time, EMEA coordinates the evaluation and supervision of medicinal 
products throughout the European Union. The Agency brings together the scien-
tifi c expertise of the 25 European Union Member States in a network of 42 national 
competent authorities. It cooperates closely with the international partners, rein-
forcing the European Union contribution to global harmonization [17].

At the beginning, the EMEA set up two procedures for product authorization 
in Europe, the centralized and decentralized procedures.

The centralized procedure is as follows [17]:

• submission of the marketing authorization application to EMEA;
• a unique evaluation is carried out through the Committee for Medicinal Prod-

ucts for Human Use (CHMP);
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• if the committee concludes that the product has proven its quality, safety, and 
effi cacy, it adopts a positive opinion; and

• the positive opinion is sent to the commission to be transformed into a single 
market authorization valid for the whole of the European Union.

The decentralized procedure establishes a mutual recognition between Member 
States. Briefl y, this procedure is based on:

• a marketing license application is submitted to one Member State;
• if the national regulatory authority concludes that the product has proven its 

quality, safety, and effi cacy, it grants a marketing authorization to the product; 
and

• the marketing authorization is extended to one or more additional Member 
States.

Today, EMEA uses both procedures, but is primarily involved in the cen tralized 
procedure [17]. The regulation 2309/93 has defi ned a mandatory centralized pro-
cedure for medicinal products developed by means of one of the following biotech-
nological processes: recombinant DNA, controlled expression of genes coding, 
hybridoma, and monoclonal antibody methods. In addition, after 2005, the regula-
tion establishes the mandatory centralized procedure for medicinal products con-
taining new active substances for AIDS, cancer, diabetes, and neurodegenerative 
diseases, including orphan designated medicinal products. The regulation still 
allows the mutual recognition procedure for generic centralized products or for 
medicinal products with a signifi cant therapeutic benefi t, products of scientifi c or 
technical innovation, or products answering the interest of patients or animal 
health at the community level.

The fact that more and more products are being included in the mandatory 
centralized procedure is indicative of a general reliance on this procedure more 
than on the mutual recognition procedure; it can also refl ect that not all national 
regulatory authorities have developed the same regulatory capabilities to authorize 
the marketing of new products for the whole European Community.

Although European countries have faced many challenges in the establishment 
of regulatory activities of the agency, mainly because the diverse confl icting priori-
ties between the Member States, the centralized procedure has generated harmo-
nization in the scientifi c opinion in Europe, getting one marketing authorization 
valid in the European Community, one common name, and, most important for 
the impact on health professionals and users (potentially 370 million), one common 
product information.

After 10 years of been established, EMEA is a good example of harmonization, 
with both centralized and mutual recognition procedures, that can be extrapolated 
to other regions of the world, mainly in the developing world where the few 
countries that have developed strong regulatory systems can share technical 
knowledge and expertise in the different areas of regulations with those countries 
in the corresponding regions with limited resources to the benefi t of the whole 
region.



12.1.3.3 International Committee for Harmonization (ICH)

The ICH is not a regulatory agency, it is a unique project that brings together the 
regulatory authorities of Europe, Japan, and the United States and experts from 
the pharmaceutical industry in the three regions to discuss scientifi c and technical 
aspects of product registration.

The purpose is to make recommendations on ways to achieve greater harmoni-
zation in the interpretation and application of technical guidelines and require-
ments for product registration to reduce or obviate the need to duplicate the 
testing carried out during the research and development of new medicines. 
The objective of such harmonization is a more economical use of human, animal, 
and material resources and the elimination of unnecessary delay in the global 
development and availability of new medicines while maintaining safeguards on 
quality, safety, and effi cacy and meeting regulatory obligations to protect public 
health. The guidelines established by ICH are followed by many countries around 
the world, sometimes as the only guide available to establish harmonized standards 
on quality, safety, and effi cacy for their products. However, its impact in classic 
vaccine regulation is limited, being more developed regarding biotechnological 
products.

Six founding members of ICH are directly involved in the decision-making 
process. They represent the regulatory bodies and the industry in the European 
Union, Japan, and the United States. They are the European Commission 
and the European Federation of Pharmaceutical Industries and Associations 
(EFPIA) in Europe; the Ministry of Health Labor and Welfare and the Japan 
Pharmaceutical Manufacturers Association (JPMA) in Japan; the FDA and 
the Pharmaceutical Research and Manufacturers of America (PhRMA); and a 
group of observers including WHO, The European Free Trade Area (EFTA rep-
resented at ICH by Swissmedic Switzerland), and Canada represented by Health 
Canada.

12.1.4 GLOBAL ROLE OF WHO IN DRUGS AND 
BIOLOGICALS REGULATION

Although WHO is not a regulatory agency, it provides guidelines for acceptability 
of products taking in consideration the specifi cations needed in regions where the 
regulatory institutions have not fully developed. With the responsibility to guaran-
tee the quality, safety, and effi cacy of products all around the world, WHO develops 
guidelines joining efforts from experts in the most diverse regions, getting a gen-
eralized opinion about the best way to establish technical guidelines. WHO pro-
vides relevant expertise ant technical assistance through such activities as guidelines 
development; workshops and training courses; coordination and promotion of 
anti-counterfeiting measures; prequalifi cation of medicines for priority diseases; 
pharmacovigilance for global medicine safety, regulatory, and other information 
exchange; and review of narcotic and psychotropic substances for scheduling within 
the 1961 Convention on Narcotic Drugs and the 1971 Convention on Psychotropic 
Substances.
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12.1.4.1 WHO Procedure for Assessing Drug Regulatory Authorities

As WHO establishes [9], the overall objective of a DRA is to ensure that medicinal 
products (pharmaceuticals, biologicals including vaccines, blood products, and 
other biologicals) are of acceptable quality, safety, and effi cacy and that they are 
manufactured and distributed in ways that ensure their quality until they reach the 
patient/consumer and their commercial promotion is accurate.

According to WHO [9], the main functions of a DRA are as follows:

• registration (licensing) of products,
• inspection and licensing of manufacturers,
• inspection and licensing of distributors,
• post-marketing surveillance, and
• regulation of claims that can be made for commercial promotion of products 

as well as authorization of clinical trials.

A DRA can be effective only if it has the following:

• a legal basis for all its functions in legislation and regulations,
• suffi cient human and fi nancial resources,
• access to appropriate scientifi c expertise, and
• access to a quality control laboratory.

Particularly for vaccines and biologicals, in comparison with medicines, because 
the inherent variability of these products caused by the biological nature of their 
starting materials, their manufacturing processes, and their test methods, WHO 
has identifi ed six essential regulatory functions to evaluate a regulatory system as 
effective [9]. These functions are as follows:

• a published set of clear requirements for licensing,
• surveillance of vaccine fi eld performance (safety and effi cacy),
• system of lot release,
• use of laboratory when needed,
• regular inspections of manufacturer for Good Manufacturing Practices com-

pliance, and
• evaluation of clinical performance in clinical trials.

An extra function not included in the six established by WHO must be considered 
during the evaluation of regulatory authority for vaccines. This function must 
include the distribution and vaccine’s shipment mechanisms; it must be able to 
guarantee the delivery of vaccines to all points of use with an acceptable level of 
quality.

Finally, research in the regulatory agencies, looking to have experts in each 
function updated in all relevant aspects involved in the regulation activities, is an 
aspect that must be considered during the implementation of regulatory systems in 
the countries.



The difference of the regulatory activities that WHO performs in comparison 
with the activities of other regulatory institutions is the impact that WHO guide-
lines, norms, and procedures have all over the world. The documents are developed 
looking for consensus with globally recognized experts. They are a refl ection of 
the activities that are being developed in the world, and it facilitates their 
implementation.

12.1.5 OTHER INITIATIVES FOR HARMONIZED REGULATION

The Pan American Network for Drug Regulatory Harmonization (PANDRHA) 
is an initiative to support the process of drug regulatory harmonization throughout 
the Americas, with the mission to promote drug regulatory harmonization for all 
aspects of quality, safety, and effi cacy of pharmaceutical products as a contribution 
to the quality of life and health care of the citizens of the member countries of the 
Americas. It includes the participation of all regulatory authorities in the region 
along with representatives of academia, industries, and other experts. The main 
forum for developing the PANDRHA activities is the Pan-American Conference 
on Drug Regulatory Harmonization, where there is also participation from other 
organizations such as the Caribbean Common Market (CARICOM), the Southern 
Countries Common Market (Mercado Comun del Sur, MERCOSUR), the North 
American Free Trade Agreement (NAFTA), and the Central American Integra-
tion System (Sistema de Integracion Centro Americano, SICA) and constitutes a 
way to disseminate the decision on drug regulatory harmonization of global initia-
tives such as the ICH. The network functions through working groups assigned to 
different areas including: good manufacturing practices, bioequivalence, good 
clinical practices, combat to drug counterfeiting, pharmacopoeia, drug classifi ca-
tion, medicinal plants, pharmacovigilance, good laboratory practices, vaccines, and 
drug registration.

Other initiatives around the world exist that are incorporating, among many 
objectives, the harmonization of drug regulation. Although not all of these orga-
nizations have been developed exclusively for regulation, such initiatives can be 
found in the Association of South-East Asian Nations (ASEAN) [18], Andean 
Community of Nations (CAN), the Collaboration Agreement of Drug Regulatory 
Authorities in European Union Associated Countries (CADREAC), the Euro-
pean Union, the Gulf Central Committee for Drug Registration (GCC-DR), the 
Southern Common Market (MERCOSUR), and the Southern African Develop-
ment Community (SADC).

12.1.6 FUTURE PERSPECTIVE OF REGULATION

Regulators must be prepared to face challenges resulting from the fast scientifi c, 
technological, and methodological development of drugs, biologicals, and biotech-
nological products. This effort will require that DRAs establish stronger alliances 
with the research community, universities, and academia in general so as to have 
available experts in all fi elds. Still, much remains to be done in the development of 
clinical trials with products derived from new technologies, mainly focusing on 
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those that target the immune system’s natural control mechanisms, including thera-
peutic monoclonal antibodies, interleukins, and some vaccine’s adjuvant, to avoid 
the recent disastrous example in Europe with the use of a monoclonal antibody 
[10].

Regulatory authorities have been receiving important pressure from industry to 
decrease approval times. Some agencies are trying to reduce approval times by 
making changes to the review system such as: improving communication and con-
sultation by applicants [19], which leads to better preparation of dossiers; elimi-
nating unnecessary administrative time loss; interacting with similar regulatory 
agencies; and increasing the number of employed reviewers with appropriate exper-
tise. The latter has impacted through the accumulation of experience, know-how, 
and profi ciency within the regulatory agency. However, it must be clear that from 
the point of view of society and improving public health, approval times alone are 
not the only goal. It is more critical to make the best decision to secure safety, 
effi cacy, and effectiveness of the new drugs.

At the same time, for product developers, the recommendation to integrate 
regulation in the very early stages of their research and development work exist. 
This strategy can contribute as a success factor instead of a bottleneck at the later 
stages of licensing and market authorization. Incorporating a regulatory perspec-
tive will have a positive effect on the cost and time frame of product development. 
Furthermore, having a good understanding of regulatory requirements will also 
assist the developer in identifying nonviable projects at an early stage, thus reducing 
the risk of the loss of investment.

Regulation of drugs must balance the extreme efforts to regulate and control 
the presence of adverse effects while trying to address health care needs of the 
population in general. New products are costly to develop and produce. To guar-
antee their safety, specifi cally for possible rare events associated to its use, the need 
of designing and conducting large clinical trials to show statistical signifi cance exist. 
This cost will be included in the product’s price. As a recent example, in the vaccine 
area, large clinical trials had to be conducted to demonstrate safety for two new 
rotavirus vaccines. Over 60,000 children were involved in trials for each vaccine. 
These regulatory requirements add not only onto the cost of development but also 
onto the timing for the products to access the markets.

Post-marketing surveillance activities follow programs based in passive collec-
tion of spontaneous reports for ensuring safety using voluntary reporting of adverse 
reactions from physicians and other health workers is a common practice in devel-
oped countries, in many cases without or with poor participation from the regula-
tory agencies. This procedure shows defi ciencies such as underreporting, diffi culty 
in calculating rates because incomplete numerator data along with unreliable 
denominators, and limited ability to establish cause and effect [20, 21].

Recent withdrawals from the market of high-profi le drugs are more often being 
carried out by the manufacturer who proceeds to withdraw the product before the 
regulatory agency does so, in principle to protect the public from further harm, 
but, at the same time, the manufacturer avoids the drastic consequences of penal-
ties that the law establishes if the recall is done by the regulatory agency. Although 
much has been done to strengthen quality and safety during the development and 
production processes, post-marketing surveillance involvement by the regulatory 
authorities is still a pending issue.
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The strongest regulatory agencies are still looking for reforms on drug regulation 
[16, 22] focused to improve the current regulatory process. Modifi cations proposed 
for the regulation in developed countries generally are focused on solving the par-
ticular problems in terms of the country or region that is involved, and, in general, 
are not applicable to regulation in developing countries. To be able to address the 
enormous challenges faced by regulation of new products, regulatory agencies in 
developing countries will have to urgently strengthen their networks and establish 
new harmonized regulatory and methodological procedures.
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12.2.1 INTRODUCTION

Intellectual property laws and regulations govern the creation, use, and exploitation 
of intellectual activity in the industrial, scientifi c, literary, or artistic fi elds within 
national boundaries [1, 2]. They establish property protection over intangible items 
such as inventions, signs, and information. In theory, intellectual property protec-
tion provides incentives for the production and distribution of new knowledge that 
may benefi t society by establishing a mechanism for the creator of that knowledge 
to obtain compensation for the use of protected works.

Intellectual property laws and regulations are designed to manage the compet-
ing interests of those who produce new knowledge, those who want to make use of 
new knowledge, and those who want simply to buy the products and services made 
through the use of new knowledge. It is becoming increasingly diffi cult to balance 
these competing desires in light of rapid advances in fi elds such as biotechnology 
and information technology. More broadly, designing sets of laws and regulations, 
along with the governmental institutions and practices that administer them in 
keeping with business practices and public interests, is becoming increasingly dif-
fi cult, which is especially so given the lack of empirical data on how the entire 
intellectual property system works for innovation in emerging technological fi elds 
[3, 4]. The central issue is the appropriate balance to be struck between setting 
intellectual property rights that encourage and reward innovators while still per-
mitting affordable and ready access to the public and other users. The latter concern 
is paramount in the context of health biotechnology.

This chapter provides an overview of intellectual property rights available for 
biotechnological innovation and the national and international laws and regulations 
governing those rights. The focus is on patent rights, the most widely sought intel-
lectual property right in the fi eld of biotechnology. We compare the national patent 
laws of the United States, Europe, Japan, and Canada.

Unfortunately, most patent laws and regulations were designed for inanimate 
matter. Signifi cant diffi culties develop in the application of arcane laws to techno-
logical innovation involving biological material, especially self-replicating life 
forms. Patent rights have become a fl ash point for many of the social and ethical 
concerns that derive in the context of biotechnology. Although the controversy 
centers on patenting of biotechnological innovation, the underlying concern is 
the increasing commercialization of biotechnological research. We conclude with 
widely raised policy reforms designed to address issues of balance, access, and 
public support for research and innovation in health biotechnology.

12.2.2 OVERVIEW OF INTELLECTUAL PROPERTY RIGHTS 
FOR BIOTECHNOLOGY

12.2.2.1 Patents

Patents, the focus of this chapter, are the most prevalent form of intellectual prop-
erty right (IPR) sought for biotechnological innovation [5]. Patent rights are nega-



tive rights because they confer upon the holder the right to prevent others from 
selling, using, importing, and making the invention for a set period of time [6–8]. 
In effect, patent rights grant a holder exclusive control over an invention—a monop-
oly right. This broad exclusionary right is an important and valuable tool for indus-
try as it can translate into the ability to limit entry by others into a market sector 
and to set the market price for an invention.

Patent rights may be granted over several aspects of an invention including the 
product itself and the process to manufacture the product. Several formal steps 
exist that must be completed to obtain a patent. The two most important are: (1) 
submission of a patent application, drafted to meet legislated format and content 
requirements; and (2) a successful review of the patent application by a national 
patent offi ce based on the patent criteria. The most crucial aspect of the patent 
application is the claims; only those elements of the invention included in the claims 
will be granted patent protection. Nonclaimed elements will not be granted patent 
protection [9, 10]. The patent criteria, with some variation between national patent 
systems, are that the invention be new, useful, and involve an inventive step. An 
invention that fails to meet any of the criteria, or any other requirements set out 
in national patent laws, will not be granted a patent.

As patent rights are national in scope, inventors who want to secure patent rights 
in more than one nation must submit a patent application and comply with the 
patent legislation in each country individually. Patent rights granted by one country 
will not be respected in any other country. For example, if an inventor is granted 
a patent in the United States but fails to seek patent protection in Canada, the 
inventor’s patent rights will end at the U.S./Canadian border and Canadians will 
be free to make use of the invention. Moreover, if an inventor is granted a fi rst 
patent in the United States and a second patent in Canada for the same invention, 
the U.S. legislation will govern the use of the patent rights granted in the United 
States and the Canadian legislation will govern the use of the patent rights granted 
in Canada. Generally, no overlap of patent legislation exists between nations.

The modern version of patent rights has evolved and changed signifi cantly from 
its historical role. For example, in Europe, patents were originally granted as letters 
patent, which were intended to reward inventors for their industrial activities. The 
original letters patent were different from today’s patents in that they granted 
privileges rather than property rights. The sovereign had the right to grant a privi-
lege to an inventor, and in so doing, encourage the development of new industries 
within a nation [11]. Letters patent were not necessarily granted for inventions that 
were absolutely new but for those that were newly introduced to the nation [11]. 
Copying a foreign invention and introducing it to a new country was an entirely 
permissible and desired outcome. For example, a patent was granted in France by 
the French crown “for glassware according to the manner of Venice” [11], although 
it was common knowledge that the glassware technique was not novel but was 
previously practiced in Venice. The fact that it was new to France was suffi cient to 
garner a patent right.

The modern patent system is largely a creation of the nineteenth century and is 
popularly understood to respond to the argument that inventors have a natural, 
inherent property right in their inventions that the state has an obligation to protect 
[11]. This argument is directly related to the realization that innovation can repre-
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sent signifi cant commercial value. Accordingly, the state agrees to protect the 
inventor’s natural property right in an innovation, but considers public benefi t by 
requiring the inventor to disclose publicly the details of the invention. Disclosure 
allows for the generation and circulation of technical information, which is known 
as the “information function” of the patent system [2].

The second main justifi cation for patents is that they provide an incentive for 
the production of new innovation and improvements on old innovations. The key 
incentive is the 20-year patent term. The establishment of 20 years as a fi rm and 
unbending time period during which inventions may be exploited solely by the 
inventor has many benefi ts. In particular, it offers certainty in the length of the 
right, a major factor in attracting investment for research and development.

Modern patent legislation, which emerged in the United States and the United 
Kingdom in the 1970s, formalized the information function of patent law. It requires 
an inventor to describe the invention in such a way that it can be put into practice 
by a person skilled in the art. Modern-day patent law also rationalizes the proce-
dural component of patent examination by establishing set criteria that must be 
met for an invention to merit a grant of patent rights [11]. The outcome of these 
changes is that skilled examiners are now required to evaluate whether a patent 
application is complete and ultimately whether an invention is patentable.

12.2.2.2 Other Intellectual Property Rights

A number of other forms of IPRs, besides patent rights, may also apply to protect 
elements of biotechnological innovations. Here, we present a brief overview of 
these IPRs, which include trade secret, plant breeders’ rights, copyright, database 
rights, and trade mark.

Trade Secret. Trade secret grants a right over information that is treated as 
confi dential by a corporation or other organization. The right translates into the 
ability to sue for a breach of confi dentiality if someone, for example, a key employee, 
discloses confi dential information to a competitor. The wronged party is entitled 
to a remedy usually in the form of monetary compensation for the harm caused by 
the wrongful disclosure of the secret information.

Trade secret provides a necessary supplement to other IPRs because it can be 
used to protect technical information and know how during research, development, 
and testing stages of a biotechnology project. Unlike other IPRs, trade secret is 
rarely rooted in statute, but is usually established by the collective history of judg-
ments from litigated cases known as jurisprudence [12, 13].

Trade secret protection is acknowledged when information is treated as confi -
dential, which usually means those to whom it is properly disclosed realize that it 
is secret and agree to protect the confi dentiality of the information. In many cases, 
companies establish secrecy through the use of confi dentiality agreements with 
employees and other customers or partners. As the right relies on absolute secrecy, 
trade secret protection is fragile; the right can be lost immediately upon nonconfi -
dential disclosure of the secret information. Companies therefore usually opt to 
seek patent protection once a product is introduced to the market and only rely on 
trade secret during the research and development stages. It is particularly true for 



innovations that can be easily reversed-engineered. Such inventions cannot be 
adequately protected by way of trade secret because they are subject to copying.

However, in some cases, trade secret protection may constitute a competitive 
advantage by sustaining marketplace confi dentiality [14]. If the technical details 
of an innovation remain secret, it is often diffi cult for competitors to recreate a 
product, invent around it, or improve on it, especially if the innovation is complex. 
These latter types of activities are commonly known as competitor piggy-backing. 
If adequate confi dentiality measures are put in place and enforced, trade secret can 
be an effective method of protecting information from the public and securing a 
market sector monopoly [15].

Plant Breeders’ Rights. Generally, plant breeders’ rights are granted to a person 
who breeds a new plant variety and for this reason are helpful tools for many 
biotechnology projects. Like patents, plant breeders’ rights require a formal ap-
plication and review process, which is undertaken nationally. The strength of plant 
breeders’ rights varies greatly between nations. The rights granted may extend to 
the plant, as in the United States where plant rights are a subset of the patent 
system, or may only include the propagating material and not the plant, as set out 
by Canadian legislation. It is argued that strong plant breeders’ rights negatively 
affect farmers because plant breeders may exercise their right to limit the subsequent 
uses of their plants. For example, a farmer who grows a crop from protected seeds 
may be prevented from saving the seeds from that crop for the purpose of cultivating 
a subsequent crop [16, 17]. Concerns over farmers’ rights vary globally resulting in 
an international collection of plant breeders’ rights statutes that are inconsistent in 
strength and scope.

Copyright. Copyright regulates the creation and use of a range of original works 
such as books, songs, fi lms, and computer programs. Copyright protects the 
expression of an idea, not the idea itself. Thus, it protects the work that is produced 
but, unlike a patent, cannot prevent the making, use, or sale of an identical work by 
an independent originator [18]. Copyright differs from patent and trade mark in 
another important way—it arises automatically and confers upon the owner the 
right to prohibit copying or performance of a work. For example, a researcher has a 
copyright in the scientifi c papers they seek to publish, although he or she generally 
transfers or assigns those rights to the journal before publication. Copyright is 
granted by national statutes for the lifetime of the author plus anywhere from 50 to 
70 years after the death of the author, depending on the country. However, because 
of international treaties, the national foundation of copyright law is less oppressive 
than for patent rights. Copyright can cross borders—a work created in the United 
States will be acknowledged as a copyright protected work in Canada as well [19]. 
Copyright is of limited use for the products and processes of biotechnology, even in 
the area of collections of biological data, gene sequences, and plants.

Database & Material Deposit Rights. One emerging area of biotechnology that 
is testing the limits of intellectual property regimes is the production of academic 
data collections, especially biological and genetic data linked to long-term health 
of the individuals who provided the data. Such databases require substantial 
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intellectual investment. Traditional IPRs, however, such as patents and copyright, 
do not protect mere collections of data. Indeed, the prevailing thought in legal 
discourse over IPRs and data is that data per se should not be protected based on 
the public nature of many large data collection efforts [20]. However, there may be 
need for some form of property right to prevent misappropriation and misuse of 
data. One such model exists, namely the European Database Directive, which was 
introduced in 1996 by the European Union. The directive vests an exclusive right 
in the producer of a database to grant permission to extract and reuse the contents 
of the database [11]. The debate about the appropriateness of database rights in 
the context of biological data is ongoing [20].

It should be noted that some national patent laws require the deposit of biologi-
cal and genetic materials to supplement the disclosure of an invention. Materials 
are submitted to authorized depositaries that eventually fi nd themselves in posses-
sion of a collection of biological samples. Biological material depositaries are 
governed at the international level by the Budapest Treaty on the International 
Recognition of the Deposit of Microorganisms for the Purpose of Patent [21], as 
established in 1977 (discussed in more detail below). The treaty and national patent 
rules cooperatively establish authorized depositories and sets rules for the deposit 
as well as the availability to the public of the material.

Trade Mark. National trade mark legislation grants protection for certain words or 
symbols, usually trade names such as Microsoft or pictures such as the Nike swoosh, 
when the words or symbols are used in connection with specifi c marketplace goods 
or services [2]. Trade mark holders are granted the right to prevent others from 
using the protected words or symbols to represent the same or similar goods or 
services. Generally, trade marks must be registered at a national offi ce to be 
effective, although some jurisdictions acknowledge that a right can be established 
through consistent long-term use.

12.2.3 BIOTECHNOLOGY PATENTS, PUBLIC POLICY, PUBLIC 
OPINION, AND MORALITY

The patent system is traditionally viewed as a tool for promoting economic goals 
[22]. It is understood to work by encouraging the advancement of new industries, 
research and development, or innovation. In contrast, noneconomic factors such as 
health, human rights, environment, or ethics have historically been viewed as 
extrinsic to the activities regulated by the patent system or as undesirable side 
effects that require mitigation. Accordingly, patent law has been largely uncon-
cerned with moral arguments. A few notable exceptions exist including medical 
treatments and inventions designed for purely criminal applications.

With the advent of the patenting of the products and processes of biotechnology, 
moral arguments have entered the patent arena with more force than ever, espe-
cially in Europe [23]. Indeed, the commercialization and patenting of biotechno-
logical innovation has become a focal point for opposition to biotechnology per se.
The core objection is that some applications of biotechnology, such as the genetic 
manipulation of higher organisms or embryonic stem cell research, are in them-



selves wrong because they are against God, nature, or human dignity. The patent-
ing of human genes also draws special criticism as establishing property rights over 
the common heritage of humankind.

Intuitively, biotechnological inventions do not fi t neatly into the customary 
model of patentable subject matter because the original law was developed for 
mechanical inventions. Two reasons why the patent system is not necessarily a neat 
fi t with biological matter are the ability of living organisms to self-replicate, which 
has signifi cant implications for the exclusive rights patents grant over the use and 
manufacture of a product, and because many biological products, such as genes, 
may be seen more as discoveries than as new inventions. But, despite the ill fi t, 
patents have been issued over life forms since the mid-1800s and biological inven-
tions have been patented since the 1970s [5]. That said, some forms of biotechnol-
ogy remain unpatentable; for example, genes and gene fragments are not patentable 
in their natural state, but only in isolated form.

In the fi eld of biotechnology, policy makers must achieve a delicate balance 
between the advancement of research and biomedical innovation and the many 
social, legal, and ethical challenges raised by this fi eld of science. The latter, coupled 
with the fast pace of advances in biomedical research, makes it essential that there 
be an ongoing public review accompanied by appropriate legislative and regulatory 
responses [23]. Unfortunately, legislative and regulatory responses generally lag 
behind research and corresponding moral and ethical dilemmas. It is therefore 
necessary to keep law making and regulatory processes fl exible and responsive to 
scientifi c advances, including those in the realm of IPRs.

There is considerable debate about the appropriateness of using the patent 
system to regulate innovation on the basis of public morality [3]. Those opposed 
state that the patent system is ethically neutral, concerning itself only with the 
technical requirements for patentability spelled out in national laws and infl uenced 
by international standards. Historically, patents are concerned primarily with eco-
nomics and innovation while other regulatory mechanisms are both more fl exible 
and better at optimizing health, safety, and environmental outcomes. However, 
others argue that the balance has shifted too far toward granting property rights 
over biotechnological innovation at the expense of the benefi cial social outcomes 
of information diffusion and access to new innovation [3]. Globally, opposition to 
the patenting of living organisms, genes, and gene fragments may be viewed as 
broad opposition to the commercialization or commodifi cation of biological matter 
[24]. Public unease may be augmented by distorted media reporting of sensitive 
issues, or these reports may merely refl ect public perceptions. Either way, such 
reports may lead to a general public mistrust of government regulators and 
politicians [25].

Although such concerns may seem unfounded, it is not wise simply to discard 
public sentiment that opposes biotechnology. It is overly simplistic to state that 
public opinion, particularly public concern, is based on a combination of ignorance 
and misinformation. Proponents of genetic technologies and products use this argu-
ment to delegitimize public opposition. Media sensationalism is “blamed for ampli-
fying and exploiting that public ignorance” [26]. Indeed, public opinion does not 
necessarily show a correlation between a level of education and support for bio-
technology but depends, instead, on the segment of the public and on the specifi c 
genetic technology or product [25].
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On the whole, polling studies have shown that the public is largely supportive of 
biomedical research [27], especially when that research is perceived to be indepen-
dent of industry and conducted at publicly funded research institutions [24, 28]. 
Public support for agricultural biotechnology, on the other hand, is lower, espe-
cially in Europe, partly because the public has not been convinced of the utility of 
the applications of agricultural biotechnology, which translates into a higher level 
of risk tolerance by the public for health biotechnology. That said, the scientifi c 
community must be willing to accept that some research avenues are simply not 
acceptable to the majority of the public, and should potentially be reconsidered. 
Rather than blaming the media and other information conduits that are generally 
presenting a pro-science position, especially in the biomedical research, scientists 
need to demonstrate the utility of their research along with a fair assessment of the 
risk [29, 30].

In a democratic society, it is important to maintain public trust and confi dence 
because the lay public can exert substantial infl uence on their public representatives 
who in turn fund or regulate scientifi c research and the use of science-based tech-
nologies [27]. One substantial set of studies estimates that public opinion, as mea-
sured by polling, becomes functioning law about two-thirds of the time [31]. Public 
representatives may also ban or criminalize scientifi c research that is perceived as 
immoral, dangerous, or unjust. Indeed, such steps have been taken in Canada with 
the recent enactment of the Assisted Human Reproduction Act, which has crimi-
nalized a range of research endeavors such as human cloning, somatic cell nuclear 
transfer, and germ-line alteration [32].

One factor that may signifi cantly infl uence public opinion and public support for 
health biotechnology is the increasing trend toward commercialization of publicly 
funded research. Many major public funding agencies and research institutions, 
including publicly funded universities, now set commercialization of research activ-
ities as an explicit goal. Indeed, the rise of modern biotechnology is often explained 
by two events: First, the United States Supreme Court allowed the fi rst patent of a 
genetically modifi ed bacterium in 1980 [33], giving industry an incentive to invest 
and engage in biotechnological research; and second, the United States Congress 
passed the Bayh–Dole Act in 1980, providing universities with the right to obtain 
patents in the results of federally funded research and encouraging universities to 
transfer technology to industry. The success of technology transfer between uni-
versities and industry is measured by the annual survey of the Association of Uni-
versity Technology Managers [34].

However, evidence exists that the public is becoming increasingly suspicious of 
the ties between industry and researchers, at a time when academic biomedical 
research receives unprecedented levels of funding from industry and research 
institutions are increasingly focused on policies aimed at commercialization [35–
38]. Survey data show that a perceived connection with commercial forces has an 
adverse impact on the perceived credibility of researchers. If there is a perception 
that funding comes from less independent sources, credibility deteriorates. For 
example, one recent survey of the Canadian and U.S. public on biotechnology 
issues found that publicly funded university researchers are highly trusted and 
credible. Only the World Health Organization (WHO) and peer-reviewed scientifi c 
journals were rated higher. In contrast, scientists working for biotechnology com-



panies and university researchers funded by industry were not considered credible 
[39]. A 2000 focus group study done on behalf of the Canadian government came 
to a similar conclusion, fi nding that “many people say university scientists are much 
more credible than other scientists because it is assumed they are free from funding 
pressures and therefore more ‘independent’ ” [40].

Some of the most highly publicized controversies in science policy have been a 
direct result of the growing ties between biomedical science and commerce. For 
example, in the United States, the death of Jesse Gelsinger raised concerns about 
whether fi nancial considerations had had an inappropriate impact on the running 
of the gene therapy research trial [41]. Other concerns about commercialization 
are directly related to the patenting process, the Myriad Genetics controversy being 
the most obvious. As described by Professor Caulfi eld, “the decision by Myriad, a 
Utah based company, to enforce its patents over the BRCA1/2 genes was, arguably, 
the most signifi cant recent catalyst of national policy-making activity, media cover-
age, and public outrage on the topic of gene patents. In 2001, the company sent a 
‘cease-and-desist’ letter to most Canadian provinces that used the test as part of 
the publicly funded health care system. The case was viewed, rightly or not, as a 
harbinger of the policy challenges created by gene patents” [42].

Other high-profi le biotechnology patent stories exist, such as Harvard College’s 
attempts to patent a mouse, genetically modifi ed to be susceptible to cancer, known 
as the “onco-mouse.” A patent was granted both for the method of making the 
mouse and the mouse itself by the United States Patent and Trademark Offi ce 
(USPTO) in 1989, but the application for the mouse patent was initially rejected 
by the European Patent Offi ce (EPO). Unlike the United States, Europe allows 
for the rejection of patents considered to be contrary to public morality or the ordre 
public. The patent was eventually granted, but the EPO developed a statement on 
the patenting of transgenic animals. The analysis developed by the EPO requires 
an evaluation of the risks, including moral risks, and benefi ts of a new technology, 
with the recognition that every new technology is accompanied by some risk. In 
the case of the onco-mouse, the benefi ts to humankind of the mouse model for 
cancer research outweighed the public morality concerns about protecting the 
environment and the suffering of the experimental animals. The risks were further 
allayed by the lack of research alternatives to mouse models and the additional 
effi ciency of using the onco-mouse in reducing the number of mice required for 
experimentation. The primary importance of this analysis is that biotechnology is 
to be treated the same as any other new technology in evaluating risks and benefi ts, 
and genetically modifi ed organisms are not excluded out of hand from patentability 
on the basis of immorality.

The Canadian courts have taken a different stance on the patentability of higher 
life forms in a number of high-profi le cases. In Harvard College v. Canada (Com-
missioner of Patents), the Supreme Court of Canada (SCC), in a slim majority, 
concluded that the onco-mouse was not patentable subject matter under Canadian 
patent law. The SCC held that the drafters of the Patent Act had not intended 
higher life forms to fi t within the defi nition of patentable subject matter [43]. To 
confuse the issue further, the patentability of higher life forms was addressed again 
only two years later in the 2004 case of Monsanto Canada Inc. v. Schmeiser [44]. 
In that case, a farmer had grown a crop of Monsanto’s genetically modifi ed canola 
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without authorization from Monsanto. In its patent, Monsanto had claimed all 
products and processes related to the genetically modifi ed canola except for the 
canola plant itself, because higher life forms are not patentable in Canada. The 
SCC did not explicitly overturn its decision that higher life forms are not patentable, 
but ruled that if a nonclaimed element, in this case the canola plant, is determined 
to have an “important role in production,” then patent protection will extend to 
that element as well as the claimed elements [44]. In other words, having a patent 
over a gene inserted into a higher life form grants patent protection over the higher 
life form as a whole, even though technically the higher life form cannot be claimed 
as an invention in Canada.

The effect of the decision was to grant patent protection to a nonpatentable plant 
(a higher life form) because its bioengineered cells are patentable [44]. In applica-
tion, this doctrine means that patent scope can be understood to cover both the 
claimed invention as well as any broader structure that encapsulates or incorpo-
rates the invention [44]. These Canadian decisions have been referred to as “the 
most signifi cant decisions in the area of biotech patent law anywhere in the world,” 
and the esteem attributed to them makes their inconsistencies that much more 
disconcerting [45].

These examples in Canada and Europe have generated a high degree of public 
and policy-making interest. Indeed, in these regions, a high level of public discom-
fort exists with the patenting of higher life forms and human genes, which is aug-
mented by the morally contentious nature of much biotechnology research, for 
example, the ongoing debates about embryonic stem cell research. In controversial 
areas, public trust is fragile. Professor Caulfi eld summarizes the dilemma as follows: 
“The public may be setting aside moral concerns based on the belief that the 
research is being done in the public’s interest. If the public comes to believe that 
commercial interests are dominating the research process, trust could easily be lost. 
And, it should not be forgotten that many in the public are already suspicious of 
the motivations behind biotechnology innovation” [42].

In addition, numerous other policy challenges exist that stem back to the social 
benefi t side of the patent bargain. Signifi cant concerns exist that a commercializa-
tion agenda for biomedical research will skew the research agenda away from basic 
research and that new biotechnological innovations will drive up the cost of health 
care in publicly funded systems, such as Europe and Canada, and increase the dis-
parity between patients or regions that can afford new technologies and those who 
cannot. These concerns may partially be addressed by a well-formulated and well-
balanced patent system and government regulation.

12.2.4 INTERNATIONAL INITIATIVES

As a result of the national scope of many intellectual property laws, problems 
sometimes develop where inventions, such as biopharmaceuticals, are traded inter-
nationally. International trade can bring divergent national legislation into confl ict. 
Countries that are net exporters of innovations protected by IPRs, such as the 
United States, the European Union, and Japan, advocate strongly in the interna-
tional arena for the strengthening of national intellectual property laws and inter-
national harmonization of these laws [46]. Although international harmonization 



has not been achieved, intercountry trade has lead to a number of international 
initiatives that signifi cantly impact the intersection between IPRs and biotechno-
logical innovation.

Here, we review the main international treaties relating to either IPRs or bio-
technology and the institutions that administer them. The treaties range from 
attempts to coordinate the fi ling of patents at an international level to guidelines 
for the sharing of benefi ts derived from biologic resources. Depending on the form 
of a biotechnological innovation, several of these treaties may be applicable to a 
single invention. Thus, simultaneous compliance with several treaties may be 
required. As the treaties have not been drafted to refl ect and consider each other, 
but do in some instances overlap, compliance can be diffi cult in some areas of bio-
technological research and commercialization.

12.2.4.1 The World Trade Organization (WTO)

The function of the WTO, to establish trade standards at an international level, is 
particularly important in today’s era of globalization. The WTO engages in “analy-
sis and debate about the relationship between international trade and investment, 
and its implications for economic growth and development” [47]. It promotes trade 
and eliminates ineffi ciencies [47] by imposing obligations on members to accept 
common rules and arbitration methods. The WTO addresses trade issues in a 
number of different categories, one of which is the protection of IPRs and trade.

The WTO membership includes countries at varying levels of development, and 
from divergent political and legal systems, which are differentially impacted by 
globalization. This breadth of input lends credibility to both the organization and 
the standards created by WTO membership [48]. Despite criticism, the member-
ship of the WTO causes its principles to be adopted widely around the world.

Trade-Related Aspects of Intellectual Property Rights (TRIPs). TRIPs, the 
most infl uential multilateral agreement on IPRs, was created by the WTO at its 
1986–1994 Uruguay Round of negotiations [49]. TRIPs regulates trade exchanges 
through uniform transnational rules and encompasses issues related to biotechnology 
within its framework. The TRIPs negotiations were instigated by the realization in 
the 1970s of the negative effect of counterfeiting of trade-marked products on 
international trade [50]. Although there was opposition to the WTO assuming a 
role in global intellectual property issues, a move that was thought to usurp the 
authority of the World Intellectual Property Organization (WIPO), a General 
Agreement on Tariffs and Trade decision of January 28, 1987 established guidelines 
for the negotiation process that eventually produced TRIPs [50].

The offi cial goal of TRIPs is to “reduce distortions and impediments to inter-
national trade” posed by divergent national IPRs [49]. It presents a common 
minimum standard of IPRs for the adoption within national intellectual property 
laws of each WTO member country. The common standards are enforced by the 
WTO, which adjudicates disagreements between nations [50]. Each WTO member 
country retains the right to legislate more stringent IPR regimes [50].

TRIPs sets standards for many forms of IPRs—copyright, plant breeders’ rights, 
and trade marks—but the provisions relevant to patent rights are particularly 
signifi cant for biotechnological innovations. To be eligible for patent protection, 
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TRIPs requires an invention to be new, to have an industrial application, and to 
have an inventive step [49]. Inventions that meet these criteria are protected against 
use, offer for sale, and sale and importation by anyone who is not the rights-holder 
for a minimum term of 20 years [49]. Moreover, TRIPs requires nations to grant 
patent rights for all fi elds of technology without discrimination and for both inven-
tive products and processes [49].

Despite the harmonizing nature of TRIPs, a number of controversies have 
developed over the implementation of provisions related to biotechnological inno-
vation and higher life forms. Article 27.3(b) states that “plants and animals other 
than microorganisms, and essentially biological processes for the production of 
plants or animals other than non-biological and microbiological processes” may be 
excluded from patent protection. However, plant varieties must be protected within 
national legislation through patents, sui generis protection, or a combination of 
both. Patents are well understood and sui generis protection is commonly provided 
as plant variety protection or plant breeders’ rights legislation, compliant with 
UPOV, discussed below. The correct blend of these methods of protection has been 
subject to varying interpretations, particularly in the fi eld of biotechnological 
invention. The issue of integrating the protection of traditional knowledge about 
genetic resources and benefi t sharing with traditional knowledge holders and plant 
variety protection is particularly controversial.

Another controversial aspect of TRIPs is the compulsory licensing provisions 
in Article 31, which allow a government to override the rights to exclusive use and 
manufacture of a product or process granted by a patent. National IPR regimes 
may allow for compulsory licensing under limited circumstances. Conditions for 
granting a compulsory license include a national emergency and public noncom-
mercial use for public health, national defense, or environmental protection. The 
provisions of a compulsory license may likewise be limited by national IPR laws. 
For example, negotiations with the holder of patent rights must start before the 
granting of a license, the scope and duration of the license must be limited, the 
rights holder must be compensated, and the license must be nonexclusive. However, 
these strictures have not quelled the debate, which is fueled by the characterization 
of the compulsory license issue as a struggle between developed nations, who 
support very limited compulsory licensing, and developing nations, who are inter-
ested in the extension of broad compulsory licensing rights to combat public health 
crises such as the HIV/AIDS pandemic [50].

TRIPs does address some concerns specifi c to developing countries. Article 66 
exempts developing countries from compliance with most provisions of TRIPs for 
a term of 10 years because of “their economic, fi nancial, and administrative con-
straints, and their need for fl exibility to create a viable technological base” [49]. A 
further extension may be granted on request. Moreover, TRIPs admonishes devel-
oped nations to engage in technology transfer initiatives with less-developed coun-
tries to facilitate the establishment of a sound and viable technological base in 
those countries [49].

TRIPs also establishes minimum standards and defi nitions for undisclosed 
information or trade secrets.

Sanitary and Phytosanitary Agreement (SPS). The SPS is a multilateral 
mechanism formulated to protect human, animal, and plant health in WTO member 



countries. The SPS details how governments can apply food safety and animal 
and plant health measures. These measures are based on standards articulated by 
a number of international organizations including the food safety standards 
formulated by Codex Alimentarius Commission, the animal health and disease 
control measures drafted by the International Offi ce of Epizootics, and the steps 
for plant quarantine and phytosanitary certifi cate regulation articulated by the 
International Plant Protection Convention. SPS measures are based on a risk 
assessment—risks should be evaluated and the measures adopted should be 
commensurate with the risk. The SPS recognizes the sovereignty of nations and 
acknowledges that a country may maintain measures that are stricter than the SPS 
measures. Each nation has a right to determine its appropriate level of risk. Set 
standards will only be questioned if they result in discrimination or a disguised 
restriction on trade [51].

12.2.4.2 World Intellectual Property Offi ce (WIPO)

WIPO is a specialized agency of the United Nations (UN) system of organizations, 
with a mandate to administer intellectual property matters recognized by the 
member states of the UN [52]. It administers 23 treaties and various programs that 
aim to harmonize national intellectual property legislation and procedures, provide 
services for international applications for industrial property rights, exchange intel-
lectual property information, provide legal and technical assistance to developing 
and other countries, facilitate the resolution of private intellectual property dis-
putes, and marshal information technology as a tool for storing, accessing, and 
using valuable intellectual property information.

Patent Cooperation Treaty (PCT). The Patent Cooperation Treaty (PCT) makes 
it possible to reserve the right to seek patent protection for an invention 
simultaneously in each of a large number of countries by fi ling an “international” 
patent application [53]. Such an application may be fi led by anyone who is a 
national or resident of a contracting state. It may be fi led in the applicant’s national 
or regional patent offi ce. Copies of a fi led application are then forwarded to the 
International Bureau and an International Search Authority for processing and 
review.

The aim of the PCT system is to consolidate and streamline patenting proce-
dures. A PCT application reserves the right to fi le patent applications in all of the 
member states at a future date. It gives the applicant more time to submit patent 
applications to national offi ces than is allotted under national patent systems. This 
additional period of time (up to 42 months depending on the residence of the 
applicant and whether a priority fi ling has been made) gives an applicant more time 
to decide where to continue with national patent applications. The PCT process 
also provides the applicant with valuable information about the potential patent-
ability of the invention through an international search report and the optional 
international preliminary examination report.

The PCT system is expanding rapidly: the number of member states, including 
many European countries, Japan, and Canada, has more than doubled in the last 
eight years, to 125, and the number of international applications has grown from 
2600 in 1979 to about 110,065 in 2003.
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Budapest Treaty on the International Recognition of the Deposit of Microorganisms 
for the Purposes of Patent Procedure (Budapest Treaty) [21]. Patents require 
the disclosure of the invention, usually in writing, with suffi cient detail that a 
person skilled in the art can reproduce the invention, which raises diffi culties when 
the invention involves a microorganism or the use of a microorganism. The Budapest 
Treaty allows for disclosure to be made by depositing a sample of the microorganism 
with a specialized institution [54]. In practice, the term “microorganism” is inter-
preted in a broad sense, covering a range of biological material the deposit of which 
is necessary for the purposes of disclosure, in particular regarding inventions 
relating to the food and pharmaceutical fi elds.

An “international depositary authority” (IDA) is a scientifi c institution—typi-
cally a “culture collection”—that is capable of storing microorganisms. Such in-
stitutions have been formally nominated by the contracting state within which 
they reside and have agreed to abide by the treaty provisions. Under the treaty, 
the deposit with any IDA satisfi es disclosure requirements of national patent 
offi ces of contracting states if those states allow or require deposits of microorgan-
isms in their national patent legislation. The regional offi ces of The African 
Regional Intellectual Property Organization (ARIPO), the Eurasian Patent Orga-
nization (EAPO), and the European Patent Offi ce (EPO) have recognized this 
method of disclosure, as have the United States, the United Kingdom, Japan, and 
Canada.

12.2.4.3 The World Health Organization (WHO)

The WHO is the UN specialized agency for health. Although it does not administer 
any intellectual property treaties, it is involved in intellectual property issues in the 
fi eld of health. Indeed, the independent Commission on Intellectual Property 
Rights, Innovation and Public Health, established by the World Health Assembly 
in 2003 has recently completed a report entitled, Public Health, Innovation and 
Intellectual Property Rights [55]. This report considers “intellectual property 
rights, innovation, and public health, including the question of appropriate funding 
and incentive mechanisms for the creation of new medicines and other products 
against diseases that disproportionately affect developing countries  .  .  .” [56].

12.2.4.4 Union for the Protection of New Varieties of Plants (UPOV)

UPOV is an intergovernmental organization with headquarters in Geneva, Swit-
zerland [57]. It administers the UPOV System of Protection of Plant Varieties, 
established in Paris in 1961, with the adoption of the International Convention for 
the Protection of New Varieties of Plants [58]. The goal of the UPOV Act is to 
encourage the development of new plant varieties and to benefi t society through 
the grant of a sui generis IPR to plant breeders.

Members of UPOV are required to grant and protect plant breeders’ rights, 
including exclusive rights for the production, reproduction, and conditioning, for 
the purpose of propagation, offering for sale, selling or marketing, importing, 
exporting, and stocking, of plant varieties. The UPOV Act also sets criteria for 
plant variety protection, namely novelty, distinctness, uniformity, and stability 
[59].



The impetus behind plant breeders’ rights varies globally, and, thus, the rights 
granted vary from nation to nation, despite the harmonizing role of UPOV. For 
example, countries that allow for plant patents offer broader, stronger enforcement 
options than countries with sui generis plant breeders’ rights. The extent of rights 
granted to plant breeders refl ects issues of national concern, such as the rights of 
farmers to save and reuse seeds, among others. The stronger rights for plants pro-
vided by patents are favored by multi-national agribusiness and countries such as 
the United States.

Recent changes to the UPOV Act have resulted in signifi cant controversy about 
the appropriate scope of plant variety protection. Specifi cally, the act was extended 
to provide protection to an “essentially derived variety” of plant, which has left 
confusion about exactly which plants are now covered by UPOV. Moreover, debate 
rages about provisions that allow a breeder to impose royalty payments on farmers 
who save seeds for the purpose of reusing them in the future [17]. Royalty payments 
may be a signifi cant hurdle for some farmers, particularly those in developing 
countries, and the provisions may augment food insecurity issues [60].

Another controversial modifi cation to the act allows for ordre public consider-
ations to supersede infringement if equitable remuneration is offered, which opens 
the door to a system in which ordre public may be invoked to avoid seeking the 
consent of a rights-holder to use a protected plant variety. Together, these changes 
to the UPOV Act are worrisome to those who perceive it to be unjust and those 
who consider the act to offer insuffi cient solutions for the problems facing farmers 
in developing countries [61].

12.2.4.5 Convention on Biological Diversity (CBD)

The CBD, established in 1992, provides a coordinated international framework for 
the commercialization and sustainable use of genetic resources [62]. It forms the 
basis for a fair and equitable means of sharing benefi ts derived from the commer-
cial use of genetic resources. The CBD tries to balance the sovereign rights of states 
to draft legislation regarding the natural environment within their borders 
with obligations states owe to other nations. For example, Article 3 of the CBD 
acknowledges a state’s right to exploit its own resources, but simultaneously asserts 
the responsibility of a state to refrain from harming areas lying outside its borders. 
Article 15 addresses genetic resources specifi cally. It permits states to regulate 
access to genetic resources. However, at the same time, that access must be 
subject to prior informed consent obtained from the party providing the 
resources. This provision is intended to ensure benefi ts fl ow to indigenous or other 
marginalized communities, which are often the custodians of traditional knowledge 
and rich biodiversity within their territories. The CBD is binding for its signatories, 
which presently include 188 parties. However, it does not include the United 
States.

The CBD is not formally recognized by the WTO and, consequently, is con-
sidered to lack signifi cant legal weight. Developing countries in particular continue 
to advocate for the adoption of the CBD by the WTO. They argue that the CBD 
promotes fair and equitable use of genetic resources and, therefore, its integration 
with the WTO is necessary to formulate balanced international standards for 
genetic resources. The CBD standards may also complement and enhance the 
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TRIPs provisions, which promote technology transfer between developed and 
developing countries.

Parties attending the conference that adopted the CBD have also accepted a 
supplementary agreement known as the Cartagena Protocol on Biosafety as of 
January 29, 2000 [63]. The Protocol protects biological diversity from potential 
risks posed by genetically modifi ed organisms (GMOs). One initiative is for an 
advance informed agreement procedure that will ensure all relevant information 
is provided to a country before the importation of GMOs. The protocol also estab-
lishes a biosafety clearinghouse, intended to facilitate an exchange of information 
on GMOs and aid the implementation of the protocol.

12.2.4.6 Food and Agricultural Organization (FAO)

The FAO administers the International Treaty on Plant Genetic Resources for 
Food and Agriculture (FAO Treaty), in force as of June 29, 2004, which encom-
passes all plant genetic resources that fall within the categories of food or agricul-
ture [64]. It sets out access and benefi t sharing rules for these resources. The 
provisions of the FAO Treaty accord with the CBD, although its subject matter is 
limited in comparison. The FAO Treaty sets up a multilateral system to facilitate 
access to plant genetic resources for food and agriculture, allowing countries that 
have ratifi ed the treaty to work together to create equitable material transfer agree-
ments, in compliance with the treaty. It also coordinates a pool of crop resources, 
collected from the members, which facilitates sharing of information among farmers 
and breeders. In general, the FAO Treaty aims to protect genetic resources relating 
to specifi c plants and is one of the fi rst treaties to propose an operational system 
of plant genetic resource distribution at an international level.

12.2.5 NATIONAL PATENT LAWS

In this section, we compare patent rules and patent criteria for biotechnological 
innovation in the United States, Europe, Japan, and Canada. Although attempts 
have been made to harmonize patent laws globally, so far it has been impossible to 
achieve international consensus. TRIPs sets minimum standards that must be 
included in national patent legislation enforced by all WTO members, but it has 
not had the effect of creating consistent national patent laws.

Some attempts at regional harmonization of patent rules have been implemented. 
The European Patent Convention (EPC) guides the granting of patents in 
European countries by offering an alternative means of fi ling a patent in several 
European jurisdictions simultaneously [65]. A party seeking a patent in Europe 
has two options: fi le an application in national offi ces or fi le with the European 
Patent Offi ce (EPO). An application fi led with the EPO, upon grant of patent, is 
equivalent to having a patent in each member state of the EPC [not necessarily the 
same as the member states of the European Union (EU)]. All patent applications 
fi led under the EPO system are required to submit to EPC rules. However, the 
jurisdiction and activities of the EPC are limited to the granting of patents. The 
EPC does not deal with issues developing after the grant of a patent such as 
infringement. Thus, the EPC governs the adjudication of the granting of patens, 
but national laws govern post-grant challenges.



Regional fi ling initiatives aside, patent laws are generally national in scope and 
apply only to the use of patented inventions within national borders. A patent 
application must, therefore, be fi led in each country where patent protection is 
sought. The problem is that the patent law of each country is slightly different. 
TRIPs has created consistency in some aspects of patenting such as the patent term, 
which must be at least 20 years from the fi ling date. However, national variation 
may affect the subject matter that can be patented, the criteria used to judge 
whether a patent may be awarded, and the scope of the right granted.

It is tempting to formulate judgments about the relative strength of national 
patent laws based solely on patentable subject matter and the scope of the right to 
exclusivity. However, it is important to note that patent laws have many elements. 
Subject matter and scope are only two aspects of any bundle of patent rights. Patent 
subject matter, criteria, permissible invalidity and infringement challenges, claims 
construction tests, and drafting rules all play important roles in patent law as 
well.

12.2.5.1 Substantive Patent Law

Patentable Subject Matter. A threshold issue for patentability is whether the 
subject matter of the patent falls within the categories of patentable subject matter 
set by national patent law. In some jurisdictions, such as the United States, what is 
considered patentable subject matter is broadly interpreted. In the 1980 United 
States Supreme Court decision of Diamond v. Chakrobarty, which revolved around 
the patentability of a genetically modifi ed bacterium capable of metabolizing oil, 
the Supreme Court noted that U.S. patent law embodies Thomas Jefferson’s 
philosophy that “ingenuity should receive a liberal encouragement.” [33]. The court 
made the famous observation that an inventor should be able to patent “anything 
under the sun that is made by man.” Based on this justifi cation, the United States 
has gone on to grant patent rights over innovations that are excluded from 
patentability in other countries. One such category is plant patents. The USPTO 
also grants patents over culture methods, differentiated cells derived from human 
embryonic stem cells, and the human embryonic stem cells themselves [66], subject 
matter that is considered not to be patentable in other jurisdiction because of moral 
concerns.

Adopting a narrower defi nition of patentable subject matter, other countries 
have drawn lists, of varying lengths, of inventions explicitly excluded from patent-
ability. In Europe, the EU adopted Directive 98/44/EC of the European Parlia-
ment on the legal protection of biotechnological inventions as a standard to be 
adopted by all its member states and complied with by the EPO [67]. The provi-
sions of the directive outline a restrictive approach to patenting biotechnological 
inventions, stating in Article 6 that inventions, including “(1) processes for cloning 
human beings; (2) processes for modifying the germ line genetic identity of human 
beings; (3) uses of embryos for industrial or commercial purposes; processes for 
modifying the genetic identity of animals which are likely to cause them suffering 
without any substantial medical benefi t to man or animal, and also (4) animals 
resulting from such processes,” and “where their commercial exploitation would 
be contrary to ordre public or morality” are not patentable. Recital 38 of the 
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directive confi rms that this list is not exhaustive and that any process whose appli-
cation offends against human dignity is also excluded from patentability.

The EPC specifi cally limits patentable subject matter for patent applications 
fi led with the EPO, excluding inventions that are contrary to ordre public or moral-
ity, as do many national European patent systems [65, 67]. The EPC further iden-
tifi es discoveries, scientifi c theories, mathematical methods, aesthetic creations, 
games, business methods, computer programs, presentations of information, and 
methods for treatment of the human or animal body by surgery or therapy and 
diagnostic methods as unpatentable [65]. Furthermore, the human body, at the 
various stages of its formation and development, and the simple discovery of one 
of its elements, including the sequence or partial sequence of a gene, cannot con-
stitute patentable inventions. However, an element isolated from the human body 
or otherwise produced by means of a technical process may constitute a patentable 
invention, even if the structure of that element is identical to a natural element. 
Plant and animal varieties and essential biological processes for production of 
plants and animals are also explicitly excluded from protection [65]. In keeping 
with the requirements of TRIPs, however, microbiological processes and their 
resultant products are patentable [65]. In compliance with Article 6 of the directive, 
the EPO has amended the EPC to include Rule 23d, which states that the list of 
exclusions included in Article 6 of the directive will likewise be unpatentable under 
the EPC.

In practice, genetically modifi ed mice have been found to be patentable because 
they provide research platforms with signifi cant benefi ts for research into human 
diseases [43]. Human embryonic stem cells, on the other hand, are not patentable 
on moral grounds because of the constraints imposed by Rule 23d(c) of the EPC, 
which prohibits the patenting of the “human embryo”[66]. The EPO, in two leading 
rulings now under appeal, has interpreted Rule 23(d) to exclude not only process 
patents for creating stem cell lines, thereby destroying the embryo, but also patents 
derived from already existing stem cell lines. Adult stem cells are not caught within 
the moral exclusion of subject matter from patentability.

The national patent laws of European nations have not been as well tested as 
the EPC provisions and the application of the directive within jurisdictions is open 
to interpretation and therefore can be adjudicated in variant manners. For example, 
the United Kingdom has interpreted the legal prohibition of patenting human 
embryos more narrowly than the EPO [66]. The United Kingdom Patent Offi ce 
has issued a Practice Notice stating that although patents will not be granted for 
processes of obtaining stem cells from human embryos, nor for human totipotent 
cells because these have the potential to develop into a human being, patents will 
be granted for pluripotent stem cells, which develop from further division of toti-
potent cells and no longer have the ability to develop into a human being. Both the 
United Kingdom and Sweden have issued stem cell patents fi led by the Wisconsin 
Alumni Research Foundation. The U.K. practice has not yet been challenged on 
moral grounds in the national courts.

Japanese patent laws are different still from those of either the United States, 
EPO, or individual European nations. Japan identifi es a broad range of inventions 
as patentable. It does, however, impose two limits on patentability; those innova-
tions that contravene public order or morality are deemed unpatentable [68].

The Canadian Patent Act identifi es several innovations as nonpatentable subject 
matter, including games, medical treatments, scientifi c principles, and abstract 



theorems. As has been discussed earlier, offi cially higher life forms are not patent-
able in Canada [43], although recent case law suggests that the rights associated 
with patent protection are extended to genetically modifi ed higher life forms, such 
as plants, that are made up of patented genes [44].

There is a lack of clarity on the patentability of biotechnological innovation, 
which can have a number of unwanted outcomes. The scope of the right over some 
biotechnology inventions, such as genetically modifi ed plants, can be diffi cult to 
determine. Such uncertainty may lead to increased litigation for lucrative inven-
tions. The ethical and moral boundaries of patent rights are unknown and are dif-
ferentially applied, which can create problems for international technology transfer. 
The same invention can receive very different treatment as patentable subject 
matter depending on the region or nation where an application is fi led.

Patent Criteria. Patent criteria are applied to determine whether a product or 
process described in a patent application is an invention. If the product or process 
fails to meet the criteria, the innovation is not patentable. The deliberation on 
whether an invention meets the patent criteria is distinct from whether the invention 
falls within the category of patentable subject matter. An invention may meet all 
the patent criteria, but its subject matter may fall into a category that a priori cannot 
receive patent protection.

Most countries have three criteria that must be met for patent protection to be 
granted. Among countries, the criteria are often similar in nature and intent, but 
not identical. These differences can have a signifi cant effect for biotechnological 
innovations. In the United States and Canada, the criteria are utility, novelty, and 
non-obviousness. The EPC defi nes the criteria as industrial application, novelty, 
and inventive step. In Japan, the criteria are industrial application, novelty, and 
inventive step.

Utility or Industrial Application. Utility and industrial application are similar, but 
not identical, criteria. In the United States, the defi nition of utility is not mere 
functionality but, rather, whether the invention is useful for its described purposes. 
For inventions involving DNA sequences, utility is considered to be established if 
a substantial, credible, and specifi c use is demonstrated in the patent application. 
In Canada, utility is understood to mean whether the invention works [69]. It does 
not have to work well or for a prolonged period of time, nor does a model or pro-
totype have to be presented. Simple evidence that the invention, as it is claimed in 
the patent application, will work is suffi cient.

Industrial application, the standard applied by the EPO and several European 
countries, is a narrower criterion than utility because it requires an invention to be 
applicable for use in industry. However, the interpretation of what constitutes an 
industrial application varies among national patent laws. For example, in the United 
Kingdom, an invention must be capable of being made or used in some kind of 
industry, which is broadly defi ned as anything that is distinct from a purely intel-
lectual or aesthetic activity. Industry does not mean commercial use per se, and it 
includes agriculture [70]. In France, industrial application is more narrowly defi ned 
than in the United Kingdom, as industry is interpreted to mean an endeavor that 
turns a profi t. Sweden applies an interpretation similar to the United Kingdom: 
An invention having industrial application must be of a technical nature, have 
technical effect, and be reproducible [71]. In Germany, an invention has industrial 
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application if it can be made or used in any kind of industry, including agriculture. 
The German defi nition is similarly worded to the provisions of the United Kingdom 
and France, but it is much more narrowly interpreted so that manufacture or use 
must occur in an industrial enterprise.

The European Biotechnology Directive, which must be adhered to by all EU 
member states and the EPO, sets out specifi c requirements for the industrial appli-
cation of DNA patents. The directive states that an invention involving DNA must 
indicate the function of the DNA and “in order to comply with the industrial 
application criterion, it is necessary in cases where a sequence or partial sequence 
of a gene is used to produce a protein or part of a protein, to specify which protein 
or part of a protein is produced or what function it performs” [67].

The defi nition of industrial application included in the Japanese patent law 
is similar to that imposed by the EPO in the EPC [72]. However, the fact that 
Japanese patent applications are rarely refused for lack of industrial application 
suggests that Japan’s application of this criterion may be less stringent than that 
of the EPO.

Novelty. The novelty criterion simply identifi es whether the innovation is truly 
new, meaning it is not previously known or existing. To determine novelty, patent 
offi ces conduct a search for prior disclosure, including prior art materials that 
describe the invention and were available publicly before the date the patent appli-
cation was fi led. Patent offi ces in different countries conduct searches with varying 
degrees of diligence.

One factor that determines the breadth of the search undertaken is the defi nition 
of what constitutes disclosure as spelled out in national patent law. The United 
States considers use of the invention, printed publications, or patents from any 
country that pre-date the day when the applicant created the invention [73]. The 
EPO criterion includes use as well as both oral descriptions and written descrip-
tions of an invention pre-dating the fi ling of the patent application [65]. Oral dis-
closure is a hot issue in the debate over the patentability of traditional knowledge, 
as traditional knowledge is often passed down orally rather than in written form, 
and, accordingly, patent laws that only recognize written disclosure do not consider 
oral information to represent a barrier to patentability. Japan encompasses public 
knowledge or public working of inventions and printed publications that precede 
the fi ling date of the patent application [68]. In Canada, written descriptions of the 
invention as well as public disclosure, which may include oral disclosure, pre-dating 
the fi ling of the patent application all constitute disclosure [74].

Some prior disclosure of an invention is permissible. In the United States and 
Canada, the inventor is granted a one-year grace period during which he can dis-
close the invention before fi ling a patent application without the disclosure barring 
the right to a patent [73, 74]. Without this grace period, as soon as an invention is 
disclosed, it can no longer be considered novel, and therefore is unpatentable. Japan 
and the EPO allow only a six-month grace period [65]. The conditions for the grace 
period under the EPC are very stringent; only disclosures because of inclusion in 
an offi cially recognized international exhibition or that is caused by an “evident 
abuse” (e.g., breach of a confi dentiality agreement) are permissible. Some 
European national patent laws, such as those in force in the United Kingdom, do 
not permit a patent application to be fi led after any public disclosure of an inven-



tion [75]. A prudent inventor will delay disclosure of an invention until he is certain 
of rules in the jurisdictions where patent rights will be sought or until after an 
application is fi led.

Another factor affecting the scope of prior art searches is the amount of time 
that examiners have to devote to a search, which is directly related to the staff-
ing levels and expertise of examiners working in national patent offi ces. For 
some examiners, searching time is short and prior art searches are consequently 
limited [76, 77], which has implications if a patent is later challenged on the 
ground of novelty. A search for prior art conducted by an examiner that is 
limited in scope because of time constraints may fail to discover prior art, which 
may later be discovered by persons wishing to oppose the patent. Any prior art can 
be used to challenge a patent and ultimately render the patent invalid for lack of 
novelty.

The novelty criterion further identifi es a distinction that is particularly relevant 
to biotechnological innovation—the difference between an invention and a discov-
ery. An invention is a product or process that did not exist previously, whereas a 
discovery refers to something that already exists and is a product of nature [78]. In 
practice, albeit somewhat counterintuitively, the discovery/invention distinction 
means that a gene sequence that exists in situ is not patentable, whereas an isolated 
gene sequence, with further restrictions in some countries, is patentable [79]. When 
a patent is sought for a gene, it is, in fact, sought for the complementary DNA 
(cDNA) sequence. That molecule is a manmade product derived from nature. Thus, 
although patentability of human body parts is controversial, isolated human genes, 
proteins, and cell lines are patentable.

Non-Obviousness or Inventive Step. Non-obviousness or inventive step is the third 
criterion applied to establish whether an innovation meets the defi nition of an 
invention set by patent legislation. Non-obviousness invokes the expertise of a 
person skilled in the art and asks whether such a person would have considered 
the invention to be obvious in light of the ordinary knowledge of the art [80]. The 
date of the relevant knowledge of the art differs between countries. The United 
States requires a consideration of knowledge existing when the invention was made, 
whereas Canada requires it as of the claim date of the patent application. Canadian 
jurisprudence distinguishes obviousness and novelty in the following manner: 
saying that an invention is obvious if a person skilled in the art sees it and says, 
“any fool could have done that,” whereas novelty invokes a reaction of “your inven-
tion, though clever, was already known” [81].

Inventive step is a similar criterion to non-obviousness. The EPO actually defi nes 
inventive step as existing if an invention is non-obviousness in regard to the state 
of the art. Japan’s test states that there is no inventive step if the invention could 
have been easily made before the fi ling date by a person skilled in the art on the 
basis of pre-existing inventions [68].

As is true of utility/industrial application and novelty as well, each of the provi-
sions for non-obviousness and inventive step are similar. It is, therefore, the wording 
and interpretation of each nation’s criterion that is critical because it ultimately 
determines if an invention is patentable within that jurisdiction. These variations 
in national patent criteria may cause an invention to be denied patent protection 
in one country while being granted such protection in another.
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12.2.5.2 Procedural Patent Law

The Patent Application. A patent is a legal and technical document generally 
drafted by a patent agent. It at once discloses information about the invention and 
establishes the boundary around the rights given to the patent holder and is intended 
to give fair warning about infringing activities. To this end, the drafting of patents 
is a highly technical art, controlled by strict rules and procedural requirements 
[82]. For example, patents must be drafted clearly and completely so that the 
invention can be directly performed by a person skilled in the art. However, a 
patent rarely results in such clear and compre-hensible disclosure. Key details 
of the optimum manufacture or working of an invention are often withheld to pre-
serve marketplace advantage because patent documents are available for public 
perusal.

Patents are generally made up of four parts: an abstract, a description of the 
invention, one or more claims, and any drawing or technical illustrations referred 
to in the description or claims. The exact nature of these components may vary 
from nation to nation. The abstract is a concise summary of the invention and 
generally identifi es the fi eld of art and the technical problem the invention addresses. 
In some jurisdictions, a word limit is imposed on the abstract [83]. The drawings 
provide a representation of embodiments of the invention. Generally, elements of 
the invention that are depicted are numbered for the ease of reference. The descrip-
tion, also known as the specifi cation, provides background information about the 
fi eld of art of the invention and prior art, addresses why the invention overcomes 
a technical problem not addressed by the prior art, and offers a complete descrip-
tion of the invention in its various embodiments. The description may reference 
the drawings for the purpose of better describing the invention. As has been dis-
cussed, if an invention involves biological material that cannot be adequately 
described, the applicant may deposit a sample of this biological material at a rec-
ognized institution or depository, depending on the rules of the jurisdiction where 
the patent is fi led [21]. Special rules also exist in some jurisdictions for applications 
relating to nucleotide and amino acid sequences [65]. Above all else, the descrip-
tion is intended to support the claims. To fulfi ll this role, the description may be 
relied on to offer insight into the intention of the inventor for the purpose of any 
interpretation of the claims.

The claims are the most important element of a patent because only the elements 
of an invention that are claimed are granted patent protection. Claims are highly 
technical and challenging to draft because of the strict rules governing their for-
mulation and organization.

Claims can describe various types of inventions or embodiments of the same 
invention. The most common types of claims are product claims and process claims. 
Product claims confer protection over any aspects of a product specifi ed, regardless 
of how that product was derived. Process claims describe a particular means of 
making a product, and it is the described process that is granted patent protection. 
Also relevant for biotechnology patents are Markush claims, which are used where 
embodiments of the invention can include a class of compounds (e.g., chemicals or 
DNA sequences). By opting to use a Markush claim, the applicant need not spell 
out every possible combination individually, instead he can claim a range of prod-
ucts that may be used in an embodiment of the invention. This range is compiled 
on the basis of a limited number of representative samples.



Every patent application must include all of the sections prescribed by national 
patent law. A patent right may be refused on the basis of an application that is 
defi cient. However, a well-drafted patent application can result in a grant of sig-
nifi cant patent rights and great economic value for an owner.

Patent Filing

First-to-File versus First-to-Invent. The United States applies a “fi rst-to-invent” 
patent system, which means that if two different patent applications describe the 
same invention, the patent right will be issued to the invention that can be proven 
to have been invented fi rst [84]. By contrast, the patent law of Canada, the EPO, 
and Japan, impose a “fi rst-to-fi le” system, meaning that if two patent applications 
for the same invention are fi led, the patent right will be granted to the applicant 
who fi led an application at the earliest date [85], which is true even if the two 
identical inventions were arrived at independently. For this reason, fi rst-to-fi le 
systems are often referred to as creating a “high stakes race” [86].

When to File. The fi rst step toward obtaining patent protection for an invention is 
to fi le a patent application. The date the patent application is fi led is a key reference 
point for the patent examination and establishes the beginning of the patent term. 
In accordance with TRIPs, most countries now grant patent rights for 20 years 
beginning on the earliest fi ling date [49]. Considerations of the desired patent term 
and the possibility of being usurped by competitors should dictate when a patent 
application is fi led. Patent term is important because an invention that is in early-
stage development and will not reach the market for many years may benefi t from 
a decision to delay fi ling. A later fi ling date will ensure that a greater period of the 
patent term will occur while the invention is marketable (e.g., if the invention takes 
15 years post-fi ling to complete research and development, it will only be on the 
market during 5 years of the patent term, so waiting to fi le can extend the period 
of patent protection while the product is on the market). The position of competi-
tors is important because a delay in fi ling a patent means that a competitor working 
on an identical or similar invention may fi le an application fi rst, and thereby extin-
guish patent rights for others in the future.

The decision of when to fi le a patent application can be tricky for complex bio-
technological inventions that involve a long research and development period. In 
the case of the NF-κB patent application, it took 16 years to complete the review 
at the USPTO before the patent was issued [87]. This signifi cant review period was, 
at least in part, caused by the large number of claims that were required because 
of the complexity of the invention.

How to File. There are three possible ways to fi le a patent application, as a national 
patent, a regional patent, or a Patent Cooperation Treaty (PCT) fi ling. The decision 
of which type of patent fi ling to pursue will depend on commercial, strategic, and 
cost considerations. For example, the cost of fi ling a PCT patent is greater than 
fi ling in a national patent offi ce. Strategic considerations may relate to the speed 
of the grant of a patent under each type of application, which is often related to 
the type of patent review employed. The PCT includes an extended review period 
of 30 months pre-national fi ling, the EPO requires a full examination of the patent, 
whereas some national patent offi ces require no examination (e.g., Belgium, the 
Netherlands, Switzerland, and Ireland).
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National patent offi ces act within the boundaries of the country they exist within 
and apply that country’s patent law. Patent applicants may fi le applications directly 
with national patent offi ces in each country where patent protection is required. 
The decision of where to fi le an application is generally based on the predicted 
potential markets for the invention. For example, a crop plant genetically modifi ed 
to be resistant to frost may only be marketable in countries with colder climates 
and with markets open to genetically modifi ed foods. Another consideration is the 
patentable subject matter allowed in each jurisdiction. For this product, an inventor 
can seek patent protection for a plant in the United States, but not Canada or 
Europe. The most cost-effective strategy for an invention that is only marketable 
in a small number of countries is to fi le patent applications directly with individual 
national patent offi ces.

A further consideration is the differences in disclosure rules set by different 
countries, as discussed above under “novelty.” As has been discussed, if an 
invention is publicly disclosed before an application is fi led, it may limit the coun-
tries in which patent protection may be sought. For example, once disclosure is 
made, an inventor may be barred from obtaining a patent in the United Kingdom. 
For this reason, disclosure should never occur before the decision about where 
patent rights will be sought, as patent applications themselves are a form of 
disclosure.

In some circumstances, patent fi lings can rely on each other for the purpose of 
establishing an early fi ling date. The Paris Convention allows for priority fi lings 
among signatory nations. A priority fi ling is one that relies on the fi ling date of a 
previously fi led patent application. For example, if on April 19, 2006 an inventor 
fi les a patent application for protein A in the United States, a Paris Convention 
signatory, a second patent application for protein A can be fi led in Canada, also a 
Paris Convention signatory, up to 12 months later. If the Canadian application is 
identifi ed as a priority fi ling based on the U.S. application, then the priority date 
granted to the Canadian application will be the fi ling date of the U.S. fi ling—April 
19, 2006—which takes off some of the pressure of deciding exactly what type of 
patent to fi le immediately while holding an early fi ling date for subsequent fi lings 
to rely on, which is crucial in a fi rst-to-fi le patent system.

Inventors who wish to obtain patent rights in multiple countries represented by 
a region may fi le applications with a regional offi ce, if such an offi ce exists. The 
EPO is a regional patent offi ce serving several European countries, and ARIPO 
accepts applications for multiple African nations. Regional patent offi ces allow for 
a fi ling process that reserves rights in all nations within the region simultaneously. 
For example, once an inventor fi les a patent application with the EPO, the right to 
national patent protection in each of the participating European nations is reserved, 
so that after a successful examination, the inventor is granted a patent right in each 
of the individual nations represented by the EPO.

Regional patent offi ces are distinct from national patent offi ces. National patent 
offi ces not only undertake the fi ling of patents, they also administer the national 
patent laws. Regional patent offi ces are limited to undertaking the grant of patents. 
Post-grant patent rights will be dealt with in accordance with the national patent 
laws of individual nations. For example, an infringement dispute erupting in France 
over a patent application that was fi led with the EPO will be resolved in accordance 
with the national patent laws of France.



Regional offi ces, in developing nations in particular, play another key role 
besides granting patent applications. They allow for the integration of services and 
free fl ow of information. ARIPO was mainly established to pool the resources of 
its member countries in industrial property matters to avoid duplication of fi nancial 
and human resources [88].

The PCT system facilitates the fi ling of a patent application on a even broader 
scale, globally [53]. Upon fi ling, a PCT patent application reserves for an inventor 
the right to seek patent protection in all countries that are signatories to the PCT 
at the time of fi ling. This option is generally chosen by an inventor for two reasons, 
fi rst, because the inventor is unsure of the scope of the market for the invention, 
but believes it could be global, and second, because the inventor needs time to raise 
investor funds. The time advantage is achieved because the process of PCT exami-
nation of a patent application can add several months (at least 30 months) to the 
fi ling process, a signifi cant period of time to be able to put off a fi nal determination 
about where patent rights are required internationally for an invention, especially 
considering the pressure to fi le patent applications as soon as possible imposed by 
investors and competitors, and the expense that is incurred to seek patent protec-
tion in multiple countries. A PCT fi ling offers some breathing space to an inventor. 
Moreover, an additional time advantage can be achieved if a PCT fi ling is made as 
a priority fi ling based on a previous foreign fi ling. For example, a fi ling made in 
the United States on April 19, 2006 for a widget can be identifi ed as the priority 
fi ling for a subsequent PCT application for the widget, so that the PCT fi ling would 
be granted the priority date of April 19, 2006. Through this process, the 30-month 
lapse during which an inventor can decide which countries to pursue patent rights 
in is increased to 42 months.

It is important to remember that the PCT is not a patent-granting system but 
only a patent-fi ling system [89]. Once a PCT patent application has been examined 
and deemed patentable, the inventor is then required to fi le national applications 
in each of the countries where patent rights are desired. The initial PCT fi ling 
merely reserves the right to fi le in each of these nations (so that applications will 
not be refused because they missed disclosure deadlines, etc.), it does not take the 
place of national fi lings—the PCT is a preliminary step to national fi lings. However, 
as the patent application has already been examined by PCT examiners, the expec-
tation is that the national patent fi ling will be a simple and straightforward process, 
devoid of extensive discussion between the inventor and the examiner. The draw-
back of a PCT fi ling is that it is slightly more expensive than normal national fi lings; 
a fee is charged for the PCT fi ling in addition to the fi ling fees that must be paid 
in each country where patent applications are subsequently sought. However, for 
inventions with a truly global appeal, such as with some types of biotechnology, 
PCT fi ling may be worth the added cost.

The determination of how a patent application will be fi led—nationally, region-
ally, or PCT—can greatly affect the ultimate scope of the freedom to operate 
(FTO) achieved for a commercial patent owner. Evidence exists that for biotech 
start-up companies, FTO considerations are surpassing the previous focus on 
exclusion of competition [90]. Issues such as freedom from third-party contracts 
and properly timed disclosure can also affect FTO; but, ultimately, securing the 
right to seek patent rights in key marketplaces will ensure signifi cant FTO 
success.
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12.2.5.3 Legal Challenges: Infringement, Exemptions to Infringement, 
and Validity

The Scope of Patent Protection. The scope of patent protection granted to an 
invention defi nes the breadth of the patent right, sometimes referred to as the fence 
around the invention [80, 91]. Only when armed with an understanding of patent 
scope can a party know which activities will constitute infringement of the patent. 
The interpretation of patent protection differs by jurisdiction. In some countries, 
patent protection is limited to commercial activities involving the invention whereas 
in other jurisdictions the range of activity is broader. For example, in the United 
States and Canada, patent legislation does not limit patent protection to the 
commercial working of the invention. In contrast, in Japan, the patent holder’s right 
is limited to the commercial application of the patented invention. For patents 
granted by the EPO, the applicable patent protection applied in an infringement 
proceeding is prescribed by the national patent law in the jurisdiction in which the 
alleged infringement occurred; but, generally, most European states impose a level 
of industrial application as a boundary for patent protection. The infringement test 
and specifi c details of infringement may also differ from one jurisdiction to the 
next.

Infringement. The test for infringement varies by jurisdiction. A U.S. patent is 
infringed when an unauthorized person makes, uses, offers to sell, or sells any 
patented invention within the United States or imports a patented invention into 
the United States [73]. Those who actively induce infringement or who sell or 
import critical components of inventions, knowing the sale will aid others to infringe 
the patent, may also be found liable for contributory infringement.

Infringement proceedings occur before a national court in the United States. 
The test for patent infringement asks whether the patent has been either literally 
or substantively infringed. The test determines the scope of the invention claimed 
in the patent and decides whether the patent has been infringed as a related con-
sideration. Literal infringement means that the product or process of the invention 
has been duplicated as it was claimed. Substantive infringement, on the other hand, 
also known as the doctrine of equivalents, considers the “spirit of the invention” 
[82]. The question here is whether the alleged infringing product or process copies 
aspects of the invention that, although not being expressly included in the text of 
the patent, should nevertheless be considered part of the invention as it was con-
ceived of or intended by the inventor. Thus, the substantive test is not limited to 
the text of the patent, but can be read into the document.

A further aspect of the U.S. infringement test that is unique is the doctrine of 
prosecution history estoppel. The doctrine prevents a patent holder from alleging 
substantive infringement based on a claim, or portion of a claim, that formed part 
of the original patent application but was removed during the offi ce action stage 
[92]. The offi ce action stage is the examination process when the patent applicant 
and patent examiner enter into discussion about a fi led patent application. Gener-
ally, during the offi ce action stage, the patent examiner will refuse claims included 
in the patent application on the basis of prior art; the patent applicant will either 
agree or disagree with the challenge. As a result of this process, the claims of the 
patent application will be modifi ed at the behest of the patent examiner. The result 



is that the claims included in the fi led patent application are often entirely different 
from those included in the granted patent, as claims are often reduced in scope or 
removed altogether during this process. Prosecution history estoppel holds that any 
element of an invention removed during the offi ce action stage cannot later be 
considered protected by the patent as a result of any interpretation of the claims.

The remedies for infringement available in the United States include an injunc-
tion (court order to stop the infringing activity or to destroy the infringing product) 
or damages (monetary or other compensation calculated to reimburse the patent 
holder for the losses suffered) [73]. Attorney fees may also be claimed.

As has been stated, infringement of patents granted by the EPO will be evalu-
ated in accordance with the national patent law of the jurisdiction where infringe-
ment is alleged to occur. As an example, infringement occurs in the United Kingdom 
if there is disposal of, offer to dispose of, use, or importation of a patented product 
or a product created using a patented process or unauthorized use of a patented 
process in the United Kingdom [93]. Both substantive and contributory infringe-
ment are prohibited. Proceedings may occur before a court or comptroller, and 
possible infringement claims include an injunction, an order to deliver or destroy 
the patented product, damages, an accounting of profi ts (a calculation of the profi ts 
of the infringer derived from the infringement), and a declaration that a patent is 
valid and has been infringed. The test applied to infringement is the Catnic test 
[94], which fi rst establishes patent scope by reducing the invention into essential 
and nonessential elements. Only the essential elements are then considered in the 
subsequent evaluation as to whether infringement occurred. The considerations of 
patent scope and infringement are distinct steps in the test, and scope is determined 
in a manner that takes no account of the infringement allegation.

Japan applies a literal/substantive test, similar to that used in the United States 
and has adopted the doctrine of equivalents [95]. The Japanese version of the test, 
however, also takes into account the weight or importance of the claimed elements 
of the invention in a manner similar to the United Kingdom [96, 97]. Infringement 
proceedings occur within the courts but rarely rely on oral arguments as the major-
ity of the proceedings are presented in the form of written briefs. Damages may 
be claimed as a remedy for infringement, as can lost profi ts. Infringement awards 
were low for a long period in Japan, but evidence exists that these have been rising 
steadily since 2002 [98]. The burden of proof is considered to be higher in Japanese 
infringement proceedings than in U.S. cases (i.e., it is more diffi cult to prove 
infringement in Japan than in the United States).

In Canada, anyone who makes, constructs, uses, or sells a patented invention 
without authorization to do so can be found guilty of infringement. An infringe-
ment action may proceed in the higher courts in each province or in the more spe-
cialized federal court [74]. Remedies include damages, injunction, and accounting 
of profi ts. In Canada, as is true in most jurisdictions, an infringement allegation 
can only be raised after a patent is granted; however, Canada is unique in that the 
damages claimed can include a period of time between the date when the patent 
application was disclosed to the public and the patent was granted, in addition to 
the post-grant period [74].

The test applied to determine infringement in Canada is the purposive construc-
tion test [99, 100]. This test is based on the U.K. Catnic test, although the tests are 
not absolutely identical. The fi rst step of the test is a determination of the scope of 
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a patent, which involves the break down of the claims into essential and nonessen-
tial elements. As is true of the U.K. test, this step is undertaken without any con-
sideration of the infringement allegation. An important distinction between the 
Canadian test and that of the United States is that it is limited to the “four corners” 
of the patent document, whereas the U.S. test allows for consideration of extrinsic 
documents, such as the prosecution history, otherwise known as the fi le wrapper 
information. Once patent scope is determined, the Canadian test compares the 
alleged infringing innovation to the essential elements of the patented invention. 
No infringement occurred if an essential element is different or omitted in the 
alleged infringing device; but infringement may have occurred if nonessential ele-
ments are substituted or omitted.

Infringement is a common challenge raised in the biotechnology patent world 
against competitors. Myriad Genetics, as described above, applied the threat of an 
infringement suit to great advantage. Ariad Pharmaceuticals, owner of the NF-κB
patent, likewise has “gone to extraordinary lengths to ensure that anything that 
comes within so much as a whiff of NF-κB will be drawn into the ‘516’ patent’s 
black hole” [87].

Exemptions to Infringement: Exemptions for Research and Generic Drug 
Manufacturing. Certain activities are exempt from patent infringement challenges, 
and, again, these vary according to national patent laws. Exemptions may be raised 
to defend against allegations of infringement. The most pertinent exemption for 
biopharmaceuticals and biotechnology is the research exemption. The research or 
experimental use exemption curtails a patent holder’s rights by permitting researchers 
and research institutions to make certain uses of a patented invention without 
compensating the patent holder. Many policy documents argue that the research 
exemption for free access to basic research materials should be strengthened (see 
discussion below) [101]. However, it is becoming increasingly diffi cult to justify a 
research exemption as the lines between private-sector and public-sector research 
blur and the commercialization activities of public-sector research institutions 
increase.

In the United States, no statutory research exemption exists; instead, a very 
narrow experimental use exemption has been carved out by judges and exists in 
the common law [102, 103]. Previously, the exemption did not apply if the research 
has “the slightest commercial implication” [104]. However, the decision of the 
United States Court of Appeals for the Federal Circuit in Madey v. Duke Univer-
sity [105] has further narrowed the exemption. Now, any conduct by a research 
institution that is in keeping with its legitimate business, regardless of the com-
mercial implications of the research, cannot rely on the research exemption. In the 
case of Madey, Duke University was using patented equipment for teaching and 
research. The court characterized both of these activities as part of the legitimate 
business activities of the university and therefore decided that Duke University 
could not be exempted from patent infringement. The result is that the research 
exemption has been restricted only to the most exceptional circumstances [102].

Most importantly, for biopharmaceuticals, however, and the eventual entry of 
generic products of biotechnological research into the marketplace (see discussion 
below) is the Restoration Act or Hatch–Waxman Amendments to the Drug Price 
Competition and Patent Term Restoration Act of 1984 [106]. This act creates an 



exemption to the normal rules governing infringement for parties seeking Food 
and Drug Administration (FDA) approval for generic drugs. Section 271(e) of the 
U.S. Patent Act now states that “use of a patented invention solely for purposes 
reasonably related to gathering data to support an FDA application for generic 
versions of [patented] drugs” does not constitute infringement. However, the 
generic drug manufacturer, although having the ability to do research to show that 
their drug is equivalent to the patented original, must still wait until the patent 
expires before it can seek FDA approval.

In Europe, the issue of infringement is still largely determined by national patent 
law. Article 31 of the Community Patent Convention creates an exemption for acts 
“done for experimental purposes relating to the subject matter of the patented 
invention” [107]. All members of the EU except Austria have introduced a similar 
provision into their national patent laws [102]. However, the interpretation of the 
scope of the exemption still varies between countries. For example, in Germany, 
the scope of the experimental use exemption is broad and applies to activities that 
test the viability and potential for development of patented inventions. In the 
United Kingdom, however, the exemption is narrower. It does not apply for experi-
mentation in the context of regulatory approval in contrast to Canada, the United 
States and other countries of the EU [102].

Infringement exceptions in Japan’s patent law include some research uses [68]. 
Further exemptions include, in the United States patented inventions in use upon 
vessels, aircraft, or vehicles that are in the Unites States on a temporary basis (and 
will be used solely aboard the vessel, aircraft, or vehicle); and if a person other 
than the patent holder reduced the invention to practice at least one year before 
the fi ling date of the patent, that person can continue to use the invention [73].

The United Kingdom also exempts patented inventions used on an aircraft that 
is temporarily landing in or crossing over the United Kingdom [93]. Canada offers 
a similar exemption for ships, vessels, aircraft, or land vehicles within Canada, 
allowing temporary use of patented inventions solely for their needs and upon the 
craft; and they also acknowledge that any prior holder (meaning a person who had 
the patented product in their possession before the claim date of the patent) has a 
right to continue to use the product [74].

Challenging the Validity of a Patent. The validity of the claims made in a patent 
is likely to be challenged in one of two situations: directly in a post-grant opposition 
or validity challenge proceeding, depending on the jurisdiction; or alternatively, as 
a defense to an action for infringement. The latter use of a validity challenge may 
be formulated in a variety of ways, but will most likely argue that the invention is 
not patentable subject matter, that the patent criteria is not met (e.g., prior art exists 
that establishes that the invention is not new), or that claims are invalid (e.g., claims 
are not supported by the description or are affected by a technical defi ciency). In 
some countries, pre-grant validity challenges may be raised as well; for example, 
in Canada, a prior art fi ling process can be invoked [74]. This challenge involves 
the delivery of prior art that proves that the invention was not novel at the date of 
fi ling to the patent offi ce by a person wishing to thwart the grant of a patent. In 
Canada, such challenges are unpopular because the person fi ling the prior art has 
no right to involvement in the proceedings after delivery to the patent offi ce and 
is bound by the decision. Canadian validity challenges are normally only raised 
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after a patent has been granted, at which point the challenger can have full 
involvement in the proceedings and a right of appeal.

An opposition proceeding is a form of post-grant validity challenge available for 
EPO patents [65]. As the EPO is solely a patent-granting organization, the effect 
of the issuance of an EPO patent is effectively to create multiple patents from a 
single application, one patent in each of the European countries designated by the 
applicant during the patent prosecution stage. However, if an EPO opposition 
proceeding is launched within nine months of the granting of the EPO patent, it 
has the effect of pulling back each of the national patents, so that a single EPO 
patent exists [108]. It is the validity of this single EPO patent that is challenged. 
The benefi t of the opposition proceeding is that only one challenge needs to be 
made; this option is more cost-effective than pursuing multiple proceedings in each 
individual European nation where the patent exists post-grant. An opposition 
proceeding may be brought by any person and is based on three grounds.

(1) that the subject matter is not patentable under European law;
(2) that the European patent does not disclose the invention so that it could be 

carried out by a person skilled in the art; and
(3) that the subject matter of the European patent extends beyond the 

content.

In the United States, post-grant oppositions are under discussion as a major 
feature of proposed patent reform [109–111]. Advocates of opposition proceedings 
hope that allowing an opposition to be fi led in the USPTO within a limited time 
window, immediately after the patent issues, would help weed out invalid patents 
in a procedurally simple, relatively inexpensive forum. Presently, a re-examination 
process is set out in the U.S. patent law, which is a challenge to the validity of a 
patent based on the presentation of prior art [73]. However, the outcome of the 
re-examination is binding and no right to appeal is granted, and, like the Canadian 
fi ling of prior art process, the re-examination process is rarely used [108].

In Japan, the opposition procedure after an examiner’s decision to grant a patent 
was abandoned in 2005. The alternative is a trial for the invalidation of the patent 
[112].

Canada does not offer an opposition procedure, but includes a reexamination 
procedure in its patent law. Re-examination may be requested for any claim or 
claims at any time during the term of the patent, but the evaluation is undertaken 
solely on the basis of prior art [74]. The Commissioner of Patents appoints a three-
person re-examination board to undertake the review. Unlike the re-examination 
process in the United States, the board’s decision is not the end, and an appeal can 
be launched within three months.

12.2.6 THE EFFECT OF THE REGULATORY ENVIRONMENT

Biotechnological innovations that are eligible for patent or other IPR protection 
can simultaneously be regulated by relevant IPR laws and other legislation or regu-
lation. For example, an overlap between patent law and legislation directed specifi -



cally at biologic products may affect biopharmaceuticals. Biologics, as defi ned by 
the FDA, “in contrast to drugs that are chemically synthesized, are derived from 
living sources (such as humans, animals, and microorganisms). Most biologics are 
complex mixtures that are not easily identifi ed or characterized, and many biologics 
are manufactured using biotechnology. Biological products often represent the 
cutting-edge of biomedical research and, in time, may offer the most effective 
means to treat a variety of medical illnesses and conditions that presently have no 
other treatments available” [113]. A biotechnological innovation that meets the 
defi nition of biologic and is granted patent rights will need to comply with food 
and drug legislation as well as patent law.

Simultaneous compliance with two sources of legislation has the potential to 
affect the scope of patent rights. For example, the parameters for the introduction 
of generic versions of the patented drug into the marketplace are set not only by 
patent law but also by food and drug legislation. In Canada, the patent regime has 
been tied to the food and drug legislation to address concerns that patent rights 
over drugs may negatively affect public health by limiting access to drugs. Coopera-
tion between the food and drug regime and the patent regime also ensures that the 
term of a patented drug is respected. Specifi cally, legislation prohibits generic drug 
manufacturers from introducing an equivalent drug into the marketplace during 
the patent term, thereby introducing patent considerations into the regulatory 
approval system.

12.2.6.1 Biosimilars

An emerging issue in the fi eld of biopharmaceuticals is the issue of biogenerics and 
how these may be introduced into the marketplace. Biogenerics are the generic 
version of the original, usually patented, biologic product; the same relationship is 
found between the original pharmaceutical and its generic counterpart. The primary 
distinguishing feature between biologics and traditional pharmaceuticals is the 
former uses recombinant DNA technology to produce macromolecules whereas 
the latter conforms to a “chemical synthesis/small molecule paradigm” [114]. 
Diverse biotechnological products include hormones, cellular growth factors, 
enzymes, clotting and anticlotting factors, monoclonal antibodies, and fusion pro-
teins. The very diversity and complexity of biologics leads to problems in setting 
the regulatory environment.

To date, no specifi c regulations or universally applicable guidelines exist govern-
ing biogenerics. Each product is reviewed on a case-by-case basis according to 
existing regulations governing generic pharmaceuticals. Such regulations exist in 
most jurisdictions and provide a simplifi ed approval process based on the proof of 
“essential similarity” or product equivalence of the generic pharmaceutical com-
pared with the patented pharmaceutical already available in the marketplace. 
Equivalency may be in terms of chemical composition, pharmaceutical equivalence 
or dosage forms, and thera-peutic equivalence. Generic pharmaceuticals are almost 
identical to the original product or even contain an active ingredient for which the 
patent has expired.

The problem with biopharmaceuticals is that these are generally characterized 
by properties that may complicate the demonstration of equivalence because of 
the diffi culty of characterizing the physico-chemical makeup [115]. The product 
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properties, such as the impurity profi le, glycosylation, and protein folding, may be 
highly dependent on the process by which they are manufactured, adding to the 
complexity of a determination of equivalency [115].

A further problem is the issue of the patent thicket that surrounds much bio-
technological innovation. There may be multiple patents held by multiple parties 
for constituent ingredients, processes required for the development of biopharma-
ceuticals, and the products involved in those processes (e.g., gene and protein 
patents). Navigating the thicket to ensure that a biogeneric violates no extant 
patents may be quite challenging. Thickets greatly impede FTO.

These problems will become increasingly signifi cant as the patents for top-
selling biopharmaceuticals expire. Several of the top-15 selling biopharmaceuticals 
come off patent in the next fi ve years and a number of large generic manufacturers 
have begun development of biogenerics [115]. Indeed, if a similar market penetra-
tion is assumed for biogenerics as for generic pharmaceuticals (10–15%), the world-
wide market for biogenerics will be $2–3B U.S. [114, 115].

Some hope exists that the regulatory framework will become responsive to the 
emergence of biogenerics. The shift will require a move from essential similarity 
(or demonstration that the generic is almost identical to the origi-nal pharmaceuti-
cal) to product comparability [115] and clearer working defi nitions for different 
classes of biologics [114]. These issues are under consideration by the FDA, and 
the European Commission has passed legislation for the approval of “similar bio-
logical medicinal products” [116].

12.2.7 REFORM PROPOSALS FOR INNOVATION 
GOVERNANCE IN BIOTECHNOLOGY

The rapidly changing area of biotechnology innovation does not necessarily fi t 
comfortably within the confi nes of traditional intellectual property laws. Some 
reforms have been made at national and international levels to adapt intellectual 
property law, particularly patent laws, to biotechnology. These reforms generally 
take the form of specifi c provisions and adjunct statutes, regulations, and practice 
guidelines within patent offi ces designed to address patent rights in biotechnology. 
Many of the reforms are driven by moral and ethical concerns that develop from 
the research per se and discomfort with the commodifi cation of products and pro-
cesses that are perceived to belong to nature or life. However, some more pragmatic 
concerns exist, developing from considerations of the appropriate balance to be 
struck between the rights of innovators in biotechnology and access to the innova-
tion by the public, by government, and by researchers, among others. In this fi nal 
section, we explore some of the reforms that have been proposed as solutions or 
compromises to moral and ethical dilemmas and to the issue of striking the right 
balance for patent protection of biotechnology innovation.

12.2.7.1 Strengthening Research Exemptions

Many jurisdictions are currently considering reform proposals for a broad research 
exemption from patent infringement [117, 118]. The concerns prompting the call 
for policy reform are set against a backdrop of rapid growth of DNA-related 



patents, particularly in the United States with growth of about 5% per annum [119]. 
It is estimated that over 3000 new DNA-related patents per year have been issued 
in the United States since 1998 and more than 40,000 such patents have been 
granted [120]. On the human front, at least 20% of the human genes are associated 
with at least one U.S. patent, and many have multiple patents [121].

The fi rst concern, raised by Heller and Eisenberg, is the plethora of overlapping 
patents that may result, in the research context, in a “tragedy of the anti-commons” 
[122]. That is, the large number and diversity of ownership of gene patents may 
make it diffi cult to acquire all of the rights necessary for products and processes 
required for research (e.g., a patent thicket), resulting in the underuse of valuable 
technologies and the abandonment of promising avenues of research. Second, 
concern exists that patent holders will exercise their right of exclusivity in an overly 
restrictive manner that prevents others from developing or accessing a particular 
technology, for example, by refusing to license the technology for use by others 
[123]. The case of Myriad Genetics’ zealous enforcement of its BRCA1/2 gene 
patents to prevent government-run diagnostic laboratories in Ontario from testing 
for genetic predisposition to breast cancer was such an example. Denial of access 
to patented genes and other biological products raises particular concerns because 
of the likely inability to invent around product patents because of the unique role 
these molecules play in biological processes. Third, the increasing focus on com-
mercialization of public-sector research institutions will undermine norms of open 
scientifi c collaboration, especially the sharing of research results and materials 
[124, 125]. Increasing levels of industry funding will augment this effect and con-
tribute to delays in the publication and dissemination of scientifi c research.

To date, the empirical evidence indicates that most of these concerns have not 
materialized [126]. However, real worries exist about the sharing of research mate-
rials, resulting in an increasingly competitive environment, which is likely tied to 
the commercialization ethos, industry funding, and the practical diffi culties, such 
as time limitations, of transferring research materials [126].

12.2.7.2 Patent Pooling

A combination of the controversial nature of some areas of biotechnological inno-
vation and a general distrust of commercially driven research are two factors that 
will infl uence public support and policy setting for both the private research sector 
and the public research sector. Patent pools may be a potential solution for main-
taining public confi dence in the research enterprise [42].

A patent pool is an arrangement in which “two or more patent owners agree to 
license certain of their patents to one another and/or third parties” [127, 128]. 
Patent pools bring together patent holders in a specifi c area of innovation, such as 
a viral genome, to facilitate the effi cient use and development of a technology. The 
patents are “pooled” in the sense that the arrangement allows inventors in the pool 
to use all patented invention under favorable licensing terms. Any benefi ts that may 
materialize are then shared among the group. Patent pools have been used success-
fully in the motion picture industry, in aeronautics, and in the development of video 
and DVD technology [129].

As commercial interests are part of the problem, patent pools could be set up 
as independent, nonprofi t corporations with an independent governance structure 
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in which researchers are removed from direct involvement with industry and com-
mercial forces [42, 130]. The governing body of the patent pool would make deci-
sions about commercialization, access, and licensing. These decisions would be 
open to public scrutiny to ensure that research is in the public interest and not 
solely concerned with the profi t motive. Such a structure is being considered for 
the Canadian Stem Cell Network and research related to the SARS genome, for 
example.

Of course, many challenges face the setting up of a patent pool. Patent pools 
may trigger anticompetition laws [127]. Researchers may not join in the patent pool 
because, although patent pools lower research transaction costs and spread risk, 
they also decrease the potential for the attainment of large profi ts from an inven-
tion. In the end, “the major incentive for all parties is economic benefi t. In order 
for a patent pool to be an effective solution, the right balance has to be achieved 
between the cost of creating a pool and the prospect of adequate revenue generated 
by royalties on the end product” [131].

12.2.7.3 Open Source Patents

Another governance model designed to improve access to information and biotech-
nological research is open source patents. Open source patent systems share the 
goal of promoting free dissemination of biotechnological research. The aim is to 
foster an environment of sharing between inventors and the public rather than 
marketplace monopolies. Open source systems can be directed at endproducts or 
research tools used to develop products. Some consider open source to represent 
a grassroots movement to return to precommercialization sensibilities about scien-
tifi c research and development, where there was a greater ethos of freely sharing 
scientifi c information among members of the scientifi c community [132].

The concept of open source rights as an alternative to IPRs originated with 
copyright. The rights granted by copyright arise automatically with the creation of 
a work. Copyright holders are then free to decide who may use the work. Open 
source systems, often found to protect software available for download on the 
World Wide Web, are created when copyright holders agree to license their works 
in a nonexclusive manner to anyone who agrees to abide by certain terms. The 
terms usually ensure that the copyrighted works themselves and any derivative 
works will be made available to future users in the same nonexclusive manner. As 
patent rights do not arise automatically, but must be actively applied for, open 
source patent systems have more options available for their formulation. Open 
source patent systems operate in a diverse manner, and some include inventions 
that are protected by patent rights whereas others apply to innovations that are not 
patent-protected. The similarity with all open source copyright is that open source 
patent initiatives build a free fl ow of information upon the foundation of innovation 
[133].

Several functioning examples of open source patent systems exist. The Public 
Patent Foundation (PPF) is one such initiative that facilitates the creation of a 
commons wherein patents may be pooled and made freely available to other par-
ticipants [134]. The specifi c method applied by the PPF is to grant a nonexclusive 
and payment-free license to participants. The Biological Innovation of Open 
Society (BIOS) also involves technologies for which patent rights have been granted. 



Its operation is focused on research tools rather than fi nal products, and its goal is 
to “assemble groups of enabling technologies that together provide the pieces nec-
essary for a particular form of research investigation” [134]. Both PPF and BIOS 
set licensing terms that achieve their specifi c goals [134].

The Tropical Disease Initiative (TDI) is an example of an open source patent 
system in which inventions need not be protected by patent rights [135]. Its aim 
is to create an accessible Web database to facilitate “searching for new targets, fi nd-
ing chemicals to attack known targets, and posting data from related chemistry 
and biological experiments” [135], which makes information readily accessible by 
researchers in developing and developed nations. Eventually, TDI hopes its open 
source system will aid virtual pharmas—organizations that are not engaged in in-
house development, but that use a grouping of commercial and academic partner-
ships to create a portfolio of promising drug innovations [135].

12.2.7.4 Compulsory Licensing

The debate about compulsory licenses for patented products occurred in the context 
of access to HIV/AIDs drugs in Africa. At issue was the effect of patent rights on 
the accessibility and affordability of pharmaceutical products and vaccines in 
developing nations. Similar concerns around access and cost are likely to develop 
with biopharmaceuticals and other innovations resulting from research in health 
biotechnology.

One policy option for ensuring the accessibility and affordability of biotechno-
logical innovation is for the state to implement compulsory licenses. Compulsory 
licenses override the exclusive patent right granted to a patent holder. A number 
of reasons why a state may take such a step exist, including public emergency and 
public health. Many national patent laws include provisions that permit the applica-
tion of compulsory licenses. TRIPs also permits WTO members to include com-
pulsory licensing within national patent legislation, in the instances of either 
“national emergency or extreme urgency,” and sets out that the invention is to be 
applied to a “public noncommercial use” [49].

At its Cancun Ministerial Meeting in 2003, the WTO decided to implement 
changes to enable the least-developed countries to import cheaper generic drugs 
manufactured under compulsory licensing in other countries in the event that they 
were themselves unable to manufacture the pharmaceuticals. Calling it an “historic 
agreement for the WTO,” Director General Supachai Panitchpakdi recognized that 
it was the fi rst time that the WTO both validated and facilitated the full use of 
TRIPs’ fl exibility by developing countries [136].

Canada was the fi rst country to introduce legislation to provide access to afford-
able medicines under the Cancun agreement. Canada’s Patent Act has been 
amended to permit the award of compulsory licenses to export medications to 
developing countries in need. The amendments stipulate the conditions under 
which the government can issue a compulsory licence to a pharmaceutical manu-
facturer for the manufacture and export of a patented drug to the world’s develop-
ing and least-developed countries. However, it is too early to tell whether the 
compulsory licensing regime will actually result in increased access to medicines 
[137, 138].
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12.3.1 INTRODUCTION

The future of pharmaceutical drugs in the United States is likely that of continuing 
economic growth, as there is increasing use of pharmaceutical drugs in the general 
population, with an estimated 43% of Americans using at least one pharmaceutical 
drug between 1999 and 2000 [1]. This fact, in conjunction with an aging population 
needing and demanding more and cheaper pharmaceutical drugs, with an average 
of 30 fi lled prescriptions for non-institutionalized Medicare enrollees aged 65 and 
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older [2], suggests a need for alternative approaches to traditional “vat-based” 
mammalian cell-based production. Although such production approaches as animal-
based “pharming” are promising, among the most promising of approaches is that 
of Plant-Made Pharmaceuticals (PMPs). These PMPs use genetically engineered 
plants, a technology used for over 20 years, to express substances that may be used 
to treat and cure such diseases as cancer, Alzheimer’s, diabetes, HIV, heart disease, 
and others. By using naturally occurring processes in the plant, along with the 
ability to scale up production quickly, PMPs are a promising technology. However, 
as with any new technology, the potential pitfalls are plentiful, chief among which 
are the perceptions of the public, which is largely unaware of this technology, and 
whose perceptions place it on a threshold of acceptance or rejection, making it a 
“boundary technology”.

PMPs may be considered a boundary technology for a variety of reasons. First, 
it is a subset of a relatively new technology, that of genetically engineered plants. 
As a result of its newness, risks from genetic engineering of plants are not well 
characterized. Although recent events suggest the potential risks, and the current 
inadequacy of the regulatory system to either prevent or respond to crises (see 
Section 12.3.3), from genetically engineered plants have not been tangibly experi-
enced by the average American. Instead of actual events, characterized risks tend 
to exist as either extrapolations from laboratory experiments or as hypothetical 
events. Although laboratory experiments do provide a good deal of insight into the 
mechanisms by which events may occur, they do not replicate the reality of the 
fi elds in which PMPs may be grown with the fi eld’s dynamic, nonlinear, complex 
systems affected by multiple interacting factors such as weather, soil, cropping 
systems, chemical usage, and so on. Hypotheticals about PMPs tend to be extreme 
in nature and politically charged, with Cassandras of doom preaching worst-case 
scenarios and Candides of optimism trumpeting the best possible future. Neither 
perspective, however, appreciates the probabilistic nature of risk. Here, risk is 
defi ned as hazard multiplied by exposure. And, in the words of Howard and Don-
nelly, “(I)n order for the risk to be zero, either the exposure or the hazard must be 
zero” [3], which, of course, is unlikely if not impossible, especially considering 
increased sensitivity of detection methods and understanding of the effect of dif-
ferent substances on different individuals.

A second reason to consider PMPs as a boundary technology is that they promise 
to radically change public perceptions by drawing attention to the changed char-
acter of the plants themselves. It is here that hypothetical scenarios concerning 
PMPs make their mark, leading to acceptance or rejection of this technology. 
Although genetically engineered plants are currently a pervasive part of the agri-
cultural landscape and consumed extensively, with the staple crops of corn and 
soybean grown in genetically engineered variants in the United States and compris-
ing 45% and 85% of total acreage in 2004 [4], respectively, there is little public 
awareness of their presence in the food supply [5–7], which is mainly a result of 
them being genetically engineered to express agronomic qualities, such as herbicide 
tolerance and pest resistance, which are typically not brought to the attention of 
the public. Although plants have long been used for medicinal purposes and food 
can have healing properties, genetically engineered plants, especially dealing with 
food crops, will likely draw public attention by underlining the transgenic nature 
of the products that span species and may even incorporate human DNA. Some 
precedent in public response to genetic engineering may be seen in “second-



generation” food products with enhanced product quality, which, although offering 
useful characteristics, have yet to be economically successful.

The fi nal reason PMPs may be considered a boundary technology derives from 
the previous reason. PMPs may be recognized as both a food and a medicinal 
application of genetic engineering. Although it is highly unlikely that the same 
plant will be processed for both food and pharmaceutical purposes, it is quite likely 
the public will perceive them as a unifi ed technology. In terms of public response 
to date, there have been quite different paths in the reception of genetically engi-
neered pharmaceuticals and medical products and that of genetically engineered 
plants. There has been little controversy over genetically engineered pharmaceuti-
cal products, likely because people are willing to accept risk when it comes to 
recovering the health they have lost, whereas people are likely to be risk averse 
when it comes to changing their diet, especially when they perceive nothing wrong 
with it. By exhibiting both characteristics, PMPs are likely to arouse ambiguity in 
response, depending on the personal salience of particular pharmaceutical prod-
ucts being developed.

Considering these reasons, this chapter will explore PMPs and their potential 
with an eye toward public response and policy actions. In this chapter, we fi rst 
consider potential benefi ts of new products moving toward the market, such as 
enhanced access and decreased price. We next look at the risks of this boundary 
technology, especially adventitious presence in which PMPs might accidentally 
enter the food supply, which is illustrated by recounting three recent events in which 
the food chain was either breached or threatened by unapproved food products. 
We then consider public opinion toward PMPs, both in response to these incidents, 
as seen in comments to Federal Register changes, and through a regional survey 
of public opinion. Finally, we consider the federal regulations currently in place 
and recent political developments before drawing conclusions.

12.3.2 BENEFITS OFFERED BY PLANT-MADE 
PHARMACEUTICALS (PMPS)

The benefi ts of PMPs have been well characterized and documented by proponents 
of this technology. Indeed, much of the research and development of this technol-
ogy is driven by optimism that PMPs will have tremendous health benefi ts for an 
aging and growing population and the potential for economic gain, especially when 
compared with current production approaches. This outlook is bolstered by aware-
ness of the sheer size of the pharmaceutical drug market. Of this market, an 
increasing proportion builds on genetic engineering.

According to Elbehri [8], three factors commend PMPs over current approaches 
to express pharmaceuticals, such as bacteria, yeast, and mammalian cells, and more 
recent technologies, such as insect cells and transgenic animals. These three factors 
are cost advantage, production scalability, and safety. The cost advantage of PMPs 
over the current use of mammalian cell cultures is great, with mammalian cell 
bioreactors ranging from $106–650 per gram of antibody, whereas PMPs would 
likely cost four to fi ve times less for the same pharmaceutical.

The second factor is the capacity to more easily scale-up production than is cur-
rently the case with mammalian cell-based systems, which is based on the ability to 
increase production by growing more plants on added acreage in a short period of 
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time, avoiding the need to build more production facilities with buildings, vats, and 
other associated capital costs [8]. However, this benefi t is offset by production being 
driven by growing seasons and the ability of plants to reproduce seeds enough to 
scale-up production [9]. In other words, pharmaceuticals will be produced on the 
basis of an agricultural cycle, with the inherent diffi culties of predicting weather, 
pest outbreaks, and other factors that infl uence natural systems. Although storage 
may not prove problematic, especially if the pharmaceutical is expressed in the seed 
(which might not be the case), predicting market demand is yet another diffi cult 
factor. Another diffi culty with scaling up lies with enforcing regulatory controls. 
Expanding production acreage implies increased potential for inadvertent move-
ment of the PMPs’ genes, whether by cross-breeding with other plants or their being 
blown into neighboring fi elds, bringing with it legal liabilities for environmental and 
health damage if they occur. Therefore, expanded acreage implies expanded imple-
mentation of safeguards and increased surveillance.

The third and fi nal factor is the belief that PMPs are safer than using proteins 
from recombinant microorganisms or cells, which is because “PMPs do not carry 
potentially harmful human or animal viruses into the drug” [8], as plants do not 
serve as hosts for such human pathogens as HIV, prions, hepatitis, and so on [10]. 
Furthermore, plants are typically constructed to express a portion of a pathogen 
or toxin, reducing possible infection or innate toxicity [11]. This, however, does not 
alleviate concerns over potential allergenicity, which will be present in most 
pharmaceuticals.

In spite of the benefi ts offered, PMP development is still in its infancy, with 
retardation of its progress caused by reasons discussed in the next section. However, 
analysis of U.S. Department of Agriculture (USDA) data concerning release 
permits for “pharmaceuticals, industrial, and value-added proteins” over the last 
two years, during which time stricter regulatory standards were enforced, suggests 
a still-fertile fi eld of research. Overall, 35 permits were applied for during 2004 and 
2005, with permit applications increasing from 15 in 2004 to 20 in 2005, of which 
nearly 70% were granted and 60% were released into the fi elds.

Institutions doing research in PMPs tend to be dominated by small research 
companies (see Figure 12.3-1). Although research universities, mainly Iowa State 
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University (four applications) and the University of Kentucky and Washington 
State University (one application apiece), are involved in research, companies such 
as SemBioSys Genetics and Ventria (seven applications apiece), Planet Biotechnol-
ogy and Prodigene (four applications), Large Scale Biology and Chlorogen, Inc. 
(three applications), and Garst (one application) are the mainstays of research 
currently being sent to the fi elds.

The fi ve plants serving as hosts for the experimental activities refl ect research 
realities (see Figure 12.3-2). Tobacco is the preferred host, having nearly one third 
of the permit applications, refl ecting its long-time use as a research plant in genetic 
engineering. Although corn has long history of experimentation and being used 
extensively in the fi eld, and, as a result, is the second most popular plant for experi-
mentation, the change in regulations in response to critiques of the regulatory 
system, and fears of it entering the food supply, has led to its reduced relevance in 
2005, where only two university-based fi eld trials were proposed, compared with 
its more extensive use (seven applications) in 2004. The remaining plants, saffl ower 
(seven applications), rice (six applications), and barley (two applications), might 
prove to be the preferred future host plants for PMPs and industrial products.

Examples of products being developed include Ventria BioScience’s work on 
human recombinant lactoferrin and lysozyme, which may be used as an oral rehy-
dration solution [12]; SemBioSys has been developing PMP-based human insulin 
(to meet the needs of an increasing population of diabetics) and human APO IP, 
which reduces and stabilizes arterial plaque associated with “acute coronary syn-
drome” such as heart attacks and angina, as well as strokes [13]; Planet Biotech-
nology’s treatments of tooth decay by bacterial infection, hair loss through specifi c 
forms of chemotherapy, and treatment for the common cold by blocking infection 
by rhinovirus are likewise promising [14]. Prodigene has brought to market recom-
binant trypsin, normally produced by the pancreas, which may be used in the pro-
duction of insulin, human and veterinary vaccines, cell cultures, and wound care 
[15]. It has also developed a vaccine targeting swine transmissible gastroenteritis 
[16]. Finally, Chlorogen is developing a “chloroplast transformation technology” 
that would introduce genes into plants, allowing large-scale production without 
potential genetic transfer through pollen [17]. These products and others promise 
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increased product availability and a range of new products, with health benefi ts 
and economic growth implied.

Although the future of PMPs may, like any technology, be diffi cult to predict, 
the experimental activity concerning these plants appears to be relatively robust 
considering recent regulatory changes and increased public skepticism. Although 
the amount of permit applications are relatively small, especially compared with 
the sheer numbers of experimentation involving genetically engineered plants, 
PMPs and associated technologies appear to be growing in importance and in the 
fi elds. And given the benefi ts they offer in the production of new pharmaceutical 
drugs, this growth can be expected.

12.3.3 THREATS POSED BY PLANT-MADE 
PHARMACEUTICALS (PMPS)

In spite of the benefi ts specifi cally offered by PMPs, and by genetically engineered 
plants generally, apprehension exists over their release into the environment. 
According to the National Research Council report “Bioconfi nement of Geneti-
cally Engineered Organisms” [18], three concerns exist over the unintentional 
movement of genes placed into target plants. The fi rst is that the inserted genes 
will lead to the target plant or relatives cross-breeding and becoming weeds by 
obtaining benefi ts that enable it to overrun or disrupt ecosystems. The second 
concern is that wild relatives, especially those with economic, social, or moral 
values, will be at risk of extinction by either being outcompeted or through hybrid-
ization with genetically engineered plants. The third concern, that the genetic 
material will spread to other domesticated varieties [18], is perhaps one of the 
highest profi le concerns for PMPs, especially when considering that many PMPs 
are currently being expressed in food plants. Although these concerns are currently 
being researched and will likely continue to pose a threat as genetically engineered 
plants dominate the commodity agriculture landscape, no evidence of these con-
cerns coming to fruition have come to light to date.

Another major concern, if not the major concern, is that PMPs will somehow 
fi nd their way into the food supply. As a result, it is feared the public will respond 
with decreased institutional trust and will make market decisions that negatively 
affect food producers. As a result, recent changes to the regulatory structure con-
cerning agricultural biotechnology are occurring because of concerns “that the 
expansion in agricultural biotechnology increasingly will put pressure on seed 
production and commodity handling systems” [19] to segregate and control its 
products. Specifi cally, concerns exist that the current regulatory scheme is not able 
to adequately address the amount and variety of new genetically engineered plants, 
with PMPs chief among them. Doubts over the agricultural biotechnology regula-
tory system have been raised by three recent events, calling into question the sci-
entifi c basis for regulation, the effectiveness of regulatory enforcement, and the 
integrity of the food system.

12.3.3.1 StarLink Bt Corn

The fi rst major event to focus national attention on the potential violability of the 
U.S. food chain occurred when StarLink corn made its way into the human food 



supply in 1999 and 2000. StarLink corn used the Cry9c variant of Bacillus thuringi-
ensis (Bt), a protein that kills targeted insects by eating through their guts, leading 
to sepsis and the inability to digest food. StarLink corn was not deemed fi t for either 
human consumption or export because of presumed possible human allergic reac-
tions. As a result, it was to be used only for animal feed or nonfood industrial 
purposes.

In September and October of 2000, attention was drawn to the presence of 
StarLink corn in the food chain when the consumer group Genetically Engineered 
Foods Alert performed tests on taco shells and other corn-based products being 
sold in grocery stores and in fast food restaurants [20]. Estimates by the USDA’s 
Economic Research Service suggest 123.8 million bushels were co-mingled in 2000, 
whereas Aventis’, the company responsible for StarLink, estimates that over 430 
million bushels were co-mingled in 1999 and 2000 [21] with an estimated 340,908 
acres in 28 states planted with StarLink Bt corn [20]. Overall, a total of nearly 300 
products were recalled, including 70 types of corn chips, 80 types of taco shells, 
and almost 100 restaurant food products.

In an attempt to minimize economic loss and public concern, Aventis and USDA 
bought back existing grain supplies and recalled food containing StarLink corn. 
However, signifi cant damage was done. In addition to illustrating the failure of the 
U.S. regulatory system concerning genetically engineered plants, there was disrup-
tion of the downstream food manufacturing marketplace with corn exports being 
affected. Indeed, within a single year, of 110,000 grain tests by federal inspectors, 
StarLink corn showed up in one-tenth [22]. Although the complexity of market 
forces allows only estimation, a signifi cant decrease in trade with Japan and South 
Korea occurred immediately after StarLink corn was found [21]. Since then, the 
European Union has required labeling and tracing requirements for genetically 
engineered goods that are seen as greatly hindering U.S. farm product competitive-
ness, especially with respect to corn and soybean products. Overall, estimates 
suggest the StarLink event and the recall in its aftermath have cost the food indus-
try $1 billion [23].

12.3.3.2 Prodigene PMP Corn

The second event, that of Prodigene’s PMP corn, is one immediately relevant for 
PMP production. In September and October of 2002, in Iowa and Nebraska respec-
tively, APHIS found “volunteer” corn plants genetically engineered to produce a 
pharmaceutical to prevent “traveler’s diarrhea” growing in soybean fi elds in viola-
tion of permit conditions. Specifi cally, Prodigene did not abide by the conditions 
of their fi eld release permit to eradicate all traces of the experimental crop from 
the fi elds, as small quantities of this corn ended up in soybean that was to be pro-
cessed and sold for human consumption.

Although none of this corn made it into the food supply, this near miss drew 
attention to the regulatory system’s lack of readiness in dealing with the next gen-
eration of genetically engineered crops, those producing pharmaceutical and indus-
trial products. Prodigene had to pay a civil penalty of $250,000; destroy 500,000 
bushels, or $2.7 million dollars worth, of soybean in Nebraska; and incinerate 155 
acres of corn in Iowa because of concern that cross-pollination occurred, as well 
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as posting a $1 million bond and accede to higher compliance standards for future 
fi eld tests [24]. Perhaps more important in terms of long-term political implications, 
the Grocery Manufacturers of America (GMA) and other food processing interest 
groups expressed concern over PMP fi eld test regulations, with John R. Cady, CEO 
of the National Food Processors Association commenting “(it is) nothing short of 
alarming to know that at the earliest stages of development of crops for plant-made 
pharmaceuticals, the most basic preventative measures were not faithfully observed. 
This apparent violation of rules  .  .  .  very nearly placed the integrity of the food 
supply in jeopardy” [25].

12.3.3.3 Syngenta Bt Corn

The third and most recent event came to light in March 2005 when the seed 
company Syngenta revealed that it had accidentally sold approximately 146,000 
tons of experimental Bt-10 corn that had been approved for experimental use only 
by USDA but was grown on 37,000 acres over a four-year period (2001–2004). 
The antibiotic marker gene is often used in the experimental phase of many gene-
tically engineered plant studies to test for the presence or absence of altered 
genetics.

Although the fact that the Syngenta Bt-10 corn inadvertently entered the food 
chain raises questions about the effectiveness of the USDA regulatory system, 
especially after regulatory changes were put in place in response to the StarLink 
and Prodigene situations, the antibiotic marker gene entering the food supply has 
raised concern because of perceived problems with increased antibiotic resistance 
with human infections. Although many other factors contribute to antibiotic resis-
tance, including their extensive use in farm animals, concern over the use of anti-
biotics in genetically engineered crops date back to the earliest days of genetically 
engineering when, in 1990, Calgene asked for an opinion concerning their use from 
FDA, and it was found that there was reasonable certainty no harm would result 
from its use. However, since that time, concerns are still being raised concerning 
their near ubiquitous use, whether in genetically engineered plants or in farm 
animals [26].

Although Syngenta offi cials argue that the release was relatively small, affecting 
0.01% of all corn grown from 2001 to 2004 [23], and has not appeared to affect 
U.S. consumers, response from abroad suggests that U.S. producers will be affected 
in the export marketplace. Specifi cally, on April 15, 2006, the European Union 
placed a temporary ban on U.S. corn imports unless they are proven to be Syngenta 
Bt-10-free; on May 25, 2006, they enforced this ban by impounding a U.S. shipment 
of corn gluten upon its arrival in Ireland when it was found to be tainted with 
Bt-10. Likewise, in South Korea, imports of U.S. corn are being investigated with 
certifi cation of future shipments as Bt-10-free required for entry, while most recently 
(June 1, 2006), a shipment of corn to Japan found to be Bt-10-contaminated was 
found and held [27].

As a result, Syngenta has been fi ned $375,000 and ordered to sponsor a compli-
ance training conference by USDA [28–30]. However, the regulatory response 
appears to be subdued at best, especially in light of previous failures by biotechnol-
ogy companies to implement federal regulations.



12.3.3.4 Conclusions

According to the 1984 Coordinated Framework for the Regulation of Biotechnol-
ogy, USDA, EPA, and FDA are responsible for regulating agricultural biotechnol-
ogy. Although this framework has proved to be serviceable for most of its existence, 
recent events suggest it is not meeting the challenges posed by the increased volume 
and variety of genetically engineered crops. The instances discussed above illus-
trate some of the problems facing U.S. regulators, especially the reduced trust in 
institutions. However, what is most important for producers is that an ineffi cient 
and ineffective regulatory system might push consumers elsewhere.

Although critics argue that the above cases show the system is working by iden-
tifying fl aws in the regulatory system and changing practices of both government 
agencies and industry, in the end, consumer trust is what matters most. Although 
lost consumer trust in domestic markets is a threat, with StarLink-tainted products 
being recalled from grocer’s shelves in 2000, long-lasting effects in the U.S. market 
have not materialized, especially when the recent Syngenta Bt-10 corn case is con-
sidered. International trade disruption, however, has occurred in both StarLink and 
Syngenta cases and has been costly in terms of trade with the European Union and 
with Asian trade partners South Korea and Japan. Perhaps most important, trust 
in the U.S. regulatory system by our trade partners is waning, with a recent edito-
rial title concerning the Syngenta case in the respected science journal Nature
underscoring diminishing respect: “Don’t rely on Uncle Sam” [30].

12.3.4 PUBLIC RESPONSE TO PLANT-MADE 
PHARMACEUTICALS (PMPS)

Public response to PMPs suggests they are of two minds concerning PMPs. On the 
one hand, PMPs promise to offer tangible benefi ts that directly enhance the quality 
of life by producing less expensive pharmaceutical drugs that may treat a broader 
range of ailments. This perspective is bolstered in a recent PEW report that showed 
a strong relationship between perception of PMPs as being a good use of genetic 
engineering and the likelihood of it having a positive impact on the respondent’s 
family [6].

On the other hand, the risks of PMPs entering the food supply or remaining in 
the environment as weeds gives pause to critics of the technology. The StarLink 
and Syngenta Bt-10 cases stand out as examples of the regulatory and food systems’ 
failure to prevent the unwanted presence of genetically engineered crops in the 
food supply. Although the Prodigene case was a near miss, it also focused attention 
on the fl aws in the regulatory system and may have had a chilling effect on the 
development of both PMPs and PMIPs. Although these three cases refl ect “growing 
pains” in regulating the technology as more plant products with a greater variety 
of uses enter the fi elds, the question remains as to whether this problem will be 
endemic or a “mere blip” that has been dealt with and will not recur.

12.3.4.1 Interested Public/Pressure Group Comments

The amount of comments in response to the 2003 Federal Register notices dealing 
with changes to the regulation of PMPs and PMIPs, which in turn are arguably in 
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response to the Starlink and Prodigene incidents discussed in the previous section, 
refl ect the new-found importance of the fi eld release of genetically engineered 
plants to the public. The March 10, 2003 Federal Register notice concerning PMP 
and PMIP fi eld testing requirements attracted at least 847 comments (of which 77 
were late). In comparison, changes to the APHIS regulations in 1993 garnered 84 
comments, whereas even more wide-ranging regulatory changes in 1997 attracted 
only 50 comments [31].

Although the numbers of comments received in response to PMP regulatory 
changes are exponentially higher than those received in response to prior Federal 
Register notices, multiple factors are responsible. E-government with electronic 
dockets easing comments on Federal rule-making has expanded public participa-
tion, especially with salient issues. For example, proposed organic standards posted 
in the Federal Register received an unprecedented 275,000 comments. Here, 
although the usual policy actors interested in genetically engineered plants are still 
involved, a high percentage of comments were sent by individuals and organizations 
not normally associated with this debate [32].

As expected, support for the new technology came from biotechnology and 
biotechnology-related companies, agricultural organizations, state agricultural 
departments, universities, and agricultural sector pressure groups. Critiques were 
also received from those who appeared to have ties with the organic movement or 
environmental groups, as evidenced by the roughly 600 comments e-mailed as cut-
and-paste forwards.

Unexpectedly, especially in comparison with previous regulatory changes, con-
cerns were raised by other powerful groups. Namely, the GMA and affi liated groups 
expressed concern over uncontained fi eld release of PMPs and PMIPs, especially in 
food and feed plants. Interestingly enough, concern by consumer groups and tradi-
tional biotechnology opponents was tempered, likely mitigated by the potential for 
medical benefi ts from this new technology.

Comments by the interested public in response to the changes to PMP regula-
tions give insight into concerns the general public may have once their awareness 
of these new technologies are raised, especially if PMPs and PMIPs enter into 
widespread production. A few themes stand out when comments of those critiquing 
the proposed USDA regulations are analyzed. The fi rst theme concerns the science 
used and its effectiveness in regulating the threats posed by PMPs and PMIPs to 
the food supply and the environment. The next two themes expand on institutional 
distrust suggesting that governmental institutions, namely USDA, are either negli-
gent, showing disregard for American farmers and the public by allowing these 
“dangerous” plants to be grown, or have been captured by corporate interests and 
are doing their bidding despite the threat posed. The risk perceptions of those 
commenting on the regulations suggest this technology is unknown, unnatural, 
uncontrolled, and likely to end in disasters disproportionately affecting future 
generations [32]. As can be expected by the foregoing responses, PMPs and PMIPs 
engender a good deal of fear and anger, emotional responses we deal with more 
systematically in the next section.

12.3.4.2 Public Opinion Concerning PMPs

Although the general public’s opinion on PMPs is best analyzed through surveys, 
little research on their opinion has been carried out in the United States. In 



Canada, Einsiedel and Medlock [33] carried out a series of focus groups 
analyzing attitudes toward PMPs and industrial products after providing 
information on plant molecular farming generally and fi ve specifi c examples of this 
technology. Findings by them suggest greater support for novel medical products 
benefi ting human health or the environment. Risk perceptions were driven by 
concerns over contamination of the food supply or the environment with higher 
risk seen as deriving from these products being grown outdoors in food plants that 
are able to go to seed or that fl ower, thus dispersing their genetic material to food 
plants that might be consumed by humans. When risk-benefi t analyses were made, 
Einsiedel and Medlock found “acceptability is predicated on the idea that there 
are stringent approval processes and long-term measures in place to ensure safety” 
[33].

One exception to the lack of systematic public opinion research on PMPs is a 
study carried out by Stewart and McLean [7] using a telephone survey examining 
consumers living in Arkansas, Louisiana, Texas, Oklahoma, and New Mexico. This 
study was conducted between May 9 and June 10, 2004 by the Arkansas State 
University Center for Social Research using computer-assisted telephone inter-
viewing (CATI) technology and had a very good response rate (a total of 680 
interviews completed for a response rate of 61% and a margin of error of +/−3.5%). 
Exact wording of the questions are contained in Appendix A.

Five questions were asked of participants and ascertained personal benefi ts, 
likelihood of PMPs entering the U.S. food supply, the likelihood of respondents 
eating food from PMPs, how worried the respondents would be if they ate food 
with PMPs in it, and how angry they would be if they ate it without their knowledge. 
PMPs were characterized as “plants genetically modifi ed to produce pharmaceuti-
cal drugs. These are plants that are modifi ed to produce compounds used in manu-
facturing vaccines for diarrhea, antibodies to fi ght cancer, and drugs to treat such 
illnesses as cystic fi brosis.”

Findings suggest the respondents have mixed feelings about PMPs. Generally 
speaking, PMPs are seen as presenting personal benefi ts to respondents, with two-
thirds seeing either “a great deal” or “some benefi t” (Figure 12.3-3). Of these, a 
plurality (36.5%) see a great deal of benefi t for themselves, whereas only 12% see 
themselves as receiving no benefi t at all from PMP-based products. Finally, only 
12% had no opinion about PMPs.

Although respondents see benefi ts from PMPs, a majority see adventitious pres-
ence as likely to occur, with nearly 60% perceiving PMPs as accidentally entering 
the U.S. food supply. Only one fourth of respondents see this event as either “some-
what” or “very unlikely” to occur (Figure 12.3-4). Whether this pattern of response 
is because of the Starlink or Prodigene controversies discussed earlier in this 
chapter, because of a lack of faith in governmental and food production institutions 
to prevent this event from occurring, or the result of some other unspecifi ed factor 
is not known; it may be assumed, however, that a relatively high level of public 
skepticism exists.

Although respondents see themselves as less likely to eat food with PMP com-
ponents than see the potential for adventitious presence, those seeing it as either 
“very” or “somewhat likely” make up a substantial proportion of respondents, with 
a combined 45% (Figure 12.3-5). At the same time, 38% perceive themselves as 
able to avoid such foods, responding to the question that they are either “some-
what” or “very unlikely” to eat food coming from PMP plants.
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Emotional response to eating food with PMPs in it suggests survey respondents 
are at least somewhat worried about the potential for it to occur (Figure 12.3-6). 
Overall, 23% are “very worried” and 13% are “quite a bit worried” about this event 
occurring. However, an increasing proportion of respondents show lesser levels of 
concern, with 16% “moderately worried,” 19% “slightly worried,” and 21% “not 
at all worried.”

Although levels of concern are not as high as can be expected, great potential 
exists for upsetting the public. The pattern of response that can be seen in Figure 
12.3-7 suggests polarized opinions. Specifi cally, one-third of respondents state they 
would be “very angry” if they ate food with PMPs in it without their knowledge, 
whereas only one-fi fth of respondents would be “not at all angry.”

12.3.4.3 Conclusions

Research available concerning public attitudes toward PMPs emphasizes it’s 
“boundary technology” nature. Great promise and great risk are inherent in PMPs 
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because of the personal benefi ts of increased access to a wider array of pharma-
ceutical drugs balanced by their potential for accidental release into the food supply 
or the environment. These ambivalent feelings are likely to persist until either the 
benefi ts of PMPs are felt by their products entering the marketplace or an environ-
mental or health catastrophe involving these products occurs. In either case, the 
absence of awareness of PMPs (and even genetically engineered plants) is a driving 
issue.

12.3.5 REGULATION OF PLANT-MADE PHARMACEUTICALS 
(PMPS) IN THE FIELDS

The regulation of PMPs will establish a different, potentially more circuitous, path 
to the marketplace because of its “boundary technology” nature. Although, as a 
pharmaceutical, it will be regulated in a traditional manner by FDA, as a plant, it 
must adhere to standards set forth by USDA. As a genetically engineered plant, it 
triggers a set of regulations specifi c to this technology as a whole, and as a PMP 
specifi cally, as discussed below.

On the whole, the regulation of agricultural biotechnology has attracted rela-
tively little public involvement until recently, which is most likely because of its 
highly technical nature and the downstream nature of most of its products, which 
have predominantly been concerned with replacing or reducing production inputs 
such as herbicides and pesticides. More recently, the promise of new products and 
dearth of experienced diffi culties in the fi eld experiments have led to relaxed regu-
lations. However, recent events detailed above have publicized and politicized the 
regulation of agricultural biotechnology with stricter regulations and greater scru-
tiny by an expanding range of parties with economic and political clout [34].

To address the decreasing trust in the regulatory structure, the Offi ce of Science 
and Technology Policy (OSTP) published “Proposed Federal Actions To Update 
Field Test Requirements for Biotechnology Derived Plants and To Establish Early 
Food Safety Assessments for New Proteins Produced by Such Plants” in August 
2002. Specifi cally, the notice was published to provide guidance to USDA, EPA, 
and FDA to update fi eld testing requirements for food and feed crop plants and 
establish early food safety assessments for new plant proteins, most specifi cally 
PMPs and PMIPs, in line with the 1986 Coordinated Framework. Three principles 
in the document are relied on in updating the Coordinated Framework: (1) The 
level of fi eld test confi nement should be consistent with the level of environmental, 
human, and animal health risk associated with the introduced proteins and trait(s); 
(2) if a trait or protein presents an unacceptable or undetermined risk, fi eld test 
confi nement requirements would be rigorous enough to restrict outcrossing or 
comingling of seed and, further, the occurrence of these gene or gene products 
from these fi eld tests would be prohibited in commercial seed, commodities, and 
processed food and feed; and (3) even if these traits or proteins do not present a 
health or environmental risk, fi eld test requirements should still minimize the 
occurrence of outcrossing and comingling of seed, although low levels of genes and 
gene products could be found acceptable based on meeting applicable regulatory 
standards [19].



In light of concerns raised by increased experimentation with PMPs and PMIPs, 
and addressed by OSTP in their notice [19], USDA’s Animal and Plant Health 
Inspection Service (APHIS) changed rules concerning their fi eld testing of PMPs 
in March 2003 [35]. Although the resulting regulations are expected to be modifi ed 
further over the coming years, they currently incorporate signifi cant changes in 
how PMPs and PMIPs are regulated [36]. Specifi cally, for all plants genetically 
engineered to produce pharmaceutical or industrial compounds and fi eld tested 
under permit, APHIS established seven conditions that can be grouped into three 
categories. The fi rst considers fi eld test siting, the second the dedication of equip-
ment and facilities to their production, and the third considers procedural 
matters.

Field test siting regulations proposed by APHIS provide two conditions to be 
met, with special consideration for pharmaceutical corn. First, the perimeter fallow 
zone will be increased from 25 feet to 50 feet to prevent inadvertent comingling 
with plants to be used for food or feed. Second, production of food and feed plants 
at the fi eld test site and perimeter fallow zone will be restricted for the following 
season to prevent inadvertent harvesting. Furthermore, specifi c permit conditions 
for pharmaceutical corn have been instituted, likely a result of corn being the 
organism of choice until the Prodigene event drew public concern and regulatory 
changes were put in place in its wake.

A second theme concerns the dedication of farm equipment and facilities to the 
production of such crops. First, APHIS requires planters and harvesters to be 
dedicated to the test site for the duration of the tests, and although tractors and 
tillage attachments do not have to be dedicated, they have to be cleaned in accor-
dance with APHIS protocols. The equipment and regulated articles must be stored 
in dedicated facilities for the fi eld test’s duration.

The fi nal three requirements from the proposed rules concern procedural aspects 
of dealing with fi eld tests of PMPs and plants producing industrial compounds. 
First, APHIS requires submission of cleaning procedures to minimize risk of seed 
movement. Second, procedures for seed cleaning and drying are required to be 
submitted and approved to confi ne plant material and minimize risk of seed loss 
or spillage. Finally, permittees will be required to implement an APHIS-approved 
training program to successfully comply with the stated permit conditions [35].

A key factor in any regulatory arrangement is the ability to ensure that those 
regulated are complying with the requirements set forth. As a result of the poten-
tially contentious nature of PMPs and plant-produced industrial compounds, 
APHIS plans to increase the number of fi eld site inspections “to correspond with 
critical times relevant to the confi nement measures” [35]. Therefore, in addition to 
maintaining records of activities related to meeting permitting conditions, and 
increasing the likelihood of audit-ing them to verify required permit conditions 
were met, APHIS might inspect permitted fi eld tests up to fi ve times during the 
growing season: once at pre-planting to evaluate the site location, once at the plant-
ing stage to verify site coordinates and adequate cleaning of planting equipment, 
at midseason to verify reproduction isolation protocols and distances, at harvest to 
verify cleaning of equipment and their appropriate storage, and again at post-
harvest to verify cleanup of the fi eld site. In addition, two post-harvest inspections 
may occur to verify that the regulated articles do not persist in the environment. 
Finally, APHIS may inspect more frequently if deemed necessary [35].

REGULATION OF PLANT-MADE PHARMACEUTICALS IN THE FIELDS 1447



1448 COMPARABILITY STUDIES FOR LATER-GENERATION PRODUCTS

As a result of the potential for both PMPs and PMIPs entering into the food 
supply, and using the PMP regulatory changes as a starting point, APHIS took 
immediate action to remove the notifi cation track option, requiring complete 
permit track review in their recent (August 6, 2003) interim rule and request for 
comments [36].

The rationale given in the interim rule and request for comments was that 
although 14 fi eld releases (9 notifi cations, 5 permits) had been carried out to date, 
the type of genetic engineering being carried out was to enhance such nutritional 
components as oil content. However, recent genetic modifi cations have been for 
“non-food traits with which APHIS has little regulatory experience or scientifi c 
familiarity” [36]. As such, the defi nition of PMIPs has three criteria: (1) the plants 
produce compounds new to the plant; (2) this compound has not normally been 
used in food or feed; and (3) the compound is being expressed for non-food/feed 
purposes [36].

An administrative reorganization of how USDA-APHIS regulates biotechnol-
ogy created the Biotechnology Regulatory Services (BRS) to address concerns 
raised by PMPs and PMIPs specifi cally and genetically engineered organisms gen-
erally. According to USDA-APHIS, “Given the growing scope and complexity of 
biotechnology, now more than ever, APHIS recognizes the need for more safe-
guards and greater transparency of the regulatory process to ensure that all those 
involved in the fi eld testing of GE crops understand and adhere to the regulations 
set forth by BRS.”

Changes instituted by BRS include new training for APHIS inspectors in audit-
ing and inspections of fi eld trials, the use of new technologies such as global posi-
tioning systems, and analysis of historical trends to inform monitoring and 
inspection. According to APHIS, there are nine overarching goals that the changes 
will serve with key components being: (1) enhanced and increased inspections in 
which risk-based criteria, along with other factors, will be used to assess fi eld test 
sites with higher-risk sites being inspected at least once a year, with other sites being 
randomly selected for yearly inspections; (2) auditing and verifi cation of records 
of businesses and organizations to verify accuracy and implementation; (3) reme-
dial measures to protect “agriculture, the food supply, and the environment in the 
event of compliance infraction” with the establishment of a “fi rst-responder” group 
to deal with serious infractions; (4) standardized infraction resolution in which 
criteria will be established to determine the extent of an infraction and the response, 
whether further investigation, the issuance of a guidance letter, the issuance of a 
written warning, or referral to APHIS’ Investigative and Enforcement Services 
(IES) unit for further action; (5) documentation, in which a database will be set 
up to track fi eld test inspections and resulting compliance infractions, and transpar-
ency to keep stakeholders and the public informed on the regulatory decision-
making process; (6) continuous process improvements where, as the science of 
biotechnology advances, so too will regulations and permit conditions to allow safe 
fi eld testing; (7) an emergency response protocol, being developed with input from 
EPA and FDA, in which a quick response plan will be put in place “to counteract 
potential impacts on agriculture, the food supply, and the environment”; (8) train-
ing for fi eld test inspectors in their dealings with PMP and PMIP fi eld test sites, as 
well as the latest in auditing; and (9) certifi cation concerning compliance with the 
highest level of auditing standards [37].



Although the reorganization can be seen as streamlining and focusing enforce-
ment efforts, the potential for unduly high levels of workload stresses placed on 
this 26-member unit can be foreseen. First, BRS draws on APHIS inspectors to 
inspect fi eld tests; however, more than 2600 of these agriculture quarantine inspec-
tors have been transferred to the Department of Homeland Security [36]. The 
current agreement between USDA-APHIS and DHS allows for continued access 
by APHIS and BRS, although it can be expected that problems might occur as a 
result of split responsibilities and duties.

Implementation considerations are still an issue. Although thousands of fi eld 
tests have been carried out in a variety of sites through the USDA-APHIS fi eld 
permitting, notifi cation, and petitioning program, these tend to be short-term tests, 
typically lasting for one growing season and collecting limited data that considers 
the ecological effect. Little work has been done in the way of long-term effects on 
the ecology of the regions in which they are sited.

Also, although genetically engineered plants have been in the fi elds for at least 
a decade, in the case of herbicide-tolerant and pest-resistant plants, their manage-
ment has left something to be desired with large numbers of farmers not following 
federal regulatory standards [38, 39]. Although USDA states that of the 7402 fi eld 
tests carried out between 1990 and 2001 and regulated by APHIS, only 115 resulted 
in compliance infractions and, for the most part, these were relatively minor infrac-
tions that did not raise public concern [40], concerns still exist. However, regarding 
PMPs, because of the regulations concerning them and the potential for contro-
versy, it is likely that the regulations will be more stringently followed.

12.3.6 CONCLUSIONS

The “boundary technology” nature of PMPs places it fi rmly into limbo in terms of 
social acceptability and, ultimately, economic viability. In terms of benefi ts, the 
opportunities afforded by this subset of genetic engineering of plants are in terms 
of increased diversity of products, reduced production costs, scalability on rela-
tively short notice, and reduced potential for health risks of toxicity and pathogenic-
ity because of less-easily crossed species barriers. The risks of unintentional 
movement of genes into other plants or the entry of PMP products into the food 
supply, however unrealized to date, loom large. These threats are especially salient 
in light of likely scaling up of plantings of PMPs and greater diversity of PMP 
products. And when current regulatory diffi culties are taken into account, it is an 
especially daunting challenge.

Although the potential benefi ts of PMPs are large and the risks may be perceived 
as negligible, even if such products enter the food supply as feared, public opinion 
looms large in whether this boundary technology is accepted. Given that most 
Americans are not aware of their current consumption of genetically engineered 
foods and the extent of their market presence, PMPs entering the food supply 
would likely be their fi rst “real” exposure to the risks of genetically engineered 
plants. The resulting response—apathy, hysteria, or somewhere in between—would 
have an extremely large impact on the future of PMPs and their growth, which is 
not to discount the effect of other factors that may hasten or retard the development 
of PMPs. Economic climate, government policies and regulations, international 
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trade, and a slew of other factors will impact the future of PMPs. What remains is 
the question of how far and how fast this technology will develop.
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APPENDIX I: PLANT-MADE PHARMACEUTICALS QUESTIONS

I would next like to ask you a few questions about plants genetically modifi ed to 
produce pharmaceutical drugs. These plants are modifi ed to produce compounds 
used in manufacturing vaccines for diarrhea, antibodies to fi ght cancer, and drugs 
to treat such illnesses as cystic fi brosis.

How much benefi t do you believe you would personally get from this type of 
plant? (1, a great deal; 2, some; 3, a little; 4, none at all; 8, DK; 9, refused)

How likely is it that these types of plants might accidentally enter the U.S. food 
supply? (1, very likely; 2, somewhat likely; 3, neither likely nor unlikely; 4, 
somewhat unlikely; 5, very unlikely; 8, DK; 9, refused)

How likely would you be to eat food coming from this type of plant? (1, very 
likely; 2, somewhat likely; 2, neither likely nor unlikely; 4, somewhat unlikely; 
5, very unlikely; 8, DK; 9, refused)

How worried would you be if you ate food coming from this type of plant? (1, 
very worried; 2, quite a bit worried; 3, moderately worried; 4, slightly worried; 
5, not at all worried; 8, DK; 9, refused)

How angry would you be if you ate food coming from this type of plant without 
your knowledge? (1, very angry; 2, quite a bit angry; 3, moderately angry; 4, 
slightly angry; 5, not at all angry; 8, DK; 9, refused)
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12.4
BIOSIMILARS

H. Schellekens, W. Jiskoot, and D.J.A. Crommelin
Utrecht Institute for Pharmaceutical Sciences, Utrecht University, Utrecht, 
The Netherlands

When a patent of a drug expires, competitors are allowed to introduce copies of 
the drug to the market. In the case of classic drugs, which are in general produced 
by chemical synthesis, a submission for marketing approval needs to contain data 
showing the generic to be chemically identical to the innovative drug, e.g., with 
spectroscopic and chromatographic separation techniques, and pharmaceutically 
acceptable [1]. In addition, in the case of oral products, the bioavailability of the 
generic product must be shown to be equivalent to that of the reference product as 
assessed by the results of pharmacokinetic studies demonstrating an equivalent rate 
and extent of absorption. Bioavailability studies are typically conducted in healthy 
volunteers in whom the geometric means for pharmacokinetic parameters such as 
area under the drug plasma concentration-time curve (AUC) and maximum 
observed plasma concentration (Cmax) fall within an acceptable range (usually no 
more than ±20% with a 90% degree of confi dence). These bioequivalence require-
ments make the assumption that two chemically identical products that demon-
strate an identical pharmacokinetic profi le will also have identical clinical effects. 
Thus, the randomized clinical trials conducted to demonstrate safety and effi cacy 
that are required for the approval of innovator products are not necessary for the 
approval of conventional generics as the data generated with the original product 
can be extrapolated to the generic. Long-term experience with chemical drugs and 
the availability of sophisticated methods for analysis ensure that the generic prod-
ucts are safe and effective. Because the company marketing a generic product does 
not need to make the large investments necessary to develop and launch an innova-
tive drug and can take advantage of the extensive experience and possible exten-
sions of the indications gained during the period the drug was patent protected, 
the price of a generic is relatively low. The introduction of a generic also leads to 
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a price drop of the original product. Because reducing health costs is a political 
priority, most countries promote the introduction and use of generics. The com-
petition with generics is also an important incentive for the innovator to improve 
the original poduct. So generics are an essential part of the innovation cycle of 
drugs.

For several reasons the classic generic paradigm can only partly be extrapolated 
to therapeutic proteins [2–5]. The major reasons are listed in Box 12.4-1. Protein 
pharmaceuticals are mostly large complex molecules showing heterogeneity. This 
heterogeneity can be due to natural processes in the host cells such as variations 
in glycosylation or protein clipping. Modifi cations of the product can also be intro-
duced during production, purifi cation, formulation, and storage. Besides these 
product-related impurities, host cells and (biological) materials used during pro-
duction and purifi cation may introduce process-related impurities.

Therapeutic proteins are manufactured by complicated processes, and all steps 
in production, purifi cation, and formulation may infl uence the biological and cli-
nicial properties of the fi nal product. The different steps are, therefore, carefully 
monitored by analytical methods using in-house standards. These analytical 
methods have, in part, been developed (or at least refi ned) for each specifi c product. 
For many products and especially the fi rst for which the patents will expire shortly, 
the production process has undergone continuous improvement based on manufac-
turing and clinical experience.

The features of a particular biopharmaceutical are the result of the basic charac-
teristics of the molecule such as amino acid sequence and three-dimensional struc-
ture as well as the specifi c production, purifi cation, formulation, and storage 
conditions (Box 12.4-2). To produce a biopharmaceutical of constant required 
quality, a company also needs the experience and the in-house standards to apply 
the methods used to analyze the structure of a given product. There are various 
guidelines of the European Medicine Evaluation Agency, the Food and Drug 
Administration, the Japanese Ministry of Health and Welfare, and the ICH, which 
require manufacturers to show that they control the production process and are 
capable of reproducibly manufacturing batches that not only meet product specifi -
cations, but also conform to the defi nition of the product as established through 
full characterization. Modifi cations of the established process are only accepted if 
the manufacturer can show that the product of the new process is comparable with 
the initially manufactured product. Comparability studies include revalidation of 

BOX 12.4-1. CHARACTERISTICS OF THERAPEUTIC PROTEINS

• Size
 —100–500 times larger than classic drugs
 —Cannot be completely characterized by physico-chemical methods
• Immunogenicity
• Structural heterogeneity
• Relatively high biological activity
• Relatively unstable



the process, reevaluation of process and product-related impurities, recharacteriza-
tion of the product in side-by-side analyses by all available state-of-the-art methods, 
and stability studies with the product from the new process in addition to release 
testing. When considered relevant, these comparability studies also may include 
clinical studies examining the pharmacokinetic, pharmacodynamic, and immuno-
genic properties of the new product and some effi cacy and safety studies as well.

Little, if any, of the expertise, analytical methods and in-house standards, specif-
ics of the production process, historical process, and validation data or full char-
acterization data required for comparability assessment of therapeutic proteins are 
available in the public domain. As a rule, they are proprietary knowledge. It is 
inconceivable, in most cases, that another manufacturer, on the basis of the patent 
or published data, is able to manufacture a protein pharmaceutical that can be 
assumed similar enough to the original innovative product that only a limited 
documentation of physico-chemical characteristics would be suffi cient to show 
equivalence. In most cases only limited data are available in pharmacopoeial 
monographs and scientifi c papers. Moreover, even the most sophisticated analytical 
tools are not sensitive enough to fully predict the biological and clinical character-
istics of the product.

Because the generic approach is not applicable to protein drugs, the term bio-
generics is considered misleading. Other terms have been used over the years, 
which are listed in Box 12.4-3. Similar biological medicinal products is the offi cial 

BOX 12.4-2. FACTORS INFLUENCING THE ACTIVITY OF 
THERAPEUTIC PROTEINS

• Gene and promotor
• Host cell
• Culture conditions
• Purifi cation
• Formulation
• Storage and handling
• Unknown factors
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BOX 12.4-3. WHAT IS IN A NAME?

• Biogenerics
• Second entry biologicals
• Subsequent entry biologicals
• Off-patent biotech products
• Multisource products
• Follow-up biologics
• Biosimilars
• Similar biological medicinal products
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terminology in the European Union (EU), but biosimilars has become the pre-
ferred terminology both in scientifi c and regulatory discussions and publications 
and will also be used in this chapter.

Table 12.4-1 shows the expiration dates of the patents of several recombinant 
DNA-derived therapeutic proteins. The patents of products as interferon alpha and 
epoetin alpha have already expired, and others will follow shortly. Table 12.4-1 also 
shows the patent and data protection to last longer in the United States than in 
Europe. This partly explains why the regulations regarding the conditions for mar-
keting authorization in the EU are more developed than in the United States.

In the EU legislation, which became effective in November 2005, biosimilars 
have been set apart from the generic drugs. Clinical data have legally become 
mandatory for a marketing authorization submission for biosimilars to the EMEA, 
which like innovative biotechnology products will need to be evaluated through a 
centralized procedure and not by national regulatory approval. However, the Euro-
pean regulators do not require a full dossier; the idea of extrapolation of data as 
with classic generics is maintained, as it is considered unethical to ask for a com-
plete set of clinical data. The CHMP, the scientifi c committee of the EMEA, has 
issued several guidelines concerning the data required for marketing authorization. 
The main issues of these guidelines are listed in Box 12.4-4 [6–8].

Only biosimilars of therapeutic proteins marketed within the EU are allowed. 
A biosimilar marketing authorization submission should contain the same 

BOX 12.4-4. MAIN ELEMENTS CHMP GUIDELINES 
CONCERNING BIOSIMILARS

• The concept of similar biological product is applicable to any biological medic-
inal product, but it is more likely applied to highly purifi ed products, which 
can be thoroughly characterized

• In order to support pharmacovigilance monitoring, the specifi c product given 
to the patient should be clearly identifi ed

• The active substance of the biosimilar product must be similar in molecular 
and biological terms to the active substance of the reference medicinal product 
e. IFN alpha 2a is not similar to IFN alpha 2b

• The same reference product throughout the comparability program
• The pharmaceutical form, dose, and route of administration of the biosimilar 

and the reference product should be the same
• If the reference product has more than one indication, the safety and effi cacy 

for all indications have to be justifi ed or demonstrated for each indication 
separately

• The clinical safety must be monitored on an ungoing basis after marketing 
approval

• The issue of immunogenicity should always be addressed, and its long-term 
monitoring is necessary

BIOSIMILARS 1457
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extensive data on quality and safety as an innovative protein drug. In addition, 
the submission needs a supplement showing similarity in quality safety and 
effi cacy between the biosimilar and the same reference product.

A biosimilar is defi ned as any therapeutic protein by its own manufacturing 
process that may infl uence the characteristics of the product itself but also intro-
duce specifi c process-related impurities. The producers of biosimilars therefore 
need to demonstrate consistency and robustness of their production process. They 
need to do formulation studies showing stability and compatibility, even if the for-
mulation is identical to the reference product.

The generation of comparative data concerning physico-chemical characteristics 
and preclinical testing will be complicated because unformulated bulk material of 
the innovator protein is unavailable to the biosimilar manufacturer. So the competi-
tor can only use formulated marketed material. For some analytical techniques, 
isolation of the protein from the formulation is necessary. This may induce 
modifi cations that can hamper the comparisons. Comparing with the biosimilar 
isolated from the same formulation is being used to compensate for these possible 
modifi cations.

The biosimilar producer needs to do at least one comparative trial, usually a 
clinical trial with a suffi cient number of patients to give the statistical power to fi nd 
differences in effi cacy and safety. The results may be extrapolated to other indica-
tions if the mode of action in other disease conditions is identical and the toxicity 
profi le comparable with the population suffering from the other conditions. An 
example could be interferon alpha 2. If the biosimilar is proven to be similar in 
effi cacy with the innovator protein in chronic hepatitis C virus infection, it will also 
be active in hepatitis B. However, an extension to cancer indications such as hairy 
cell leukemia would be blocked by a different mode of action in cancer and a dif-
ferent toxicity profi le in tumor patients. For example, the immunogenicity of inter-
feron alpha 2 is signifi cantly different in cancer patients compared with patients 
with viral infections.

An important issue in the regulatory guidelines is immunogenicity, which is 
considered a major difference between protein drugs and low-molecular-weight 
drugs [9–11]. According to the CHMP guidelines on biosimilars, the issue of 
immunogenicity always needs to be addressed. There are only limited possibilities 
for the prediction of immunogenicity in vitro or in animal studies. This implies that 
the immunogenicity always needs to be monitored in clinical trials. The assay 
strategy and the assays employed need to be validated. Moreover, the assays need 
to meet specifi cations that allow the detection of immunogenicity differences 
between the biosimilar and the innovative protein therapeutic.

Sometimes the incidence of the induction of antibody formation in patients is 
too low to be evaluated in the clinical trials of the biosimilar, but the consequences 
are so severe that this side effect needs to be excluded for a biosimilar as is the 
case with epoetin-associated pure red cell aplasia. This can only be accomplished 
by strict postmarketing surveillance protocols.

The companies marketing biosimilars will need to show their capacity to manage 
postmarketing protocols, not only to monitor rare side effects but also because the 
biological and clinical characteristics of therapeutic proteins cannot be completely 
predicted by physico-chemical analyses, and possible batch-associated side effects 
need to be identifi ed.



Another specifi c problem of protein therapeutics is their relative instability, 
which calls for strict regimens in storage and handling. In principle, protein drugs 
need a cold chain that is maintained from the manufacturing plant until adminis-
tration to the patient. The CHMP has indicated that biosimilar producers need to 
show that they control the distribution of their products.

Nearly all innovative proteins are being administered parentally. They are 
mainly prescribed by hospital medical specialists for sometimes relatively rare, 
knowledge intensive conditions needing individualized treatment and specifi c diag-
nostic facilities. The marketing of biosimilars needs therefore to be accompanied 
by specifi c information to ensure their proper and safe use.

Considering the large investments manufacturers have to do to develop, produce, 
distribute, and market biosimilars, a large price drop by their introduction will be 
unlikely. Unlike with classic generics, the market will not be conquered by price 
alone, but the biosimilar manufacturers and distributors need to show quality and 
added value of their products.

Another consequence of the relative modest price drop by the introduction of 
biosimilars on the expensive biotechnology-derived protein drug treatments will 
be the attractiveness for racketeers to counterfeit protein drugs. Several biosimilars 
have been produced for many years in countries where patent protection or enforce-
ment is lacking. The quality of these products varies (Figure 12.4-1). Proteins as 
epoetin, growth hormone, and insulin are also popular as performance enhancers 
in sports. This is an important part of the illegal demand. Both unbranded products 
as well as counterfeits, which look like authorized products, have been discovered. 
Counterfeits of therapeutic proteins have also been detected in the regular medical 
supply chains of these products. And products as growth hormone are also popular 
among the illegal drugs offered by the Internet (Figure 12.4-2).

BIOSIMILARS 1459
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Figure 12.4-1. An example of biosimilar epoetins. This fi gure shows epoetin alpha’s mar-
keted in Asia and South America analyzed by iso-electrical focusing. The different products 
show large differences in isotype content. Difference can also be seen between different 
batches of the same manufacturer (IA and IB; IIA and IIB; IIIA and IIIB). E is the epoetin 
alpha marketed in Europe.
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In Europe the fi rst patents of protein drugs have expired and the legal conditions 
for launching biosimilars have been met, the general guidelines describing the 
regulatory demands have been implemented, and product-specifi c draft guidelines 
are under evaluation. The fi rst marketing authorization requests have been sub-
mitted, and the marketing of these products will follow in 2006.

The biggest uncertainty concerning biosimilars is the level of similarity the regu-
latory bodies will fi nd acceptable [12–13]. The only defi nition of a biosimilar that 
can be given is a protein that is similar in quality, safety, and effi cacy to a reference 
product. Still, similarity is a matter of taste. Differences between products will 
always be found, and the question the regulatory agencies need to answer is how 
relevant these differences are. This is not an easy question because structurally 
comparable products can show signifi cant differences in biological and clinical 
properties [14]. There are also examples of products with comparable clinical 
effects but considerably different structures. With room for interpretation about 
what a biosimilar is, legal procedures by the innovator or the generic industry chal-
lenging the decisions of the EU about marketing authorizations are to be expected. 
So, in the end the European Court of Justice will defi ne what is a biosimilar.
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13.1.1 BACKGROUND

The rapid progress in molecular medicine has sought to understand the molecular 
basis of human disease with an ultimate goal of developing rationally designed 
therapies. The gene discovery phase has been largely driven by key technological 
advances including polymerase chain reaction (PCR) and other strategies and 
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methods, high-throughput sequencing, and bioinformatics. Now that the genome 
is sequenced, there are ongoing efforts to identify genetic polymorphisms (e.g., 
single nucleotide polymorphisms, SNPs) that may point to disease predisposition 
or unique responses to therapy such as untoward drug side effects.

Presently, physicians have to optimize a dosage regimen for an individual patient 
by a trail-and-error method. This kind of blind approach may cause adverse drug 
reactions (ADRs) in some patients. In fact, ADRs are found to occur in more than 
2 million hospitalizations including approximate 100,000 deaths per year in the 
United States [1]. Similarly, according to a German study, about 6% of ADRs are 
attributed to new hospital admissions, and these ADRs were found to be prevent-
able [2].

This interindividual variability in drug response could be caused by multiple 
factors such as disease determinants, genetic and environmental factors, and vari-
ability in drug target response (pharmacodynamic response) or idiosyncratic 
response. These factors affect drug absorption, distribution, metabolism, and excre-
tion [3]. Drug concentrations in plasma can vary more than 600-fold between two 
individuals of the same weight on the same drug dosage [4]. An understanding of 
the variability in effi cacy and toxicity of the same doses of medications in the 
human population, therefore, may provide safer and effi cient drug therapy.

In general, genetic factors are estimated to account for 15–30% of interindivi-
dual differences in drug metabolism and response; but for certain drugs or classes 
of drugs, genetic factors are of the utmost importance and can account for up to 
95% of interindividual variability in drug disposition and effects [4].

The idea that drug response is determined by genetic factors that alter pharma-
cokinetics and pharmacodynamics of compounds evolved in the late 1950s, when 
an inherited defi ciency of glucose-6-phosphate dehydrogenase was shown to cause 
the severe hemolysis observed in some patients exposed to the antimalarial pri-
maquine. This discovery explained why hemolysis was observed mainly in African-
Americans, in whom the defi ciency is common, and rarely in Caucasians of northern, 
western, and eastern descent [5]. In 1959, Vogel coined the term pharmacogenetics 
to describe inherited differences in drug responses [6].

Later in 1962, W. Kalow defi ned pharmacogenetics as “.  .  .  the study of heredity 
and the response to drugs” [7]. It is a well-recognized fact that individuals respond 
differently to drug therapy; some drugs that are effective or well-tolerated by some 
people may be ineffective or toxic to others. This variability can often be traced 
by SNPs in genes encoding drug-metabolizing enzymes, transporters, ion channels, 
and drug receptors, all of which have been known to be associated with interindi-
vidual variation in drug response and have aroused considerable interest in recent 
years [8].

Taken together, pharmacogenetics is the study of genetic polymorphisms in 
drug-metabolizing enzymes and the translation of inherited differences to the vari-
ability in drug effects. Genes are described as “polymorphic” when allelic variants 
exist in the population, one or more of which alters the activity of the encoded 
protein compared with the wild-type sequence. Typically, the polymorphism leads 
to reduced activity of the encoded protein. Although the focus of pharmacogenetics 
is the study of drug-metabolizing enzymes like the CYP family, polymorphisms in 
drug transporters (such as P-glycoprotein) band drug targets (such as receptors) 
have also received attention.



The original task of pharmacogenetic research is to aid physicians in the pre-
scription of the appropriate medicine in the right dosage in an attempt to attain 
maximum effi cacy and minimum toxicity based on a genetic test, performed before 
the initiation of the therapy. The new paradigm moves toward the approach of 
screening for polymorphisms associated with a drug response and tailoring clinical 
and therapeutic decisions for an individual patient. This strategy of targeting drugs 
according to the patient’s genetic constitution is termed “personalized medicine” 
[8, 9].

Toward the goal of personalized medicine, after completion of the human 
genome project, a haplotype map (HapMap) has been developed by the Interna-
tional HapMap Consortium with an intention of profi ling DNA sequence varia-
tions across the human genome, which should provide a powerful tool to understand 
the genetic variants and drug responses (biomarkers). This knowledge may ulti-
mately allow the development of personalized medications based on the genotype 
of each patient [10].

The term “pharmacogenomics” was introduced to refl ect the transition from 
genetics to genomics and the use of genome-wide approaches to identify genes that 
contribute to a specifi c disease or drug response. A pharmacogenomics approach 
could allow a specifi c drug therapy to be targeted to genetically defi ned subsets of 
patients and could lead to a new disease and treatment classifi cation on the molecu-
lar level.

Although the “blueprints” of human disease and for the drug action may be 
genetically encoded, the execution of the disease process and the pharmacodynam-
ics of a given drug occurs through altered protein function. Researchers in 
molecular medicine are currently going from genomics to proteomics. One goal 
for clinical proteomics will be to characterize the information fl ow within 
single cells, tissues, or entire organisms under normal or disease conditions [11]. 
Therefore, identifying the genetic or epigenetic events leading to wanted or 
unwanted effects of drugs requires subsequent understanding of the proteomic 
consequences of these events. Therefore, pharmacoproteomics are focused on 
the infl uence of drugs on protein–protein interactions, their localization, or 
whether the encoded proteins are stable expressed, phosphorylated, cleaved, 
acetylated, glycosylated, or functionally “active.” Mounting evidence confi rms that 
the low-molecular-weight (LMW) range of circulatory proteome contains a rich 
source of information that may be able to detect or better characterize drug–protein 
interactions and stratify toxicological risk. Current mass spectrometry (MS) plat-
forms can generate a rapid and high-resolution portrait of the LMW proteome. 
Emerging novel nanotechnology strategies to amplify and harvest these LMW 
biomarkers in vivo or ex vivo will greatly enhance our knowledge about pharma-
coproteomics [12]. As an example for an pharmacoproteomic approach, it was 
found that in comparison with tamoxifen-sensitive breast tumor cells, in an 
tamoxifen-resistant line, 12 proteins were found upregulated, whereas nine were 
downregulated. Three of the identifi ed proteins (AGL-2 interacting protein and 
two GDP-dissociation inhibitors) could be directly involved in the resistance phe-
nomenon [13]. Curiously enough, the erythrocyte sedimentation reaction (ESR), 
which could be defi ned as a primitive forerunner of functional proteomics, has been 
used for a long time for clinical diagnostics and for monitoring of pharmacological 
therapy.
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Although genetic variation is clearly important, it seems unlikely that personal-
ized drug therapy will be enabled for a wide range of major diseases using genomic 
knowledge alone. Therefore, a third modern possibility for enabling personalized 
pharmacological therapy is the phenotyping by pharmacometabonomics. A major 
factor underlying interindividual variation in drug effects is variation in metabolic 
phenotype, which is infl uenced not only by genotype but also by different factors 
such as in utero effects, lifestyle, nutritional status, the gut microbiota, age, disease, 
environment, and the co- or pre-administration of other drugs. A new approach to 
personalized drug treatment is the examination of the metabolic profi le. The 
profi le, which is a measurement of small molecules such as sugars and amino acids, 
could be used to predict the pharmacodynamic or toxic response to drugs [14].

Pharmacometabonomics use a combination of pre-dose metabolite profi ling and 
chemometrics to model and predict the responses of individual subjects. 

1
H nuclear 

magnetic resonance (NMR) spectroscopy has been applied as a metabolite profi l-
ing tool for metabonomic studies, as it enables many endogenous metabolites to be 
quantifi ed rapidly and reproducibly in biological fl uids without derivatization or 
separation. Pharmacometabonomics has an important theoretical advantage over 
pharmacogenomics in that it can potentially take account of both genomic and 
environmental factors affecting drug-induced responses [15].

However, because the time of practical use of pharmacoproteomics and 
pharmacometabonomics is obviously more distant from today as such for the 
genetic approaches, we will focus this chapter more on pharmacogenetics and 
pharmacogenomics. The present knowledge certainly does not allow or recom-
mend individualized therapy on the basis of pharmacoproteomics as well as phar-
macometabonomics. They are not ready for profound optimization of clinical drug 
application or rationale drug development to become a reality in the near future. 
Intensifi cation of research capacities is assumed, providing optimism for personal-
ized medicine.

In the following sections, depending on the target respective, selected examples 
for the infl uence of genetic variability on the drug response are discussed. In most 
of the cases, we will cite publications from the fi rst half of the year 2006, indicating 
the enormous progress in this fi eld in the last months. For excellent reviews on 
individualized therapy solely from 2006, see Refs. 4, 8, 14, 16–25.

13.1.2 DRUG METABOLIZING ENZYMES

A considerable body of evidence suggests that SNP in genes encoding drug-
metabolizing enzymes might determine drug effi cacy and toxicity. The cytochrome 
P450 (CYP) enzymes consist of a superfamily of haem-containing monooxygen-
ases, and multiple forms of CYP exist in all mammals. CYPs are responsible for 
the oxidation of many drugs, environmental chemicals, and endogenous substrates. 
They exist in the liver and in extrahepatic tissues such as the intestine, lung, and 
kidney. In humans, xenobiotics are metabolized primarily by three CYP sub-
families: CYP1, CYP2, and CYP3 [26, 27] (Table 13.1-1). Genetic polymorphisms 
of the genes for CYP2C9, CYP2C19, and CYP2D6 affect the metabolism of 20–
30% of clinically used drugs. The frequency of variant alleles of CYP families 
varies among populations according to the race and ethnic background [28].
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TABLE 13.1-1. Selected Drugs Metabolized by Various Cytochrome P450 (CYP) and 
Other Enzymes

Enzyme Drug

CYP1A2 Imipramine, Tacrine, Propranolol
CYP1B1 17β-Estradiol, Estrone, Testosterone,
  Tamoxifen
CYP2B6 Carbamazepine, Efavirenz
CYP2C8 Paclitaxel, Carbamazepine
CYP2C9 Cyclosporine, Ifosfamide, Etoposide
  Nefazodone, Losartan, Warfarin,
  Tamoxifen, Phenytoin
CYP2C19 Omeprazole, Lansoprazole, Citalopram,
  Thalidomide
CYP2D6 Fluoxetine, Paroxetine, Desipramine,
  Amitryptiline, Imipramine, Nortryptilin,
  Maprotilin, Metoprolol, Propranolol,
  Tamoxifen
CYP 3A (responsible for the
 oxidative metabolism of
 more than 50% of clinically 
 used drugs)
CYP3A4 Amitryptiline, Imipramin, Cyclosporine,
  Docetaxel, Epipodophyllotoxin,
  Erythromycin, Losartan, Diazepam,
  Carbamazepine, Nefadozone, Nifedipine,
  Omeprazole, Terfenadine, Chlorpyrifos
  (Insecticide), Testosterone, Estradiol,
  Progesterone, and synthetic sexual
  steroids
CYP 3A5 Etoposide, Vincristine, Midazolam
CYP7A1 17α-Ethinylestradiol, Statins
CYP7B1 17α-Ethinylestradiol
CYP8B1 17α-Ethinylestradiol
Dihydropyrimidine Dehydrogenase Fluorouracil, Capecitabine, Nifedipine
 (DPD)
Glucuronosyl transferase Labetalol, Morphine, Naloxone
Glutathione—Transferase (GST)
GSTA1 Cyclophosphamid
GSTM1 Anthracyclines (Doxorubicin, Idarubicin,
  Mitoxantrone)
GSTM3 Cisplatin
GSTP1 Etoposide, Doxorubicin, Cisplatin,
  Oxaliplatin, Carboplatin
GSTT1 Prednisolon
N-Acetyltransferase Amonafi de
S-Methyltransferase Captopril
Sulfotransferase1A1 (SULT1A1) Tamoxifen
Thiopurine Methyltransferase  6-Mercaptopurine, Azathioprine,
 (TPMT)  Methotrexate
Uridine Diphosphate Irinocetan, Etoposide, Epirubicine,
Glucuronosyltransferase (UGT)  Tipifarnib



1468 THE PROMISE OF INDIVIDUALIZED THERAPY

For instance, there are 78 reported variants of CYP 2D6 that associated with 
adverse drug reactions. Many of these polymorphic genes encode inactive enzymes. 
However, these inactive enzymes may produce adverse drug reactions among 
patients because of their poor metabolic activity (e.g., the adverse effects of the 
neuroleptic risperidone) [29].

Similarly, several inactivating genetic polymorphisms have been reported in 
another member of the CYP family, namely CYP2C19 (CYP2C19*2 and 
CYP2C19*3), which is also associated with adverse drug reactions. This enzyme 
is responsible for the metabolism of proton pump inhibitors (e.g., omeprazole and 
lansoprazole) used for the treatment of gastric acid-related disorders such as peptic 
ulcer and gastroesophageal refl ux disease. Approximately 2–4% of Caucasians and 
4% of African-Americans have poor metabolism of these drugs [26]. Poor metabo-
lizing patients of proton pump inhibitors carry two nonfunctional alleles, hetero-
zygous extensive metabolizers have one nonfunctional and one wild-type allele, 
and extensive metabolizers are homozygous for the wild-type allele [4].

Another example is the coumarin warfarin, which is widely used for oral anti-
coagulation. Major side effects include bleeding complications. It was found that 
CYP2C9*2 and CYP2C9*3 alleles reduce the clearance of war farin and increase 
the risk of bleeding [30]. The data indicate that patients carrying at least one 
variant CYP2C9 allele require lower maintenance doses and have a signifi cantly 
higher risk of bleeding. However, SNPs in vitamin K epoxide reductase (VKORC1) 
may be more important. Recent studies have identifi ed haplotype-dependent 
predictions for warfarin dosing. VKORC1 haplotype A predicted 21–25% of the 
required warfarin dose, and the inclusion of CYP2C9 genotypes reduced the 
required warfarin dose up to 31% in Caucasians. Combining nongenetic factors 
such as age, sex, body surface area, and drug interactions with the genotype infor-
mation predicts up to 60% of warfarin dose. The remaining 40% of warfarin dosing 
variability remains unexplained [31].

CYP2C9*13 allele is associated with reduced metabolism of lornoxicam [32]. 
Similarly, CYP2C8 plays a role in the disposition of some therapeutic drugs [33].

The intestinal epithelium and liver contain the most abundant member of the 
CYP family, namely CAP3A, and these enzymes are responsible for the metabo-
lism of more than half of the therapeutic drugs. Its activity also varies among 
members of a given population. In addition, this enzyme may undergo induction 
(rifamycins) and inhibition (calcium channel blockers) depending on the drug 
administration, which may account for its poor or higher metabolic activity. The 
interindividual variation in the immunosuppressive drugs cyclosporine and tac-
rolimus could be caused by interindividual differences in the expression of CYP 
3A4 and 3A5 and the drug transporter P-glycoprotein. The most frequent allelic 
variant of CYP3A5 is CYP3A5*3, with a frequency of 87% of all alleles in a French 
population [34, 35].

An important P450 database in terms of genetic polymorphisms is the CYP 
alleles database (http://www.imm.ki.se/CYPalleles). However, genetic variants 
identifi ed in the CYP3A4 and CYP3A5 genes have only a limited impact on the 
CYP3A-mediated drug metabolism [36], and hence the identifi cation of the geno-
type for the ABCB1 transporter gene may provide further clues for the individu-
alization of therapy with certain drugs (see below).

Apart from CYPs, some other enzymes involved in the biotransformation of 
drugs include N-acetyltransferase (NAT), glutathione-S-transferase, and uridine 



diphosphate-glucuronosyl transferase 1A1 (UGT1A1). One of the earlier dis-
coveries of pharmacogenetics is the attribution of the neurological side effects of 
the antituberculosis drug isoniazid to genetic variability of NAT2. A 98.1% correla-
tion between genotyping of NAT2 and acetylation phenotype has been demon-
strated using an allele-specifi c PCR [37].

Gastric cancer patients treated with 5-FU and cisplatin and possessing the glu-
tathione S-tranferase PI-105 Valine/Valine (GSTPI-105VV) genotype showed a 
response rate of 67% and medial survival time of 15 months compared with 21% 
and 6 months, respectively, in patients harboring one GSTPI-105 Isoleucine (GSTPI-
1051) allele [38].

Pharmacogenetics of the UGT1A1 gene is known to infl uence irinotecan-induced 
diarrhea mediated via the glucuronidation of the active metabolite SN-38 [39]. 
Irinocetan is an inhibitor of topoisomerase used for the treatment of lung and colon 
cancer in adults and pediatric solid tumors such as rhabdomyosarcoma and neuro-
blastoma. The presence of seven repeats, instead of the wild-type number of six 
(UGT1A1*28) is associated with reduced UGT1A1 expression, leading to reduced 
SN-38 glucuronidation. It has been shown that the UGT1A1*28 allele leads to sig-
nifi cantly increased amounts of SN-38 and a heightened risk of irinocetan-caused 
diarrhea and leukopenia. Patients homozygous or heterozygous for seven TA 
repeats have a sevenfold higher likelihood of diarrhea or leukopenia with irinoc-
etan therapy than do patients with the wild-type genotype (six repeats). In a study 
conducted on Asians, UGT1A1*28 was found to be a common allele in Indians 
[40]. Thus, it is possible that UGT1A1 genotyping can be used to predict toxicity 
to irinocetan therapy. The UGT database contains data on genetic polymorphisms 
of the various UGT alleles (http://som.fl inders.edu.au/FUSA/ClinPharm/UGT).

A good example for clinical reality of pharmacogenetic methods is the very fre-
quently performed test for pseudocholinesterase. Inherited defi ciency in pseudo-
cholinesterase activity results in prolonged respiratory paralysis when defi cient 
patients receive standard doses of the neuromuscular blockers suxamethonium or 
mivacurium [41].

13.1.3 DRUG TRANSPORTERS

Genetic variability in drug transporters also plays an important role for individual 
drug response (see Table 13.1-2). For instance, polymorphism in the ABC-binding 
cassette (ABC) gene may affect the function and expression of proteins [42] by 
inducing tumor cell resistance to anticancer therapy, altered disposition of chemo-
therapeutic agents, and associated chemotherapy toxicity, which may cause certain 
drug-induced side effects and uncertainty in treatment effi cacy. ABCB1, also 
known as P-glycoprotein (Pgp) alias MDR1 for multidrug resistance, is a member 
of the ABC family that participates in the energy-dependent effl ux of various sub-
strates. A synonymous polymorphism in exon 26 (C345T) was found to infl uence 
drug response and exhibit interethnic variability [43]. The importance of haplotype 
analysis was shown by a meta-analysis of the infl uence of this SNP on digoxin 
pharmacokinetics and Pgp gene expression [44].

The ABCB1 genotype of the donor, but not of the recipient, may be a major 
risk factor for cyclosporine-related chronic nephrotoxicity in recipients of renal 
transplants. The ABCB1 3435TT genotype, which is associated with lower Pgp 
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expression in renal parenchymal cells, is strongly associated with cyclosporine 
nephrotoxicity (odds ratio 13.4) [45]. On the other hand, the cyclosporin disposition 
in heart transplant patients may be infl uenced by Pgp haplotypes rather than geno-
types [46].

Genetic polymorphisms in ABCB1 and ABCg2 may be important also in infl u-
encing the pharmacokinetics of irinotecan and its metabolites (see above).

Another notable example is that in certain patients the reduced rate of meth-
otrexate metabolism produced a severe methotrexate overdosing and nephrotoxic-
ity. This defect is attributed to the heterozygous mutation (R412G) in the highly 
conserved amino acid arginine [47] of the ABCC2 gene, which encodes the human 
multidrug resistant protein-2 (MRP-2). Interestingly, this mutated region is associ-
ated with substrate affi nity and hence the mutant protein has a reduced rate of 
methotrexate elimination. In some other cases, a long-term use of methotrexate 
induces pancytopenia, which is determined by white blood cells and platelet counts 
[48]. However, it is also known that polymorphisms always need not have to 
produce functionally defective proteins. For example, in the multidrug resistant 
gene (MDR1), certain polymorphisms may not have any effect on the drug response 
[49]. However, this could be caused by nonsignifi cant statistical power.

TABLE 13.1-2. Selected Drug Transporters Associated with Individual Variations in 
Drug Response

Protein Drug

P-Glycoprotein; Synonyms: Multidrug Digoxin, Vinblastine, Vincristine,
 Resistance 1 (MDR1, ABCB1)  Irinocetan
Multidrug Resistance-Associated  Doxorubicin, Vinblastine, 
 Protein 2 (Canalicular-Multispecifi c  Sulfi npyrazone, Irinocetan, SN38, 
 Organic Anion Transporter, MRP2;   Methotrexate
 ABCC2)
Breast Cancer Resistance Protein Mitoxantrone, Methotrexate, 
 (BCRP, ABCBG2, ABCP)  Doxorubicin, Camptothecin-based
  drugs like Topocetan and SN-38
ABCG5/8 17α-Ethinylestradiol
Na+ /taurocholate cotransporting 17α-Ethinylestradiol
 polypeptide (NTCP)
Organic Anion Transporter  Irinocetan
 Polypeptide-1B1 (OATP1B1; 

SLCO1B1)
OATP1/2 17α-Ethinylestradiol
OATP1A2 (OATP-A) Ajmalin, DHEA-Sulfate, 17β-Estradiol,
  Estrone, Microcystin, N-Methyl-
  quinidine, Ouabain, Prostaglandin E2,
  Rocuronium, Thyroxin (T4), 
  Triiodothyronine (T3)
OATP1B1 (OATP-C/OATP2) Atorvastatin, Cerivastatin, Fluvastatin,
  Benzylpenicillin, Rifampicin
OATP1B3 (OATP8) CCK-8, Digoxin, Fexofenadine, Paclitaxel



Gwee et al. [50] have devised a rapid and robust assay to simultaneously screen 
SNPs of the MDR1 gene using a single-tube multiplex minisequencing strategy. 
Finally, there are several web-based transporter databases (http://www.tp-
search.jp; http://www.gene.ucl.ac.uk/nomenclature/genefamily/abc.html and http://
lab.digibench.net/transporter).

13.1.4 ION CHANNELS

Organic anion transporting polypeptides (OATPs) mediate the uptake of a broad 
range of compounds into cells. Substrates for members of the OATP family include 
bile salts, hormones, and steroid conjugates as well as drugs like the HMG-CoA-
reductase inhibitors (statins), cardiac glycosides, anticancer agents like methotrex-
ate, and antibiotics like rifampicin. The identifi cation and functional characterization 
of naturally occurring variations in genes encoding human OATP family members 
is in the focus of transporter research [51]. There is a high degree of functional 
heterogeneity among OAT3 variants, with three variants (p.Arg149Ser, o.
Gln239Stop, and p.Ile260 Arg) that results in complete loss of transporter function, 
and several other variants with signifi cantly reduced function [52].

Common variation in the gene SCN1A affects the maximum dose of phenytoin 
and carbamazepine, which act on the sodium channel subunit encoded by this gene 
[53].

The etiology of drug-induced long QT syndrome (LQTS) could also be based 
on gene variability. A life-threatening form of cardiac arrhythmia has been associ-
ated with mutations in the ion channel genes [54]. Therefore, screening of LQTS-
associated genes before the initiation of therapy with known QT-prolonging drugs 
could serve as a precautionary measure against life-threatening adverse effects by 
avoiding such drugs.

13.1.5 DRUG RECEPTORS

Genetic polymorphisms in drug receptors may alter pharmacological response. For 
example, variations in β-adrenoceptors, angiotensin-converting enzyme (ACE), 
and 5-hydroxytryptamine (5-HT) receptors alter drug response to β-adrenoceptor 
agonists and blockers, ACE inhibitors, and antipsychotic agents, respectively (see 
the sections cardiovascular dugs and drugs acting on the CNS in this chapter).

Genetic polymorphisms affecting amino acids at positions 16 and 27 within the 
β2-adrenoceptor gene have been implicated in the asthma phenotypes and infl uence 
on the variability observed in response to use bronchodilator agents. It was found 
that Arg16 allele was slightly more frequent within the group with the unwanted 
tachyphylaxis phenomenon, whereas Gly16 allele carriers were overrepresented 
within the group of good responders (59.7%, P = 0.0028). On the other hand, the 
allele frequency of Gln27 and the proportion of Gln27 carriers was higher within 
the group with tachyphylaxis and Glu27 allele carriers were overrepresented within 
the group of good responders (P = 0.026) [55]. For asthma, see the section “Cardio-
vascular Drugs” in this chapter.

Concerning pharmacogenetic aspects of hormone receptors, see the “Endo-
crinology” section in this chapter.
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13.1.6 CANCER DRUGS

Cancer chemotherapy is an area that requires continual monitoring and adjustment 
of antineoplastic agents to achieve optimal therapeutic outcome, which makes 
pharmacogenetic approaches attractive in this fi eld.

Drugs such as azathioprines, mercaptopurines, and thioguanine have been used 
extensively to treat childhood acute lymphoblastic leukemia, rheumatic disease, 
infl ammatory bowel disease, and used for solid organ transplantation. Thiopurine 
S-methyltransferase (TPMT) is a cytosolic enzyme that is involved in the metabo-
lism of thiopurines (Table 13.1-1). It has been shown that polymorphisms in TPMT 
result in severe toxicity for patients prescribed with normal doses of the cytotoxic 
agents mercaptopurine or azathioprine. The variant enzyme was shown to misfold 
and subsequently form aggresome [56]. It has been reported that the TPMT geno-
type has a substantial impact on the mercaptopurine treatment response [57]. Pre-
vious studies also have shown that patients with homozygous mutant TPMT alleles 
exhibit very low enzyme activity and develop a severe hematopoietic toxicity after 
treatment with standard doses of thiopurines [58–60]. TPMT-defi cient patients 
tend to accumulate excessive thioguanine nucleotide concentrations and are, there-
fore, at higher risk for hematological toxicity. TPMT defi ciency can be largely 
attributed to three mutant alleles (TPMT*2, TPMT*3A, and TPMT*3C). Allele-
specifi c PCR or PCR-restriction fragment length polymorphism strategies have 
been used to detect the three signature mutations, hence offering a rapid and 
affordable assay for identifying >90% of all mutant alleles [61]. Today, one of the 
most frequently performed pharmacogenetic tests are for TPMT. Patients who 
inherit two nonfunctional variant alleles should be given 6–10% of the standard 
dose of thiopurines. TPMT defi ciency has also been associated with a high risk of 
irradiation-induced brain tumors in patients given thiopurines concomitantly with 
radiation therapy [62].

Similarly, the response rate of 5-fl uorouracil (5-FU)-based treatment of advanced 
colorectal cancer is signifi cantly linked to 677 C → T polymorphism in the meth-
ylenetetrahydrofolate reductase gene [63]. Additionally, polymorphisms in the 
thymidylate synthase gene promoter (TYMS enhancer region, TSER) has been 
linked to tumor downstaging in patients with rectal cancer who were treated preop-
eratively with 5-FU-based chemoradiation. In a study of 65 patients with stage 
T2–T4 rectal cancer, patients with at least one TSER*2 allele had a 38% increased 
frequency of tumor down staging at the time of surgical resection compared with 
TSER*3/TSER*3 patients [64].

The fi rst genotype-guided clinical trial in North America is based on TYMS 
TSER genotype. Rectal cancer patients (stage T3 and T4) with the “good risk” 
TSER*2 allele are treated in a phase II study consisting of standard therapy (radia-
tion and 5FU). The sample size was calculated to detect a downstaging rate of 
60%, compared with the historical downstaging rate of 45%. Patients homozygous 
for TSER*3 (“bad risk” genotype) are also enrolled in a phase II study, in which 
they receive the standard radiation and 5-FU along with additional irinocetan. The 
sample size was calculated to detect an improvement from the previously reported 
TSER*3/TSER*3 downstaging rate of 22–45%. Preliminary data implied an 
improved response rate in both treatment groups, suggesting an enrichment for 
positive response [22].



Genetic polymorphisms in the epidermal growth factor receptors (EGFR) 
impact on pharmacological response to gefi tinib and erlotinib, tyrosine kinase 
inhibitors used as monotherapy in the treatment of metastatic non-small cell lung 
cancer. The drugs are effective in only 10–15% of patients. Responders were found 
to harbor activating mutations in the gene coding for EGFR [65]. The EGFR assay 
for tumor mutation analysis provides a platform in personalized therapy with the 
EGFR inhibitors gefi tinib or erlotinib (http://www.dxsgenotyping.com).

The use of the other tyrosine kinase inhibitor imatinib, which blocks the enzy-
matic action of the BCR-ABL fusion protein, has represented a critical advance in 
chronic myeloid leukaemia (CML) treatment. However, a subset of patients initially 
fails to respond to this treatment. Use of complementary DNA (cDNA) microarray 
expression profi ling, a set of 46 genes was differentially expressed in imatinib 
responders and non-responders. A six-gene prediction model was constructed, 
which was capable of distinguishing cyto genetic response with an accuracy of 
80% [66].

Another case of already practical use of pharmacogenetic methods is the test 
for mutations in tumors that overexpress the human EGFR, HER2. Trastuzumab, 
a humanized monoclonal antibody, is effective in only 10–15% of breast cancer 
patients whose tumors overexpress HER2 [67]. Therefore, the pretreatment detec-
tion of HER2 is essential for the trastuzumab therapy.

13.1.7 CARDIOVASCULAR DRUGS

Variation in two genes encoding angiotensin-converting enzyme and endothelial 
nitric oxide synthase infl uence the effects of standard therapies [68]. In addition, 
polymorphism in the sodium channel gamma-subunit promoter region is signi-
fi cantly associated with blood pressure response to hydrochlorothiazide [69]. 
Similarly, SNPs in angiotensinogen (T1198C), apolipoprotein B (G10108A), and 
adrenoreceptor alpha 2A (A1817G) signifi cantly predict the change in left ventricu-
lar mass during antihypertensive treatment [70]. Although common variants may 
infl uence the blood pressure response to a given class of antihypertensive medica-
tion, studies of polymorphisms have generally provided confl icting results [71]. For 
instance, polymorphisms in the alpha 2B adrenergic receptor does not show any 
association with azepexole hypertensive response [72]. However, patients with Gly 
389 variant and Ser 49 homozygous of the beta-adrenergic receptor require increases 
in heart failure medication [73, 74].

One study has reported that the effect of statins in lowering low-density lipo-
protein (LDL)-cholesterol levels was slightly greater in -204AA homozygotes of 
CYP7A1 [75].

Most of the studies to date have failed to demonstrate any link between poly-
morphism in tumor necrosis factor alpha and both cardiomyopathy and coronary 
artery disease [76].

In the case of asthma that causes substantial economic burden, morbidity, and 
mortality, patients exhibit an extensive interindividual variation in the response to 
beta-agonists acting at beta 2 adrenergic receptors, which could be caused by one 
nonsynonymous polymorphism [1772M9 of adenylyl cyclase type 9 (AC 9)] gene. 
This variation results in decreased catalytic activity (M772) and, therefore, alters 
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albuterol (bronchodilator) responsiveness in the presence of a corticosteroid [77]. 
Additionally, in an Indian population, response to salbutamol treatment of asth-
matic patients depends on polymorphism of the beta 2 adrenergic receptor [78].

13.1.8 DRUGS ACTING ON THE CNS

A meta-analysis of the quantitative contribution of CYP2D6 polymorphism to the 
interindividual variation in dosage of antidepressants has shown that the metabo-
lism and dosage of imipramine, doxepin, maprotiline, trimipramine, desipramine, 
nortryptiline, clomipramine, and, partially, paroxetine depend on the CYP2D6 
genotype and phenotype. Pharmacokinetic data suggest dose adjustments for these 
drugs that range from 28% to 60% of the normal dose for poor metabolizers and 
from 180% to 14% of the normal dose for ultrarapid metabolizers. In general, 
based on the impact of CYP2D6 on dosage adaption of antidepressants and antip-
sychotics, 40–50% of drugs may be subject to important pharmacokinetic altera-
tions owing to CYP2D6 polymorphism [79].

A considerable variability also exists in effi ciency and toxicity of other antipsy-
chotic drugs. For instance, in the case of mood disorder, approximately 30–40% 
of patients do not completely respond to pharmacological treatment [80, 81]. 
However, serotonin transporter gene promoter (5HTTLPR) length polymorphisms 
has been implicated in the pathogenesis of mood disorders as well as in the thera-
peutic response to serotonergic drugs [82]. Reduction in the Liebowitz social 
anxiety scale and in the brief social phobia score during treatment with serotonin 
reuptake inhibitors (SSSRIs) was signifi cantly associated with 5HTTLPR geno-
type [83]. When patients were treated with serotonin-blocking antidepressants, a 
signifi cantly higher occurrence of side effects was found in patients with the 
HTTVNTR2.10/2.10 genotype (52.6%) than in patients with the 2.10/2.12 (12.5%) 
and 2.12/2.12 (0%) genotypes [84].

In patients with schizophrenia, Taq I polymorphism in the dopamine D2 recep-
tor is associated with greater improvement of symptoms after treatment. Similarly, 
Gly 9 allele (Ser 9 Gly) of the dopamine D3 receptor and His 452 Tyr polymorphism 
in the 5-hydroxytryptamine 2A receptor (5-HT2A) are associated with response 
to clozapine. The side effects (weight gain) induced by antipsychotics seems to be 
associated with the -759C allele of the 5-HT2C receptor. Additionally, Gly 9-
variant of dopamine D3, the 102C-variant of the 5-HT2A, and the Ser 23-variant 
of the 5-HT2C receptors (in females) seem to increase the susceptibility to tardive 
dyskinesia [85, 86].

Epilepsy is a diffi cult disease to treat because different patients require different 
ranges of doses, and some patients may even experience side effects such as increase 
in seizures, depression, and double vision. To control epilepsy, drugs such as pheny-
toin and carbamazepine have been extensively prescribed throughout the world. 
At present, evaluation of the allelic variation between individuals relies on the prior 
identifi cation of candidate genes and their therapeutic effects of antiepileptic drugs 
[87]. Variants in the CYP2C9 and SCN1A (encodes a brain protein) genes are 
often found in patients treated with the highest doses of both phenytoin and car-
bamazepine [53]. Additionally, in Han Chinese, the carbamazepine side effects like 
Stevens–Johnson syndrome and toxic epidermal necrolysis are strongly associated 



with the HLA-B*1502 gene, which also means that genetic suscep tibility to car-
bamazepine-induced cutaneous adverse drug reactions is phenotype-specifi c [88]. 
Pharmacoresistant epilepsy is still a major clinical problem in epilepsy, and it could 
be caused by multiple factors, but also multidrug transporters may play a key role 
in resistance phenotypes. However, studies on one variant in the ABCB1 gene 
provided inconclusive evidence so far [89].

Long-term treatment of Parkinson patients with L-Dopa exhibits L-Dopa-
induced dyskinesis in some patients, which could be caused by genetic polymor-
phisms among patients. Therefore, pharmacogenetic studies may provide an 
explanation of neuronal plasticity among Parkinson patients [90].

Furthermore, drug addictions are major social and medical problems and there-
fore impose a signifi cant burden on society. Epidemiological, linkage, and associa-
tion studies have shown a signifi cant contribution of genetic factors to the addictive 
diseases. Studies of polymorphisms in the mu-opioid receptors and transporter 
genes have contributed signifi cantly to the knowledge of genetic infl uence on opioid 
and cocaine addiction and the effi cacy of opioid therapy in pain management 
[91–94].

13.1.9 ENDOCRINOLOGY

At present, a lot of scientifi c efforts are being employed to use pharmacogenetics/
pharmacogenomics for protein/peptidergic hormone therapy as well as for treat-
ment with steroids. The main topics are polymorphisms in the membranous and 
nuclear receptors, including their subtypes and isoforms, and the genetics of steroid 
transforming enzymes (aromatases, 5α-reductases, sulfotransferases). It seems 
that, in comparison with other fi elds of pharmacological approaches, the pharma-
cogenetics in endocrinology are relatively advanced and, in certain parts, ready for 
clinical use.

Growth hormone receptor (GHR) transcripts exist in several isoforms in humans, 
among which is the retention (GHRfl ) or exclusion (GHRd3) of exon 3, which 
encodes a 22-residue sequence in the extracellular domain of the membrane-
located receptor. In Western Europe an populations, it has been estimated that 
68–75% of alleles are GHRfl , whereas 25–32% are GHRd3. In short children, the 
homozygous or heterozygous presence of GHRd3 resulted in a signifi cantly greater 
growth response in both year 1 and year 2 of GH therapy [95, 96]. Logically, 
patients who are homozygous for GHRd3 were less responsive to short-term and 
long-term hGH therapy [97].

Exogenous sexual hormones are used worldwide by women as oral contracep-
tives and hormonal replacement therapy. Some epidemiological studies have shown 
an increased risk of venous thromboembolism (VTE). It was found, that the risk/
benefi t ratio could be, in part, mediated by the genetic predisposition of women. 
Genetic thrombophilia might be implicated in the risk of VTE patients who use 
exogenous hormones.The most common causes of genetic hypercoagulability 
known today are factor V Leiden, G20210A prothrombin polymorphisms, and the 
genetic variant C677T of the methylenetetrahydrofolate reductase (MTHFR) gene. 
Therefore, an increasing number of kits for these two thrombophilic mutations are 
becoming commercially available, and screening for inherited thrombotic risk 
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before giving the “pill” is among the most requested genetic tests in molecular 
diagnostic laboratories [98].

It seems that use of oral contraceptives or postmenopausal hormone replace-
ment in women with the germ line mutations in the two genes BRCA1 and BRCA2 
are more at risk for breast cancer than women also carrying these mutations but 
without hormonal interventions [99].

CYP1A2, CYP2C19, and CYP3A5 are responsible for estrone oxidation. These 
enzymes are all known to be genetically variant in the human population, and 
studies to asses the role of these CYP P450 enzymes in breast cancer risk are 
indicated [100].

The estrogen receptor-subtype ERα mediates the hepatotoxicity of 17α-
ethinylestradiol (EE2). Upon EE2 treatment, ERα represses the expression of bile 
acid and cholesterol transporters (bile salt export pump, BSEP), Na

+
/taurocholate 

cotransporting polypeptide (NTCP), OATP1, OATP2, ABCG5, and ABCG8 in 
the liver [101]. The genetic variability of some of these transporters is well known 
and could explain, at least in part, the interindividual differences for the tolerability 
of oral contraceptives.

Estrogen receptor α variations increase or decrease the action of estrogens; but, 
at present, no clinical studies are available that show that pharmacogenomic check-
ing of ERα before estrogen-treatment (OCs or hormone replacement) can reduce 
the risk of adverse drug reactions.

The progesterone receptor 660L allele (PGR-12(rs1042638)V660L) may be 
associated with a moderately increased risk of breast cancer [102].

The polymorphism of UDP-glucuronosyl transferase (UGT2B17) is strongly 
associated with the bimodal distribution of the testosterone excretion [103].

Interestingly enough, besides the encouraging fi ndings of genetics in the fi eld of 
clinical endocrinology, proteomic approaches on the effects of estrogens, pro-
gestins, and androgens on the mammary gland are advancing step-by-step [13, 104, 
105].

And what happens with diabetes mellitus? In 525 Caucasian type 2 diabetic 
patients, the common E23K variant of KCNJ11 encoding the pancreatic β-cell 
adenosine 5′-triphosphate-sensitive potassium channel subunit Kir6.2 was associ-
ated with increased risk for secondary failure to treatment with sulfonylurea-like 
glibenclamide [106].

13.1.10 ENVIRONMENTAL FACTORS

Needless to say, the genetic background and the gene variability is only one aspect 
of pharmacodynamics. Apart from potential gene–gene interactions, drug actions 
are also deeply affected by gene-environment interactions such that a particular 
genetic marker may present a variable pharmacological response in individuals 
with different nutritional states, lifestyle habits, and general well-being. Thus, the 
genetic information is not a reliable predictor of drug response, and therapeutic 
drug monitoring, with several notable exceptions, remains generally empirical. The 
sum and substance is as follows: Prescription genotyping serves more a predictive 
rather than a diagnostic role [8].

Here, we give only two examples for the role of the environment. Interindividual 
variability has been seen in liver UDP-glucuronosyltransferase 1A6 (UGT1A6) 



enzyme activity that glucuronates various drugs and toxins (Table 13.1-1). Its 
expression is associated with polymorphisms in the 5′-regulatory and exon 1 regions. 
The three most common non-synonymous polymorphisms are S7A, T181A, and 
R184S. However, it did not explain the inter individual variability in glucuronida-
tion and alcohol consumption, which suggests that environmental factors may have 
a signifi cant role in alcohol consumption [107, 108]. Similarly, alcohol dependence 
is not associated with single-nucleotide polymorphisms in the corticotrophin 
releasing hormone receptor 1 (CHRH 1) gene [109].

13.1.11 ETHNICITY

To use genomic knowledge to develop drugs and to improve health, we need to 
consider ethnical differences in different populations [110, 111]. There exists inter-
ethnical differences in polymorphisms of genes encoding drug metabolizing 
enzymes, transporters, and disease-associated proteins [112, 113]. Meanwhile, a 
population genetics-based method to calculate the probability value for a variation 
in the gene is proposed [114]. Genetic differences are greater within socially defi ned 
racial groups than between other groups [115]. Additionally, it has been found that 
genetic diversity decreases in noncoding regions, whereas diversity of coding non-
synomous SNPs is lower in regions containing a known protein sequence motif in 
individuals of European origin [116].

Drug treatment may be tailored for greater effect if important genetic variation 
exists between racial and ethnic groups. By knowing these variants, patients can 
be classifi ed into low-, intermediate-, and high-dose groups [31, 117]. For instance, 
coumarins are characterized by a narrow therapeutic index and a wide interindi-
vidual variability in dose response; daily maintenance doses of warfarin range from 
less than 1 mg to over 20 mg [30] and, additionally, warfarin therapy shows a wide 
variation among patients of different ancestries. This variation could be caused by 
polymorphisms in the gene encoding vitamin K epoxide reductase complex 1. 
Accordingly, Chinese patients require lower dosages of heparin and warfarin than 
those usually recommended for white patients [118, 119]. Additionally, the combi-
nation of isosorbide dinitrate and hydralazine for treatment of heart failure in 
African-American heart patients reduced mortality by 43%, claiming that African-
Americans and Caucasians differentially respond to the treatment, which is claimed 
to be because of genetic differences in the pathophysiology of heart failure between 
the two groups [120]. In other words, biological differences exist between the two 
racial groups. However, in this study, there is no comparison population and hence 
results should be interpreted cautiously. The distribution of haplotype profi le of 
MDR1 (Pgp, ABCB1) has also been shown to exhibit inter-ethnic variabililty 
[121].

The ethical and moral concerns that develop in the midst of genetic testing are 
factors that hamper the development of personalized medicine. The deciphering 
of the genetic code may pose a threat to the protection of one’s privacy. Moreover, 
some variants that predict drug response are also markers for disease predisposi-
tion. For example, the apolipoprotein E4 allele known to infl uence response to 
cholesterol-lowering (statin) is also associated with an increased risk of Alzhe-
imer’s disease, which may subsequently lead to medico-legal implications, such as 
the issue of data confi dentiality and the possibility of stigmatization: whether 
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employers and insurance companies should be given rights to asses the genetic data 
and the chance of the information falling into the hands of unauthorized parties. 
In addition, a positive result for a genetic determinant underlying therapeutic 
failure for a critical illness may infl ict additional emotional trauma and dampen 
the willpower of the patient to combat the disease [8].

Nevertheless, the debate on the biological basis of race and ethnicity and phar-
macogenetics may provide a useful understanding of ethnic and racial differences. 
Even in this case, however, we should not ignore several important parameters such 
as diet, economic, environmental, and psychosocial factors. However, pharmaco-
genetic studies on race and ethnicity are worthwhile because they are useful indica-
tors of genetic variation. However, this kind of race and ethnicity classifi cation for 
medical treatment could lead to discrimination [122].

13.1.12 TECHNOLOGICAL ASPECTS

Mutation screening technologies can generally be categorized into mass screening 
for novel variants and specifi c genotyping approaches. Although the former approach 
is more often adopted in academic research to uncover novel mutations and unravel 
functional consequences, the latter is more suited for practical diagnostic purposes. 
Rapid, precise, and cost-effective high-throughput technological platforms are essen-
tial for performing large-scale mutational analysis of genetic markers. However, 
genotyping techniques have generally been laborious in nature, rendering large-scale 
analysis time-consuming and ineffi cient from a cost perspective. However, SNP 
detection technologies have recently evolved to some of the most highly automated, 
robust, and affordable methods in biomedical research. Genotyping is often per-
formed in conjunction with phenotyping (e.g., pharmacometabonomics) [8].

It is not the task of this chapter to discuss the advantages or disadvantages of 
the different technological platforms and bioinformatics tools in detail. Only a 
short presentation is possible (for review, see Ref. 8). Commercially provided serv-
ices, such as Signature Genetics (http://www.signaturegenetics.com) are based on 
the analysis of integrated results from a detailed genetic test and comprehensive 
questionnaire. The report addresses the effi cacy and toxicity of medications, poten-
tial drug interactions, and customized information on nutrition and recommended 
lifestyle modifi cations. Another example of a personalized medicine company 
(DxS, Manchester, U.K.) is focused on SNP testing, haplotyping, and clinical 
genotyping. DxS has applied the Amplifi cation Refractory Mutation System and 
Scorpions (a homogenous fl uorescent PCR detection system) technologies to the 
development of a highly sensitive oncology test panel [123].

The Roche AmpliChip CYP Genotyping test is FDA-approved and combines 
Roche’s PCR amplifi cation technology and Affymetrix high-density microarray 
technology to allow rapid, simultaneous analysis of multiple SNPs within the CYP 
family. This genotyping strategy relies on the hybridization of complementary fl uo-
rescent-tagged DNA sequences to an array of sequence-specifi c oligonucleotide 
probes (http://www.roche-diagnostics.com/press_releases/archive/2003_06_25.
html). Drug MEt is another microarray-based pharmacogenetic test used for simul-
taneous detection of 29 SNPs of CYP and phase II enzymes involved in drug 



metabolism (http://arrayit.com/Products/Microarray/DrugMEt/drugmet.html). 
Invader UGT1A1 Molecular Assay is an in vitro diagnostic test for genotyping 
UGT1A1 alleles and is FDA-approved. This assay appears to be an accurate 
method for the rapid detection of UGT1A1 polymorphisms (http://www.ons.org/
fda/documents/FDA93995insert.pdf).

The TRUGENE Human Immunodefi ciency Virus (HIV-1) Genotyping Kit 
and OpenGene DNA Sequencing System is yet another example illustrating 
the use of genetic testing in personalized medicine. TRUGENE is a sequence-
based assay designed for detecting HIV genomic mutations (in the protease and 
part of the reverse transcriptase regions of HIV) that confer resistance to certain 
antiretroviral drugs. The assay has been shown to be robust, reproducible, and 
accurate and is considered a signifi cant advance in the treatment of HIV infection 
[124].

New technologies like matrix-assisted laser desorption ionization-time-of-fl ight 
(MALDI-TOF) mass spectrometry (MS) and GOOD assay (requires no purifi ca-
tion steps) have to bring in wider use. The next challenge is the demand for more 
accurate, economical, and large-scale technologies for SNP association studies. 
There are several review papers describing the technological platforms in pharma-
cogenetic research [8, 125–127].

The technological challenges for pharmacoproteomics are exceptional (see 
Table 13.1-3). Protein microarrays are an emerging class of nanotechnology for 
tracking many different proteins simultaneously. However, translation into the 
medical practice is very slow. On the other hand, proteomic changes in cultured 
cell lines might not fully refl ect pharmacodynamic interactions because of the lack 
of the tissue microenvironment [11].

Although the molecular genotyping and phenotyping techniques are well estab-
lished in major research institutes, the facilities for genetic testing and measure-
ment of parent and metabolic concentrations are not always accessible in the 
diagnostic laboratory. Furthermore, mutational screening using the current state-
of-the-art technology is still laborious and time-consuming. The hassle of having 
to courier samples to an external laboratory and the turn around time for sample 
processing diminish the feasibility of adopting the approach in the fast-paced 
healthcare setting.
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TABLE 13.1-3. The Hurdles for Protein Compared with Nucleic Acid Analysis in 
Human Tissue [11]

•  More than 1 million proteins estimated (compared to 22.000 human genes)
•  More than 300 posttranslational modifi cations known (phosphorylation, glycosylation)
•  Wide dynamic range for protein abundances: 1010 (for mRNA:104)
•  No protein amplifi cation method available (comparable to PCR in genomics)
•  Specifi c detection methods (only a few very good antibodies available)
•  Senstivity (fM to aM needed, like ELISA)

PCR, polymerase chain reaction
ELISA, enzyme linked immunosorbent assay
fM, femtomolar (10−15 molar)
aM, attomolar (10−18 molar)



1480 THE PROMISE OF INDIVIDUALIZED THERAPY

13.1.13 LIMITATIONS

A big problem limiting the progress of the pharmacogenetic approach is the fi delity 
of genotyping results and the confi dence in associating SNPs with altered drug 
response. The ambiguity that sometimes develops in classifying an individual’s 
genotype based on the laboratory results is another important contributory factor. 
In addition, the phenotyping method may give rise to false-positive results because 
the metabolic ratio can be infl uenced by other factors, such as epigenomic signaling, 
concomitantly administered drugs, nutritional state, and general health, hence 
affecting the validity of genotype-phenotype correlations [8].

The exact association between many SNPs of the drug target genes with thera-
peutic outcome is still unclear. However, few mutations have been characterized to 
ascertain their potential functional severity and limited defi nitive functional cor-
relates established. As such, the functionality of these SNPs and their causative 
role remain largely speculative. In cases of functionally characterized SNPs, care 
should be exercised when translating research fi ndings into an investigative tool, 
particularly in the extrapolation of observations from in vitro studies to a physio-
logical effect. Even if the pharmacokinetic parameters are altered by genetic vari-
ants, the impact on pharmacodynamic or therapeutic effects may not be apparent. 
No standard guidelines exist on how the dosages of a drug should be adjusted, as 
a specifi c drug target may affect its panel of substrates to different extents, which 
increases the com plexity of drug prescription because the dose adjustments differ 
among the various substrates in individuals carrying the same gene mutation [8].

Clinical use of pharmacogenetic testing has been severely limited by a lack of 
prospective clinical trials. Such trials are required to establish that pharmacoge-
netic testing benefi ts the selection of the appropriate drug and dose for the indi-
vidual patient, thereby improving therapeutic responses or reducing ADRs. One 
key point that will affect the integration of pharmacogenetics into clinical practice 
will be the cost-effectiveness of these approaches, which may be infl uenced by 
several factors. Drugs with a narrow therapeutic index with more severer and 
expensive side effects are ideal candidates for phar macogenetic testing. Drugs for 
which there are no established methods for monitoring adverse events (e.g., meth-
otrexate) are also best-suited for pharmacogenomic analyses. However, for such 
approaches to be cost-effective, a well-established association should exist between 
genotype and clinical phenotype, and the frequency of the variant gene should be 
high. For example, if the frequency of a vriant allele is only 0.5%, then ∼200 
patients will have to be tested to identify one patient with the variant allele. Simi-
larly, the strength of association between genotype and clinical phenotype will be 
important [128].

13.1.14 EDUCATIONAL ASPECTS

The resistance in the medical community to switching from the “trial-and-error” 
treatment approach to the gene-based approach is still prominently evident. Physi-
cians in clinical practice, trainee physicians, and medical undergraduates have not 
been adequately educated in the fi eld; the concept of pharmacogenetics has not 
been incorporated in the curriculum of medical courses worldwide. They are, thus, 



neither well-versed in the selection of target genes for ordering a genetic test nor 
equipped with the knowledge to interpret and analyze the report. Thus, the bridg-
ing of the gap between basic science and medicine requires the collaborative efforts 
of researchers and clinicians.

Professionals in medicine and the life sciences must be prepared to adapt to this 
new approach. However, systems-based pharmacogenomics is unlikely to be ready 
for clinical application in the near future. To benefi t patients today, the already 
available options of pharmacogenetics should be carefully implemented in clinical 
practice as soon as possible. Teaching the current, continuously updated knowledge 
of pharmacogenomics should not be postponed until the new paradigm arrives 
[19].

13.1.15 CONCLUDING REMARKS

The well-known interindividual differences in drug response could be caused by 
genetic and environmental factors and by the dose-response curve of a given drug. 
Knowledge of the individual genetic variability in drug response is, therefore, clini-
cally and economically very important. Pharmacogenetics (focus is on single genes) 
and pharmacogenomics (focus is on many genes) are the two recent developments 
to investigate interindividual variations of drug response. This type of genetic 
profi ling of the population doubtless provides benefi ts for future medical care by 
predicting the individual drug response.

The fi eld of pharmacogenetics/pharmacogenomics has seen exciting advances in 
the recent past. The Human Genome Project and International HapMap projects 
have uncovered a wealth of information for researchers. The discovery of clinically 
predictive genotypes (e.g., UGT1A1*28 for irinocetan therapy; TPMT alleles for 
avoiding severe ADRs if patients receive standard doses of mercaptopurine and 
azathiopurine; TYMS TSER for treatment of rectal cancer; HER2 for optimizing 
the trastuzumab treatment in mammary Ca patients; BCA1, BRCA2, and factor V 
Leiden for improvement of oral contraception as well as hormone replacement), 
haplotypes (e.g., VKORC1 haplotype A for individualization of warfarin therapy), 
and somatic mutations (e.g., epidermal growth factor receptor for tailoring of tyro-
sine kinase inhibitors), along with the introduction of FDA-approved pharmacoge-
netic tests (UGT1A1*28) and the initiation of a genotype-guided clinical trial for 
cancer therapy (TYMS TSER in rectal cancer) have provided the fi rst steps toward 
the integration of pharmacogenomics into clinical practice [22].

The translation from population-based (one dose fi ts all) to personalized medi-
cine in the clinical setting is progressing at an incredibly slow pace. But why?

Several issues and problems need to be considered and solved before pharma-
cogenetics can be fully integrated into clinical practice (and also into drug develop-
ment in the pharmaceutical industry). The ideal pharmacogenetic assay would 
quickly, accurately, and inexpensively provide composite genotypes for an indi-
vidual patient to allow selection of the most suitable drug for the patient. Today, 
some approaches including suitable assays are very successful and have reached 
the level of clinical routine methods. Most other approaches (some are presently 
under investigation) are not mature. However, ongoing research is sure to bring 
one of the promises of the human genome project to fruition soon, that being 
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individualized drug therapy. We should always keep in mind that, although in some 
cases polymorphism in a gene is associated with poor effi cacy and adverse drug 
reactions, in many cases the clinical relevance remains to be understood or is irrel-
evant. Therefore, pharmacogenetics/pharmacogenomics may not be applicable to 
all diseases and all treatments [129]. However, the many pharmacogenomic com-
plexities, and particularly time-dependent changes of gene expression, will never 
allow personalized medicine to become an error-free entity.

The suggestion that individuals will be genotyped at birth and their “HapMap 
genotype” carried lifelong as an implantable identity may be too Orwellian for 
some. However, it may be close to the reality of clinical pharmacology practice in 
decades to come. By the way, we will have the data needed to extract the genetic 
risk from a genome and effectively model dosages and the risks of adverse reactions 
based on an individual’s genotype, which is further than most imagined electronic 
prescription would go, but it is an attractive prospect. Pharmacogenomics has a 
long way to go to achieve this goal, but its potential is clear enough [130].

However, at present, pharmacogenomics’ practical impact on medicine is 
more or less minimal, and the greatest challenge is to understand the genotype-
environmental factor interactions, extensive geographic variations in genes (ethnic-
ity) and to optimize study design for the accuracy, high level of quality, and 
consistency of technologies [131].

In comparison with pharmacogenomics, the successful transition of proteomic 
technologies (including novel nanotechnology strategies) from research tools to 
integrated diagnostic platforms will require much more effort and much more 
time.

After the great enthusiasm about mastering of the Human Genome Project, at 
present, we are in the post-genetics skepticism, which should not block our efforts 
for bringing pharmacogenomics and pharmacoproteomics into the clinical practice, 
which, however, is a long and interesting road. Like other methods in medicine, 
pharmacogenomics as well as pharmacoproteomics will optimize only certain parts 
of pharmacological therapy, not the whole fi eld of clinical pharmacology. Taken 
together, prescription genotyping is only intended to aid the doctor in making 
individualized therapeutic decisions and is not a substitute for a physician’s judg-
ment and clinical experience.
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13.2.1 INTRODUCTION

Proteomics is often cited as the global (genome-wide) study of protein expression 
in a given living cell, tissue, or organism. Over the past decade, tandem mass 
spectrometry (MS/MS) has emerged as an essential analytical tool for large-scale 
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proteomic analysis [1, 2]. The critical challenge is to accurately and reproducibly 
identify and quantify large numbers of proteins in a given sample with good overall 
sensitivity and dynamic range. Currently, two shotgun (peptide level) tandem mass 
spectrometry-based proteomic approaches are widely employed to survey protein 
levels in complex biological samples. The fi rst, known as MudPIT (for Multidimen-
sional Protein Identifi cation Technology), was developed by Yates and colleagues 
as an effective brute-force method for the comprehensive shotgun sequencing of 
large collections of peptide products of proteolytic digests of entire proteomes 
[3–5], whereas the second approach, prefractionation, requires sample separations 
to alleviate protein complexity before MS/MS analysis. In the latter approach, 
two avenues have generally been explored: gel electrophoresis (GE) and high-
performance liquid chromatography (HPLC) pre-fractionations [6–8].

GE is a well-documented method [9] and is systematically used around the globe 
even though it is tedious, time-consuming, and often diffi cult to achieve reproduc-
ible results. On the other hand, HPLC prefractionation techniques [10, 11] such as 
size exclusion chromatography, reverse phase chromatography, affi nity chromatog-
raphy, and anion exchange chromatography represent more robust, simple-to-
execute, rapid, and ultimately more reproducible sample prefractionation platforms 
that are also amenable to automation. These different HPLC methods can be char-
acterized in terms of resolution as well as whether the method is denaturing. Choice 
of HPLC method will depend on the separation goals, with the primary goal usually 
being of obtaining the maximum nonoverlapping polypeptide fractions. Reverse 
phase HPLC, a popular and particularly effective separation method that fraction-
ates proteins according to hydrophobicity, is typically used if sample denaturation 
(and the subsequent loss in protein activity) is not a consideration [12]. Alterna-
tively, size exclusion chromatography, which separates proteins according to mole-
cular size, is an excellent method to recover the proteins in their native conformation, 
albeit with relatively low resolution. Affi nity chromatography is a powerful way to 
isolate proteins for which a biospecifi c interaction to a suitable selective adsorbent 
is available, but it is not suitable for the study of a whole proteome. The most fl exible, 
convenient, and “widely used” method, however, for protein fractionation in bio-
chemical studies is ion-exchange chromatography, or IEX–HPLC. Similar to size 
exclusion and affi nity chromatography, this method also allows for the collection of 
proteins in their native conformations, without signifi cant sample loss, but main-
tains the maximum possible resolution suitable for effective separations of complex 
biological samples. Surprisingly, despite its exciting potential, only limited use of 
IEX–HPLC in combination with proteomic analysis has been reported to date.

In IEX–HPLC, the resolution of a mixture of proteins is performed according 
to the differential retention due to inherent variations in the surface charge proper-
ties of the globular proteins in solution [13]. It involves the selective binding of 
target proteins to a suitably charged solid phase material or adsorbent, followed by 
sequential elution by increasing the mobile phase salt concentration (or, alterna-
tively, under denaturing conditions, by altering the pH) to disrupt ionic intera-
ctions. Many such resins or prepacked columns are commercially available and can 
be used to effi ciently resolve protein mixtures in a reasonable time frame. Anion 
exchange columns, which consist of positively charged functional groups, can be 
used to separate negatively charged proteins (which represent most typical cellular 
soluble proteins under near physiological pH), whereas cation exchange columns 



resolve positively (e.g., histidine, lysine, and arginine rich) proteins. In principle, 
the development of a method that combines the two types of columns should 
provide a more effective analytical separation tool for protein fractionations before 
proteomic analysis using MS/MS that could be applied to different types of biologi-
cal samples.

In this chapter, we described an easily implemented, effective, and highly repro-
ducible dual-column HPLC prefractionation method that we have developed for 
improving routine proteomic analyses. The approach results in multifold increases 
in the numbers of proteins that can be confi dently identifi ed by LC–MS of whole 
cell lysates without fractionation. We outline the key steps in the overall procedure, 
from sample preparation through to MS/MS and attendant data analysis, using 
yeast soluble protein extract as a test mixture.

13.2.2 MATERIALS

The chemicals, biologicals, equipment, and instruments listed are those routinely 
used in our laboratory for proteomics analyses. Substitutions could be made with 
equivalent items as available.

13.2.2.1 Chemicals

1. Tris-(hydroxymethyl)-aminomethane (TRIS base), Sodium chloride (NaCl), 
Trichloroacetic acid (TCA), Sodium azide (NaN3), Ammonium bicarbonate 
(NH4HCO3), HPLC-grade water, Calcium chloride (CaCl2), HPLC grade 
acetonitrile (ACN), and HPLC-grade glacial acetic acid (AA) were all 
purchased from Fisher Scientifi c (Whitby, ON, Canada).

2. Hydrochloric acid (6N HCl) was from VWR International (Mississauga, ON, 
Canada).

3. HPLC grade acetone was obtained from Sigma-Aldrich (Oakville, ON, 
Canada).

4. Bio-Rad dye reagent (Bio-Rad, Mississauga, ON, Canada).
5. Heptafl uorobutyric acid (HFBA) was purchased from Pierce (Rockford, 

IL).

13.2.2.2 Yeast Protein Extraction

 1. Standard laboratory Saccharomyces cerevisiae yeast strain W303 (Mata 
ade2-1, ura3-1, his3-11,15, trp1-1, leu2-3,112, can1-100) (Open Biosystems, 
Huntsville, AL).

 2. Lysis Solution: 10-mM Tris-HCl, 30-mM NaCl, and 3-mM NaN3 (pH 7.8) to 
minimize microbial growth in the buffer.

 3. Protease cocktail inhibitor (Roche Diagnostic, Laval, QC, Canada).
 4. Bovine serum albumin (BSA) (Sigma-Aldrich, Oakville, ON, Canada).
 5. Silica beads (Fisher scientifi c, Whitby, ON, Canada).
 6. Ice bucket.

MATERIALS 1493
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 7. Microtube vortex adaptor (placed in cold room).
 8. Eppendorf centrifuge (cooled at 4°C) or placed in cold room.
 9. 1.5-mL Eppendorf microcentrifuge tubes cooled at 4°C.
10. 1.0-mL plastic cuvettes (Bio-Rad, Mississauga, ON, Canada).
11. Ultrospec1100 pro UV/VIS Spectrophotometer (Biochrom, Cambridge, 

U.K.) or an equivalent instrument.

13.2.2.3 IEX-HPLC Analysis

1. 80–100-μg total soluble protein from yeast (W303) crude soluble cell lysate 
as measured by Bradford (approximate concentration: [10 μg · μL−1]).

2. Buffer A (binding buffer): 10-mM Tris-HCl, pH 7.5 with 3-mM NaN3.
3. Buffer B (eluting buffer): Buffer A with 600-mM NaCl.
4. 0.22-μm membrane vacuum-driven disposable bottle top fi lter (Millipore, 

Cambridge, ON, Canada).
5. Anion exchange column (PolyWAX LP, 50 × 2.1 mm i.d., 5 μm, 1000 Å), 

cation exchange column (PolyCAT A, 50 × 2.1 mm i.d., 5 μm, 1000 Å), anion 
exchange guard cartridge (PolyWaX LP, 10 × 2.1 mm i.d., 5 μm, 1000 Å), and 
pre-guard column sieves with high fl ow, 2 μm (IT9085-20-10) were from 
Canadian Life Science (Peterborough, ON, Canada).

6. Agilent 1100 quaternary HPLC pump system (Agilent Technologies, Missis-
sauga, ON, Canada).

7. Microcentrifuge tubes (precooled at 4°C).

13.2.2.4 Precipitations and Proteolysis of Proteins in IEX–HPLC Fractions

1. 100% TCA in HPLC-grade water: dissolve 20 g of solid TCA in 9.0 mL of 
water (prepare fresh solution).

2. Applied Biosystems immobilized trypsin beads (Applied Biosystems, Foster 
City, CA).

3. Pierce immobilized TPCK-trypsin beads (Pierce, Rockford, IL).
4. Digestion buffer: 50-mM NH4HCO3, 1-mM CaCl2, pH 8.0.
5. 1-M CaCl2 in HPLC-grade water.
6. Ice cold HPLC-grade acetone (keep at −20°C until use).
7. Eppendorf centrifuge 5417C (14,000 rpm capacity) or its equivalent.

13.2.2.5 1D-LC-MS Shotgun Tandem Mass Spectrometry Proteomic Analysis

1. An LTQ linear ion trap tandem mass spectrometer (Thermo Finnigan Corp, 
San Jose, CA) is routinely used in our laboratory. XCalibur Software is used 
to automate the acquisition of tandem mass spectra over a 400–1600-m/z 
range and to control precursor ion selection by the instrument in a data-
dependent, data-acquisition mode, with dynamic exclusion activated.

2. 100-μm capillary microcolumn silica tubing (Polymicro Technologies, 
Phoenix, AZ).

3. 5-μm pore size C18 reverse-phase packing material (Zorbax eclipse XDB-C18

resin) (Agilent Technologies, Mississauga, ON, Canada).
4. Solvent A: 5% ACN, 0.5% AA, and 0.02% HFBA.



5. Solvent B: 100% ACN.
6. HPLC quaternary gradient pump, with fl ow splitter.

13.2.3 METHOD

The following method is designed to allow the routine prefractionation, leading to 
enhanced identifi cation of proteins from complex sample matrices, such as a rep-
resentative crude soluble cell extract prepared from a standard laboratory S. cere-
visiae yeast strain, by IEX–HPLC and LC–MS techniques. This method can be 
readily customized to investigate other biological samples. Specifi c details regard-
ing sample preparation, chromatography prefractionation, precipitation, and tryptic 
proteolysis of the protein samples followed by proteomic LC–MS analysis are 
included. The major steps of the entire procedure, from protein sample mixture 
prefractionation to subsequent analysis by LC–MS, are summarized schematically 
in Figure 13.2-1.
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1. HPLC sample preparation
1. Collect cell pellets or tissue
2. Homogenize in HPLC start buffer
3. Collect soluble extract by centrifugation

1. Resolve the extract on a mixed-bed IEX by salt gradient elution

2. Collect fractions (1–2 min each)

3. Precipitate protein fractions with TCA/Acetone

4. Dissolve pellet and digest with immobilized trypsin

1. Collect digested peptides in LCMS start buffer by centrifugation

2. Separate and detect peptides with 1D-LCMS (2–3 hours)

3. Use computer algorithm (e.g., SEQUEST) to translate MS/MS spectra

2. HPLC sample prefractionation

3. LC–MS sample and data analysis

Figure 13.2-1. Representative workfl ow for IEX–HPLC prefractionation of a proteome 
sample (e.g., the yeast S. cerevisiae) before proteomic analysis by LC–MS. (1) Sample 
preparation is performed in IEX–HPLC starting buffer (pH 7.8) containing protease inhibi-
tors. The soluble extract is recovered and clarifi ed by centrifugation. (2) The sample is 
prefractionated using IEX–HPLC salt gradient, and a total of 27 fractions (1.3 minutes 
each) is collected using a dual-column system (tandem anion and cation-exchange columns 
placed in series) and a standard HPLC binary pump system. The collected protein fractions 
and a crude soluble sample lysate, as a reference control, are subjected to precipitation and 
tryptic digestion. (3) The peptide mixtures are separated and detected by single-dimension 
liquid chromatography coupled to automated tandem mass spectrometry. The resulting 
tandem mass spectra are computationally translated to a short amino acid sequence, and 
their corre sponding cognate protein identity is determined using a suitable database algo-
rithm searching against a relevant protein sequence database. High confi dence protein 
identifi cations (≥90% probability) are parsed into an in-house database, and diverse data 
clustering and mining strategies used to fi nd interesting patterns of protein expression for 
biological validation and detailed analysis. (This fi gure is available in full color at ftp://ftp.
wiley.com/public/sci_tech_med/pharmaceutical_biotech/.)
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13.2.3.1 HPLC Sample Preparation

To facilitate the process and to maintain reproducible results, minimal sample 
handling is highly recommended for success of an IEX–HPLC experiment. To 
meet this requirement, a one-step sample pretreatment approach is employed. This 
approach allows recovering the sample in a low salt buffer compatible with HPLC 
while preserving the native conformation of the proteins. Here, a simple Tris-HCl-
based buffer system at or near the physiological pH is used to solubilize the yeast 
cell pellet and to collect a soluble fraction by high-speed centrifugation. The yield 
of this crude extract is approximately 10-mg protein/mL. The protocol below allows 
for collection of a protein sample mixture ready for the direct injection onto a 
standard analytical grade HPLC column without further treatment.

1. To approximately 500 μL of S. cerevisiae cell pellets on ice, add an equal 
volume of the fresh Lysis Buffer Solution (described in Section 13.2.2.2, 
prefi ltered through a 0.22-μm membrane) containing protease inhibitors 
(follow the vendor’s instructions for preparation) and vortex extensively to 
fully resuspend the pellet.

2. Allow the mixture to stand for 1 minute on ice and add a half volume of glass 
beads (stored at 4°C) for cell disruption.

3. Insert tube into a vortex adaptor placed in the cold room and vortex vigor-
ously at maximum speed for a period of 1 minute; repeat 10 times, equilibrat-
ing the tubes on ice for 2 minutes between bursts.

4. Allow to stand for 10 minutes and sediment the cell debris and the beads by 
microcentrifugation at 14,000 rpm for 10 minutes.

5. Collect the supernatant in a new prechilled microtube with a micro pipette1

and clarify the sample by centrifugation 10 minutes at 14,000 rpm in an eppen-
dorf centrifuge.2

6. Measure protein concentration before injection onto the column.3 Take 1- to 
10-μL aliquots to measure the protein concentration, following the standard 
procedure Bio-Rad Assay for microtiter plate instructions, using BSA as a 
standard reference protein.

7. Dispense sample by dividing into 20-μL aliquots in the 1.5-mL microtubes 
for injection and immediately freeze the remainder at −80°C (if possible, 
freeze the sample in nitrogen liquid fi rst).

1 The tube contains two layers; take only the top layer that contains soluble protein, and estimate the 
concentration of protein for the subsequent step.
2 The sample to be loaded onto the HPLC system must be free of the particulates susceptible to clog 
its valves, lines, and columns. The particulates may be removed either by fi ltration with 0.22–0.45-μm
membrane or by centrifugation. Yeast crude cell lysate solution can be diffi cult to fi lter due to the 
presence of glass beads so centrifugation is the method of choice.
3 Failure to measure the amount of the protein in the sample may lead to the injection of an excessively 
concentrated sample, which may cause the protein to precipitate out in the HPLC tubing or within 
the column itself, causing a pressure rise. The shelf lifetime of the column is also shortened by loading 
the protein in excess of the maximum capacity of the column.



13.2.3.2 HPLC Sample Prefractionation

To achieve the high degree of resolution while maintaining results reproducibility 
and getting fractionation of the protein in a reasonable time frame, a binary or 
quaternary eluent strategy is required. Our basic binary strategy involves the sepa-
ration of protein mixtures using a binary eluent IEX–HPLC method. This approach 
uses a combination of two mobile phase buffers differing only in salt concentration, 
either 10-mM Tris-HCl, pH 7.5, no salt (buffer A), or 10-mM Tris-HCl + 600-mM 
NaCl, pH 7.5. The fractionation is accomplished by applying the gradient of 
salt during a 30–90-minute chromatographic run to resolve and separate the 
proteins.

The protocol described in this section is an example of the one currently per-
formed in our laboratory for routine proteomic analyses. All of our fractionation 
experiments are carried out on the Agilent 1100 HPLC system equipped with a 
vacuum degasser, a binary pump, a refrigerated autosampler with a 100-μL injector 
loop, 2-D column compartments with a thermostat, a multiwavelength detector 
(MWD), a cooled autocollection fraction module, and an Agilent ChemStation for 
chromatograms acquisition and instrument control. As a test case, soluble yeast 
proteins were fractionated using two combined column chromatography, an anion-
exchange column (PolyWAX LP 50 × 2.1 mm i.d., 5 μm, 1000 Å) connected upstream 
of the cation-exchange column (PolyCAT A, 50 × 2.1 mm i.d., 5 μm, 1000 Å) and 
protected with a precolumn guard cartridge.4

Using the above-described HPLC system and columns together with the salt 
gradient and the appropriate instrument preparation, 27 HPLC fractions may be 
collected in less than 35 minutes. Figure 13.2-2 depicts the typical chromatograms 
obtained when the following protocol was applied to the yeast soluble cell lysate:

1. Flush and equilibrate the entire HPLC system with 40 mL of the binding 
buffer (Buffer A) at 2 mL. min−1 using an empty union in place of the 
column.

2. Stop the fl ow, remove the union, and install the guard cartridge and the 
columns (make sure your columns are compatible with the buffer systems); 
use a 10-cm-long Peek tubing (0.13 mm i.d.) to connect the anion exchanger 
to a cation-exchange column.

3. Set the column temperature at 17°C to enhance protein integrity during the 
run, and turn on the HPLC system, fl ush columns with 80% of Buffer B at 
a fl ow rate of 250 μL. min−1 for 20 minutes. Follow the manufacturer’s instruc-
tions when using new columns, and carefully monitor the column pressure 
for any backpressure indicating possible clogging.

4. Condition columns with pure Buffer A (10-mM Tris-HCl, 3-mM NaN3, pH 
7.5) at the above fl ow rate and time or until you get a fl at Ultraviolet baseline 
at 280 nm.
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4 As discussed, crude cell lysate can contaminate the anion-exchange column resulting in increased 
backpressure and decreased effi ciency. Poly WAX LP (10 × 2.1 mm, 5 μm, 1000 Å) precolumn is used 
before the PolyWAX LP column to act as a prefi lter because the material is the same as the anion 
exchanger but is inexpensive. The use of a preguard column extends the lifetime of the anion-exchange 
column and so can save both time and money.
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5. Apply 5–10 μL of the centrifuged crude soluble cell extracts (80–100-μg total 
protein) onto the column using automated (autosampler) injector that has 
been kept at 4°C.

6. Refer to Figure 13.2-2 for protein fractionation with the given salt gradient 
condition.

7. Monitor protein separation with a MWD set at 280 nm.
8. Collect HPLC fractions based on time (e.g., 1–2 minutes per fraction) by use 

of an automated sample collector, kept at 4°C, with 1.5-mL Agilent Well Plate 
fraction collector (325-μL fractions are typically collected per 1.5-mL 
microtubes).

proteolysis and lc–ms sample preparation. The following procedure allows for 
digestion of the proteins in collected HPLC fractions or the control unfractionated 
crude cell lysate to enable their analysis by LC–MS. After fractionation with 
HPLC, fractions are precipitated and digested as follows:

1. To each HPLC fraction, add one-tenth cold TCA (100%, fresh solution); 
vortex the tubes and incubate 30 minutes on ice or overnight at 4°C (cold 
room).
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Figure 13.2-2. Repeat ultraviolet-traces (280 nm) recorded for a representative yeast 
whole cell lysate separated by IEX–HPLC showing the reproducibility of the procedure.
Chromatography was performed at 17°C using a mixed bed of ion-exchange columns, 
PolyWAX LP (50 × 2.1 mm i.d., 5 μm, 1000 Å) and PolyCAT A (50 × 2.1 mm i.d., 5 μm, 
1000 Å). The injection of 80-μg total protein onto the column was followed by 5 minutes of 
column equilibration with 100% of buffer A, and then 20 minutes of protein fractionation 
with a linear NaCl gradient from 0% to 50% of buffer B. After protein separation, the 
column was fl ushed with 80% buffer B for 4 minutes and then re-equilibrated for 6 minutes 
with the starting buffer A. (This fi gure is available in full color at ftp://ftp.wiley.com/
public/sci_tech_med/pharmaceutical_biotech/.)



2. Spin the tubes for 30 minutes at maximum speed (14,000 rpm) in a cooled or 
refrigerated microcentrifuge; aspirate half of the supernatant (be careful not 
to disturb the pellet).

3. To each tube, add 600-μL ice-cold HPLC-grade acetone and incubate at 
−20°C for 10–20 min.

4. Spin tubes as in step 2 and aspirate the total supernatant out of the tube 
without breaking the pellet.

5. Leave the cap open for air drying (in the fume-hood) for 20 minutes with a 
protective tissue (e.g., Kimwipes) cover held loosely over it (check the sample 
frequently to prevent overdrying).

6. Dissolve the pellet in 30 μL of the immobilized trypsin solution (600 μL of 
the digestion buffer, 60 μL of Pierce immobilized trypsin beads, 30 μL of the 
Applied Biosciences immobilized trypsin beads, and 2 μL of 1-M CaCl2); 
check the pH (should be ∼8.0) with the pH strip; and neutralize with 5 μL of 
1-M TRIS (pH 8.0) if necessary.

7. Incubate the sample for two days at 30°C with rotation or agitation.
8. Stop digestion by adding 30 μL of the LC–MS solvent A, and spin the peptides 

mixtures for 5 minutes at maximum speed (room temperature) in a micro-
centrifuge to sediment the trypsin beads.

9. Carefully, recover 20 μL of the peptide mixtures into small disposable (e.g., 
PCR) tubes, and either immediately analyze by LC–MS or store at −20°C.

13.2.3.3 LC-MS Sample and Data Analysis

A single capillary scale reverse phase high-performance liquid chromatography 
system coupled online to automated electrospray ion trap tandem mass spectrom-
etry (1D–LCMS) is usually performed to characterize the protein fractions. The 
following protocol is an example of the implementation of the method to identify 
the peptide components of tryptic digests of the yeast HPLC fractions analysis 
using the ion trap tandem mass spectrometer instrument described in Section 
13.2.2.5, and typical results are shown in Figure 13.2-3.

1. Pack a silica capillary-scale microcolumn (150 μm i.d.) 7.5 cm of C18 reverse 
phase packing material (Zorbax eclipse XDB-C18 resin).

2. Place the packed column in line with the LC-MS buffer pump and ion source 
power supply.

3. Load the peptide mixture onto the column using an autosampler.
4. The digested proteome is chromatographically resolved and the peptides 

subject to automated precursor ion selection. The following gradient may be 
increased or decreased according to sample complexity: 100% of solvent A for 
1 minute, 0% to 5% of solvent B in 1 minute, 5% to 30% of solvent B in 58 
minutes, 30% to 80% of solvent B in 10 minutes, 80% of solvent B for 5 
minutes, 80% to 30% of solvent B during 5 minutes, and then step the gradient 
back at 100% of solvent A. The fl ow rate at the tip of the needle is set to 
150 μL. min−1 for 2 minutes, rise to 175 μL. min−1 in 58 minutes, and maintain 
the fl ow constant for 25 minutes and then reduce to 5 μL. min−1 in 5 minutes.

METHOD 1499
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5. The mass spectrometer cycles through a full mass precursor ion scan, fol-
lowed by 2–10 successive tandem mass scans using data-dependent ion isola-
tion and fragmentation of the 10 most intense ions as the gradient progresses. 
Dynamic exclusion is implemented to prevent repeated fragmentations of the 
same peptide.

6. Candidate peptide sequences from the mixture are later identifi ed using a 
computerized database search algorithm (e.g., SEQUEST) [14] and validated 
using the STATQUEST probabilistic scoring program [15].

7. Comparison of relative protein expression levels between chromatographic 
runs can be performed using the clustering algorithm Cluster 3.0 and the 
patterns visualized in a “heat map” format using Java Treeview freeware 
software.
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full color at ftp://ftp.wiley.com/public/sci_tech_med/pharmaceutical_biotech/.)
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13.3.1 INTRODUCTION

Metabonomics is the comprehensive and simultaneous systematic profi ling of 
metabolite levels and their temporal changes in whole organisms through the study 
of biofl uids, tissues, and tissue extracts [1, 2]. A parallel approach mainly from plant 
science and from the study of in vitro systems has led to the term metabolomics also 
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being coined [3], and the methods and approaches used in the two disciplines are 
highly convergent. For the pharmaceutical and medical communities, this multivari-
ate approach holds out the promise of a means by which real disease and drug effect 
endpoints can be obtained. In this monograph, the main technologies used in meta-
bonomics are summarized, brief details of the types of samples used are given, and 
the current applications of metabonomics are described. Some prospects for the 
future are then discussed.

One main problem with integrating information at the three main levels of bio-
molecular organization and control, transcriptomic, proteomic, and metabonomic, 
is because these are highly interdependent and can have very different time scales 
of change. As a result, diffi culties can occur in correlation of effects seen by the 
different omics approaches because some time courses can be very rapid (gene 
switching), some require much longer time scales (protein synthesis), or some 
encompass enormous ranges of time scales (metabolite levels). Additionally, bio-
chemical changes do not always occur in the order that would intuitively be expected, 
i.e., transcriptomic, proteomic, and metabolic, because, for example, pharmacologi-
cal or toxicological effects at the metabolic level can induce subsequent adaptation 
effects at the proteomic or transcriptomic levels. One important potential role for 
metabonomics, therefore, could be to direct the timing of proteomic and genomic 
analyses in order to maximize the probability of observing “omic” biological 
changes that are relevant to functional outcomes.

In addition, overlaid with this complexity, is the fact that environmental and 
lifestyle effects have a large effect on gene and protein expression and on metabo-
lite levels and these have to be considered as part of intersample and interindividual 
variation. Interpretation of genomic data, in terms of real biological endpoints, is 
therefore a major challenge because of the modifi cation of gene expression levels 
by environmental factors. The modeling of such diverse information sets poses 
signifi cant challenges in terms of bioinformatics. Highly complex animals such as 
man can be considered as “superorganisms” with an internal ecosystem of diverse 
symbiotic gut microbiota and parasites that have interactive metabolic processes 
and for which, in many cases, the genome is not known. The many levels of com-
plexity of the mammalian system and the diverse features that need to be measured 
to allow “omic” data to be fully used have been reviewed recently [4]. In addition, 
novel approaches will continue to be required to measure and model metabolic 
processes in various compartments in different interacting cell types, with genomes 
that are connected by cometabolic processes in such a global mammalian 
system [5].

Typically, mammalian metabonomics studies of relevance to the pharmaceutical 
industry are carried out on biofl uids because these are often easy to obtain and 
can provide an integrated view of the whole system’s biology. The biochemical 
profi les of the main diagnostic fl uids, blood plasma, cerebrospinal fl uid (CSF), and 
urine, can refl ect both normal variation and the impact of disease and drug toxicity 
or effi cacy on single or multiple organ systems. Urine and plasma are obtained 
essentially noninvasively, and hence, are most appropriate for clinical trials moni-
toring and disease diagnosis. However, there is a wide range of fl uids that can be, 
and have been, studied, including seminal fl uids, amniotic fl uid, synovial fl uid, 
digestive fl uids, blister and cyst fl uids, lung aspirates, and dialysis fl uids. In addition, 
several metabonomics studies have used analysis of tissue biopsy samples and their 



lipid and aqueous extracts. This is particularly true for studies in fi elds other than 
mammalian systems, such as for plants, or for model organisms such as yeast and 
cell culture studies. Additionally, the approach can be used to characterize in vitro
cell systems such as Caco-2 cells commonly used for cell uptake studies [6] or tissue 
spheroids, which can be used, for example, as model systems for liver or tumor 
investigations [7].

As described in more detail in Section 13.3.2, the main analytical techniques 
that are employed for metabonomic studies are based on nuclear magnetic reso-
nance (NMR) spectroscopy and mass spectrometry (MS). The latter technique 
requires a preseparation of the metabolic components using either gas chromatog-
raphy (GC) after chemical derivatization or liquid chromatography (LC), with the 
newer method of ultra-high-pressure LC (UPLC) being used increasingly. The use 
of capillary electrophoresis (CE) coupled to MS has also shown promise. Other 
more specialized techniques such as Fourier transform infrared spectroscopy and 
arrayed electrochemical detection have been used in some cases.

All metabonomics studies result in complex multivariate datasets that require a 
variety of chemometric, bioinformatic, and visualization tools for effective inter-
pretation. The aim of these procedures is to produce biochemically based fi nger-
prints that are of diagnostic or other classifi cation value. A second stage, crucial in 
such studies, is to identify the substances causing the diagnosis or classifi cation, 
and these become the combination of biomarkers that refl ects actual biological 
events. Thus, metabonomics studies allow real-world or biomedical endpoint obser-
vations to be obtained.

There have been several reviews of metabonomics and metabolomics recently 
that describe the various techniques used and that summarize the main areas of 
application. These provide more detail than can be given here and serve to act as 
pointers to the original literature studies [8–11].

13.3.2 METABONOMICS ANALYTICAL TECHNOLOGIES

13.3.2.1 NMR Spectroscopy

NMR spectroscopy is a nondestructive technique, widely used in chemistry, that 
provides detailed information on molecular structure, both for pure compounds 
and in complex mixtures [12]. NMR spectroscopic methods can also be used to 
probe metabolite molecular dynamics and mobility as well as substance concentra-
tions through the interpretation of NMR spin relaxation times and by the deter-
mination of molecular diffusion coeffi cients [13].

Standard pulse-Fourier transform NMR spectra typically take only a few minutes 
to acquire, often using robotic fl ow-injection methods, with automatic sample prep-
aration involving buffering and addition of D2O as a magnetic fi eld lock signal for 
the spectrometer. For large-scale studies, bar-coded vials containing the biofl uid 
are used and the contents of these can be transferred and prepared for analysis 
using robotic liquid handling technology into 96-well plates with the whole process 
under LIMS system control. Using NMR fl ow probes, the capacity for NMR analy-
sis has increased enormously recently, and around 200 samples per day can be 
measured on one spectro meter. Alternatively, for more precious samples or for 
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those of limited volume, conventional 5-mm NMR tubes are usually used, either 
individually or using a commercial sample tube changer and automatic data acqui-
sition. Typical NMR spectra of human biofl uids are shown in Figure 13.3-1.

A 1H NMR spectrum of urine acquired as seen in Figure 13.3-1, typically con-
tains thousands of sharp lines from predominantly low-molecular-weight metabo-
lites. This spectrum is the result of 64 co-added scans each requiring about 5 s, thus 
yielding a total data acquisition time of around 5 minutes. The large interfering 
NMR signal arising from water in all biofl uids is easily eliminated by use of appro-
priate standard NMR solvent suppression methods, either by secondary radio-
frequency (RF) irradiation at the water peak chemical shift or by use of a specialized 
NMR pulse sequence that does not excite the water resonance. The position of 
each spectral band (known as its chemical shift and measured in frequency terms, 
in ppm, from that of an added standard reference substance) gives information on 
molecular group identity and its molecular environment, e.g., methyl group on an 
aromatic ring, olefi nic hydrogen, pyridyl ring proton, or aldehyde. The reference 
compound used in aqueous media is usually the sodium salt of 3-trimethylsilylpro-
pionic acid (TSP) with the methylene groups deuterated to avoid giving rise to 
peaks in the 1H NMR spectrum. The multiplicity of the splitting pattern on each 
band, and the magnitudes of the splittings (caused by a nuclear spin–spin inter-
action mediated through the electrons of the chemical bonds, and known as 

Blood Plasma

Gall Bladder Bile

Urine

9.0 8.5 7.5 6.5 5.5 4.5 3.5 2.5 1.5 1.0 ppm2.03.05.0 4.08.0 7.0 6.0

800-MHz Proton NMR Spectra of Some Typical Control Human Biofluids

Figure 13.3-1. Shown are 800-MHz 1H NMR spectra of control human biofl uids. The 
peaks arise from different chemical types of hydrogen in the biochemicals present. The 
peak areas are related to molar concentrations, and the peak positions and splittings allow 
information to be obtained, after expert interpretation, of the molecules responsible for the 
peaks. The signal from water has been suppressed by an NMR procedure to avoid problems 
of dynamic range in the detection process.



J-coupling), provide knowledge about nearby protons, their through-bond connec-
tivities, the relative orientation of nearby C–H bonds, and hence molecular con-
formations. The band areas relate directly to the number of protons, giving rise to 
the peak and hence to the relative concentrations of the substances in the sample. 
Absolute concentrations can be obtained if the sample contains an added internal 
standard of known concentration, if a standard addition of the analyte of interest 
is added to the sample, or if the concentration of a substance is known by indepen-
dent means (e.g., glucose in plasma can be quantifi ed by a conventional biochemical 
assay).

Blood plasma and serum contain both low- and high-molecular-weight compo-
nents, and these give a wide range of signal line widths. Broad bands from protein 
and lipoprotein signals contribute strongly to the 1H NMR spectra, with sharp peaks 
from small molecules superimposed on them. Standard NMR pulse sequences, 
where the observed peak intensities are edited on the basis of molecular diffusion 
coeffi cients or on NMR relaxation times (known as T1, T1ρ, and T2), can be used to 
select only the contributions from proteins, and other macromolecules and micelles, 
or alternatively to select only the signals from the small-molecule metabolites, 
respectively [12]. A typical 1H NMR spectrum from human blood serum is shown 
in Figure 13.3-1, and a series of edited NMR spectra, from rat blood serum, based 
on the approaches described above are given in Figure 13.3-2.

The spin-echo spectrum has the broader peaks from nuclei with shorter spin 
relaxation times attenuated (these are macromolecules and substances involved in 
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Figure 13.3-2. 1H NMR spectra of rat serum illustrating the various NMR responses that 
are possible through the use of different pulse sequences, which edit the spectral intensities: 
(a) standard water suppressed spectrum, showing all metabolites; (b) CPMG spin-echo 
spectrum, with attenuation of peaks from fast relaxing components such as macromolecules 
and lipoproteins; (c) diffusion-edited spectrum, with attenuation of peaks from fast diffus-
ing components such as small molecules; and (d) a projection of a 2D J-resolved spectrum 
on to the chemical shift axis, showing removal of all spin–spin coupling and peaks from 
fast relaxing species.
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chemical exchange). The diffusion-edited spectrum, on the other hand, has peaks 
only from macromolecules and other slow-moving species present, with the peaks 
from highly mobile small molecules attenuated. Thus, it is also possible to use these 
approaches to investigate molecular mobility and fl exibility, and to study inter-
molecular interactions such as the reversible binding between small molecules 
and proteins [14].

Two recent improvements in NMR detector technology have resulted in major 
improvements in sample quantity requirements for NMR spectroscopy. The fi rst is 
the commercialization of miniaturized detectors. Now it is possible to study meta-
bolic profi les by NMR using as little as 2–20 μL of sample, and examples have been 
published using CSF and blood plasma [15]. Secondly, the availability of cryogenic 
NMR probe technology where the detector coil and preamplifi er are cooled to 
around 20K has provided an improvement in spectral signal-to-noise ratios of up 
to a factor of 5 by reducing the thermal noise in the electronics of the spectrometer. 
This allows use of smaller samples, and when this approach is combined with the 
use of miniaturized probes as described above, optimum sensitivity and sample 
requirements are achieved. Conversely, because the NMR signal-to-noise ratio is 
proportional to the square root of the number of co-added scans, shorter data 
acquisition times by up to a factor of 20–25 become possible for the same amount 
of sample. NMR spectroscopy of biofl uids detecting the much less sensitive 13C
nuclei, which also only have a natural abundance (1.1%), also becomes possible 
because of the increase in signal-to-noise ratio [16].

Within the last few years, the development of a technique called high-resolution 
1H magic angle spinning (MAS) NMR spectroscopy has made feasible the acquisi-
tion of high-resolution NMR data on small pieces of intact tissues with no pretreat-
ment [17–21]. Rapid spinning of the sample (typically at ∼4–6 kHz) at an angle of 
54.7° relative to the applied magnetic fi eld serves to reduce the loss of information 
caused by line broadening effects observed in nonliquid samples such as tissues. 
These broadenings are caused by sample heterogeneity and residual anisotropic 
NMR parameters that are normally averaged out in free solution where molecules 
can tumble isotropically and rapidly. NMR spectroscopy on a tissue matrix in an 
MAS experiment is the same as solution-state NMR, and all common pulse tech-
niques can be employed to study metabolic changes and to perform molecular 
structure elucidation. Typical 1H NMR spectra from a range of tissue types are 
shown in Figure 13.3-3. In most cases, a standard set of one-dimensional (1D) 
sequences is used to describe the biochemical changes in the pool of low-molecular-
weight metabolites and lipids. The different spin properties of macromolecules and 
small molecules can also be exploited using spectral editing techniques to fi lter out 
certain subgroups of peaks, as in solution-state NMR spectroscopy.

MAS NMR spectroscopy has straightforward sample preparation, although this 
still has to be carried out manually. Snap-frozen tissue samples (as little as 10 mg), 
which have been stored at −80°C, are defrosted and cut to select the region of 
interest. The original samples should be frozen rapidly using small specimens in 
liquid nitrogen to avoid microcrystallization of the water in the cells and conse-
quent cell damage. Then, the tissue is rinsed with 0.9% D2O/saline to wash off 
remaining blood and the specimen is transferred into a 4-mm-diameter zirconia 
rotor and a Tefl on spacer is used to restrict the sample volume, to eliminate trapped 
air bubbles, and to increase sample homogeneity. As soon as the sample has been 



transferred into the rotor, a trace volume of 0.9% D2O/saline is added to provide 
a fi eld-frequency lock for the 1H MAS NMR data acquisitions. In cases where the 
chemical shifts of signals have not been identifi ed previously, it is necessary to add 
a reference standard such as TSP in the saline solution, although sometimes it is 
possible to use a well-characterized peak of an easily assigned compound, such as 
the anomeric proton resonance of α-glucose, as a secondary chemical shift stan-
dard. Fast rotation of the sample can cause frictional heating, and this is prevented 
by a controlled cooling of the input gas to compensate.

Identifi cation of biomarkers can involve the application of a range of techniques, 
including two-dimensional (2D) NMR experiments [12]. Although, all of the 
armory of the usual analytical physical chemistry can and should be used, including 
mass spectrometry, 1H NMR spectra of urine and other biofl uids, even though they 
are very complex, allow many resonances to be assigned directly based on their 
chemical shifts, signal multiplicities, and by adding authentic material, and further 
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information can be obtained by using spectral editing techniques, as described 
above.

Two-dimensional NMR spectroscopy can be useful for increasing signal disper-
sion and for elucidating the connectivities between signals, thereby enhancing the 
information content and helping to identify biochemical substances. These include 
the 1H-1H 2-D J-resolved experiment, which attenuates the peaks from macro-
molecules and yields information on the multiplicity and coupling patterns of 
resonances, which is a good aid to molecule identifi cation. The projection of such 
a spectrum on to the chemical shift axis yields a fi ngerprint of peaks from only the 
most highly mobile small molecules, with the added benefi t that all spin-coupling 
peak multiplicities have been removed (see Figure 13.3-2). Other 2D experiments 
known as COSY and TOCSY provide 1H–1H spin–spin coupling connectivities, 
thus giving information on which hydrogens in a molecule are close in chemical 
bond terms. Use of other types of nuclei, such as naturally abundant 13C or 15N or 
where present 31P, can be important to help assign NMR peaks, and here hetero-
nuclear correlation NMR experiments can be obtained by use of appropriate NMR 
pulse sequences. These benefi t by the use of so-called inverse detection, where the 
lower sensitivity or less abundant nucleus NMR spectrum (such as 13C) is detected 
indirectly using the more sensitive/abundant nucleus (1H) by making use of spin–
spin interactions such as the one-bond 13C–1H spin–spin coupling between the 
nuclei to effect the connection. These yield both 1H and 13C NMR chemical shifts 
of CH, CH2, and CH3 groups, which are useful again for identifi cation purposes. 
There is also a sequence that allows correlation of protons to quaternary carbons 
based on long-range 13C–1H spin–spin coupling between the nuclei.

13.3.2.2 Mass Spectrometry

Mass spectrometry has also been widely used in metabolic fi ngerprinting and 
metabolite identifi cation, with most studies to date on plant extracts and model cell 
system extracts, although its application to mammalian studies is increasing. In gen-
eral, with the exception of some studies using Fourier transform, or ion-cyclotron-
MS, a prior separation of the complex mixture sample using chromatography is 
required. MS is inherently considerably more sensitive than NMR spectroscopy, 
but in complex mixtures of very variable composition such as biofl uids, it is neces-
sary generally to employ different separation techniques (e.g., different LC column 
packings) for different classes of substances. MS is also a mainstay technique for 
molecular identifi cation purposes, especially through the use of MSn methods for 
fragment ion studies. Analyte quantitation by MS in complex mixtures of highly 
variable composition can also be impaired by variable ionization and ion suppres-
sion effects. Chemical derivatization might be necessary to ensure volatility and 
analytical reproducibility, in complex mixtures such as biofl uids.

For both profi ling and metabolite identifi cation, most published metabonomics 
studies on mammalian biological systems have used NMR spectroscopy, but 
HPLC–MS techniques are increasing in usage, particularly using electrospray ion-
ization. Thus, for metabonomics applications on biofl uids such as urine, an HPLC 
chromatogram is generated with MS detection, and usually both positive and nega-
tive ion chromatograms are measured. At each sampling point in the chromatgram, 
there is a full mass spectrum and so the data are three-dimensional in nature, i.e., 



retention time, mass-to-charge ratio, and intensity. Given this very high resolution, 
it is easy to cut out any mass peaks from interfering substances such as drug 
metabolites, without compromising the dataset.

For plant metabonomics studies, the principal approach has been to make 
extracts of the samples followed by chemical derivatization, and then to employ 
separation using GC with molecular identifi cation using MS by comparing spectra 
against publically available and single-laboratory databases [10, 11].

UPLC is a new combination of a 1.7-μm reversed phase packing material and a 
chromatographic system, operating at around 12,000 psi. This has enabled a marked 
improvement in chromatographic performance to be obtained for complex mixture 
separation, with better peak resolution and increased speed and sensitivity. UPLC 
gives more than doubling of peak capacity compared with HPLC, an almost 10-fold 
increase in speed, and a 3- to 5-fold increase in sensitivity compared with that 
generated with a conventional stationary phase. Because of the much improved 
chromatographic resolution of UPLC, the problem of ion suppression from co-
eluting peaks is greatly reduced. UPLC–MS has been used for metabolic profi ling 
of urines from males and females of two groups of phenotypically normal mouse 
strains and a nude mouse strain [22].

Recently, CE coupled to mass spectrometry has also been explored as a suitable 
technology for metabonomics studies [23]. Charged metabolites are fi rst separated 
by CE based on charge and size and then selectively detected using MS by monitor-
ing over a large range of m/z values. This method was used to measure 352 meta-
bolic standards and then employed for the analysis of 1692 metabolites from 
Bacillus subtilis extracts, revealing signifi cant changes in metabolites during the 
bacterial sporulation.

For biomarker identifi cation, it is also possible to separate out substances of 
interest from a complex biofl uid sample using techniques such as solid phase extrac-
tion or HPLC. For metabolite identifi cation, directly coupled chromatography–
NMR spectroscopy methods can be used. The most powerful of these “hyphenated” 
approaches is HPLC–NMR–MS [24] in which the eluting HPLC peak is split with 
parallel analysis by directly coupled NMR and MS techniques. This can be oper-
ated in on-fl ow, stopped-fl ow, and loop-storage modes and thus can provide the full 
array of NMR and MS-based molecular identifi cation tools. These include MS–MS 
for identifi cation of fragment ions and FT–MS or TOF–MS for accurate mass mea-
surement and hence derivation of molecular empirical formulae.

In summary NMR and MS approaches are highly complementary, and use of 
both is often necessary for full molecular characterization. MS can be more sensi-
tive with lower detection limits provided the substance of interest can be ionized, 
but NMR spectroscopy is particularly useful for distinguishing isomers, for obtain-
ing molecular conformation information, and for studies of molecular dynamics 
and compartmentation.

13.3.2.3 Other Technologies

Although most metabonomics applications have used either NMR spectroscopy or 
chromatography coupled to mass spectrometry, other techniques have been 
explored. Fourier transform infrared spectroscopy has been applied to a few metab-
olomics investigations including the evaluation of different E. coli mutants by 
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analysis of their secreted metabolites [25]. Although in principal, different responses 
can be achieved from different sample classes, and analyzed using pattern recogni-
tion methods, the main limitation of this technique is the low level of detailed 
molecular identifi cation that can be achieved, and indeed in the case quoted above, 
MS was also employed for metabolite identifi cation.

An alternative approach has been pioneered by Lewitt et al. [26]. This uses an 
array of coulometric detectors following HPLC separation to detect redox-active 
compounds in a complex mixture such as in CSF or tissue extracts. Although this 
approach does not identify compounds directly, the combination of retention time 
and redox properties can serve as a basis for database searching of libraries of 
standard compounds. The separation output can also be directed to a mass spec-
trometer for additional identifi cation experiments.

13.3.3 DATA ANALYSIS USING CHEMOMETRICS

13.3.3.1 Chemometrics Methods

The complex data that arise from, for example, an NMR spectrum of a sample can 
be thought of as an object with a multidimensional set of metabolic coordinates, 
the values of which are the spectral intensities at each data point. Thus, each spec-
trum becomes a point in a multidimensional metabolic hyperspace. In chemistry, 
the term chemometrics is generally applied to describe the use of both parametric 
and nonparametric multivariate statistical approaches to chemical numerical data. 
The general aim is to classify an object based on identifi cation of inherent patterns 
in a set of experimental measurements or descriptors and to identify those descrip-
tors responsible for the classifi cation. The approach can also be used for reducing 
the dimensionality of complex datasets, for example, by 2D or 3D mapping proce-
dures, to enable easy visualization of any clustering or similarity of the various 
samples. Alternatively, in what are known as “supervised” methods, multiparamet-
ric datasets can be modeled so that the class of separate samples (a “validation 
set”) can be predicted based on a series of mathematical models derived from the 
original data or “training set” [27].

Principal components analysis (PCA) is one of the simplest techniques that has 
been used extensively in metabonomics, and this expresses most of the variance 
within a dataset using a smaller number of factors or principal components. Each 
PC is a linear combination of the original data parameters whereby each successive 
PC explains the maximum amount of variance possible, not accounted for by the 
previous PCs. Each PC is orthogonal and therefore independent of the other PCs. 
Thus, the variation in the spectral set is usually described by many fewer PCs than 
the original data point values because the less important PCs describe the noise 
variation in the spectra. Conversion of the data matrix to PCs results in two matri-
ces known as scores and loadings. Scores, the linear combinations of the original 
variables, are the coordinates for the samples in the established model and may be 
regarded as the new variables. In a scores plot, each point represents a single sample 
spectrum. The PC loadings defi ne the orientation of the computed PC with respect 
to the original variables and thus indicate which variables carry the greatest weight 
in transforming the position of the original samples from the data matrix into their 
new position in the scores matrix. In the loadings plot, each point represents a dif-



ferent spectral intensity. Thus, the cause of any spectral clustering observed in a 
PC scores plot is interpreted by examination of the loadings that cause any cluster 
separation. In addition, there are many other visualization methods such as non-
linear mapping and hierarchical cluster analysis.

The upper part of Figure 13.3-4 shows a PC scores plot where each point is based 
on the 1H NMR spectrum of a rat urine sample. In this case, the open and fi lled 
symbols represent samples of rat urine received from two different sites, from 
animals dosed with a model liver toxin, hydrazine, and sampled at various time 
points in hours after dosing as shown [28].

One of many widely used supervised methods (i.e., using a training set of data 
with known outcomes) is partial least squares (PLS). This method relates a data 
matrix containing independent variables from samples, such as spectral intensity 
values (an X matrix), to a matrix containing dependent variables (or measurements 
of response) for those samples (a Y matrix). PLS can also be used to examine the 
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infl uence of time on a dataset, which is particularly useful for biofl uid NMR data 
collected from samples taken over a time course of the progression of a pathological 
effect. PLS can also be combined with discriminant analysis (DA) to establish the 
optimal position to place a discriminant surface that best separates classes. It is 
possible to use such supervised models to provide classifi cation probabilities or 
even quantitative response factors for a wide range of sample types, but given the 
strong possibility of chance correlations when the number of descriptors is large, 
it is important to build and test such chemometric models using independent train-
ing data and validation datasets. Extensions of this approach allow the evaluation 
of those descriptors that are completely independent (orthogonal) to the Y matrix 
of endpoint data. This orthogonal signal correction (OSC) can be used to remove 
irrelevant and confusing parameters.

Apart from the methods described above that use linear combinations of param-
eters for dimension reduction, classifi cation, or regression, other methods exist that 
are not limited in this way. For example, neural networks comprise a widely used 
nonlinear approach for modeling data. A training set of data is used to develop 
algorithms, which “learn” the structure of the data and can cope with complex 
functions. The basic software network consists of three or more layers, including 
an input level of neurons (spectral descriptors or other variables), one or more 
hidden layers of neurons that adjust the weighting functions for each variable, and 
an output layer that designates the class of the object or sample. Recently, proba-
bilistic neural networks, which represent an extension to the approach, have shown 
promise for metabonomics applications in toxicity [29]. Other approaches that are 
currently being tested include genetic algorithms, machine learning, and Bayesian 
modeling [30].

13.3.3.2 Biomarker Identifi cation using Chemometrics

Recently, a new method for identifying multiple NMR peaks from the same mole-
cule in a complex mixture, hence providing a new approach to molecular identifi ca-
tion, has been introduced. This is based on the concept of statistical total correlation 
spectroscopy and has been termed STOCSY [31]. This takes advantage of the mul-
ticollinearity of the intensity variables in a set of spectra (e.g., 1H NMR spectra) to 
generate a pseudo-two-dimensional NMR spectrum that displays the correlation 
among the intensities of the various peaks across the whole sample. This method is 
not limited to the usual connectivities that are deducible from more standard two-
dimensional NMR spectroscopic methods, such as TOCSY. Added infor mation is 
available by examining lower correlation coeffi cients or even negative correlations, 
because this leads to a connection between two or more molecules involved in the 
same biochemical pathway. In an extension of the method, the combination of 
STOCSY with supervised chemometrics methods offers a new framework for analy-
sis of metabonomic data. In a fi rst step, a supervised multivariate discriminant 
analysis can be used to extract the parts of NMR spectra related to discrimination 
between two sample classes. This information is then cross-combined with 
the STOCSY results to help identify the molecules responsible for the metabolic 
variation. To illustrate the applicability of the method, it has been applied to 114 1H
NMR spectra of urine from a metabonomic study of a model of insulin resistance 
based on the administration of a carbohydrate diet to three different mice strains in 



which a series of metabolites of biological importance could be conclusively assigned 
and identifi ed by use of the STOCSY approach [31].

13.3.4 SELECTED APPLICATIONS OF METABONOMICS

13.3.4.1 Phenotypic and Physiological Effects

To determine therapeutic or toxic effects or to understand the biochemical altera-
tions caused by disease, it is necessary fi rst to understand any underlying physiologi-
cal sources of variation. To this end, metabonomics has been used to separate classes 
of experimental animals such as mice and rats according to several inherent and 
external factors based on the endogenous metabolite patterns in their biofl uids [32]. 
Such differences may help explain differential toxicity of drugs between strains and 
interanimal variation within a study. Many other effects can be distinguished using 
metabonomics, including male/female differences, age-related changes, estrus cycle 
effects in females, diet, diurnal effects, and interspecies differences and similarities 
[32].

Metabonomics has also been used for the phenotyping of mutant or transgenic 
animals and the investigation of the consequences of transgenesis such as the trans-
fection process itself [33]. Genetic modifi cations used in the development of geneti-
cally engineered animal models of disease are often made using such transfection 
procedures, and it is important to differentiate often-seen unintended consequences 
of this process from the intended result. Metabonomic approaches can give insight 
into the metabolic similarities or differences between mutant or transgenic animals 
and the human disease processes that they are intended to simulate and hence their 
appropriateness for monitoring the effi cacy of novel therapeutic agents. This sug-
gests the method may be appropriate for following treatment regimes such as gene 
therapy.

The importance of gut microfl oral populations on urine composition has been 
highlighted by a study in which axenic (germ free) rats were allowed to acclimatize 
in normal laboratory conditions and their urine biochemical makeup was moni-
tored for 21 days [34]. The combined infl uence of gut microfl ora and parasitic 
infections on urinary metabolite profi les has also been elucidated [35].

13.3.4.2 PreClinical Drug Candidate Safety Assessment

Despite the regulatory requirements and the huge investment by pharmaceutical 
companies in safety testing in animals, unexpected results are sometimes observed 
in the clinic and drugs occasionally still have to be withdrawn from the market-
place. The selection of robust candidate drugs for development based on mimimiza-
tion of the occurrence of drug adverse effects is therefore one of the most important 
aims of pharmaceutical R&D, and the pharmaceutical industry is now embracing 
metabonomics for evaluating the adverse effects of candidate drugs. The National 
Center for Toxicological Research, a part of the U.S. Food and Drug Administra-
tion, is also investigating the usefulness of the approach.

In this application, NMR-based metabonomics can be used for (1) defi nition of 
the metabolic hyperspace occupied by normal samples; (2) the consequential 
rapid classifi cation of a biofl uid sample as normal or abnormal; (3) if abnormal, 
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classifi cation of the target organ or region of toxicity; (4) biochemical mechanism 
of that toxin; (5) identifi cation of combination bio markers of toxic effect; and (6) 
evaluation of the time course of the effect, e.g., the onset, evolution, and regression 
of toxicity. An example of a metabolic trajectory is shown in Figure 13.3-4(a), 
where each point represents an NMR spectrum of a rat urine sample at various 
time points after dosing with the model liver toxin, hydrazine [28]. There have been 
many studies using 1H NMR spectroscopy of biofl uids to characterize drug toxicity 
going back to the 1980s [36], and the role of metabonomics in general, and magnetic 
resonance in particular, in toxicological evaluation of drugs has been compre-
hensively reviewed recently [37].

Metabonomics has already been applied in fi elds outside human and other mam-
malian systems. For example, studies in the environmental pollution fi eld have 
highlighted the potential benefi ts of this approach by studies of caterpillar hemo-
lymph [38] and earthworm biochemical changes as a result of soil pollution by 
model toxic substances [39]. In addition, a study of heavy metal toxicity (As3+ and 
Cd2+) in wild rodents living on polluted sites has been concluded successfully [40]. 
In terms of monitoring water quality, one study has evaluated adverse effects in 
abalone using NMR-based metabonomics [41].

The usefulness of metabonomics for the evaluation of xenobiotic toxicity effects 
has recently been comprehensively and successfully explored by the Consortium 
for Metabonomic Toxicology (COMET). This was formed by fi ve pharmaceutical 
companies and Imperial College, London, United Kingdom [42], with the aim of 
developing methodologies for the acquisition and evaluation of metabonomic data 
generated using 1H NMR spectroscopy of urine and blood serum from rats and 
mice for preclinical toxicological screening of candidate drugs. The successful 
outcome is evidenced by the generated databases of spectral and conventional 
results for a wide range of model toxins (147 in total) that served as the basis for 
computer-based expert systems for toxicity prediction. The project goals of the 
generation of comprehensive metabonomic databases (now around 35,000 NMR 
spectra) and multivariate statistical models (expert systems) for prediction of toxic-
ity, initially for liver and kidney toxicity in the rat and mouse, have now been 
achieved, and the predictive systems and databases have been transferred to the 
sponsoring companies.

A feasibility study was carried out at the start of the project, using the same 
detailed protocol and using the same model toxin, over seven sites in the companies 
and their appointed contract research organizations. This was used to evaluate the 
levels of analytical and biological variation that could both arise through the use 
of metabonomics on a multisite basis. The intersite NMR analytical reproducibility 
revealed the high degree of robustness expected for this technique when the same 
samples were analyzed both at Imperial College and at various company sites. This 
gave a multivariate coeffi cient of regression between paired samples of only about 
1.6% [43].

Additionally, the biological variability was evaluated by a detailed comparison 
of the ability of the companies to provide consistent urine and serum samples for 
an in-life study of the same toxin, with all samples measured at Imperial College. 
There was a high degree of consistency between samples from the various compa-
nies, and dose-related effects could be distinguished from intersite variation [43].

As a precursor to developing the fi nal predictive expert systems, metabonomic 
models were constructed for urine from control rats and mice, enabling identifi ca-



tion of outlier samples and the metabolic reasons for the deviation. To achieve the 
project goals, new methodologies for analyzing and classifying the complex datasets 
were developed. For example, as the expert system takes into account the metabolic 
trajectory over time, a new way of comparing and scaling these multivariate tra-
jectories was developed (called SMART), and this is illustrated in Figure 13.3-4 
[28]. Additionally, a novel classifi cation method for identifying the class of toxicity 
based on all NMR data for a given study has been generated. This has been termed 
“Classifi cation Of Unknowns by Density Superposition (CLOUDS)” and is a novel 
non-neural implementation of a classifi cation technique developed from probabi-
listic neural networks [44]. Modeling the urinary NMR data according to organ of 
effect (control, liver, kidney, or other organ), using a model training set of 50% of 
the samples and predicting the other 50%, over 90% of the test samples were clas-
sifi ed as belonging to the correct group with only a 2% misclassifi cation rate 
between these classes. This work showed that it is possible to construct predictive 
and informative models of metabonomic data, delineating the whole time course 
of toxicity, the ultimate goal of the COMET project.

13.3.4.3 Disease Diagnosis and Therapeutic Effi cacy

Many examples exist in the literature on the use of NMR-based metabolic profi ling 
to aid human disease diagnosis, including the use of plasma to study diabetes, CSF 
for investigating Alzheimer’s disease, synovial fl uid for osteoarthritis, seminal fl uid 
for male infertility, and urine in the investigation of drug overdose, renal transplan-
tation, and various renal diseases. Most of the earlier studies using NMR spectros-
copy have been reviewed [45]. For example, a promising use of NMR spectroscopy 
of urine and plasma, as evidenced by the number of publications on the subject, is 
in the diagnosis of inborn errors of metabolism in children [46].

Some studies have been undertaken in the area of cancer diagnosis using per-
chloric acid extracts of various types of human brain tumor tissue [47], and the 
spectra could be classifi ed using neural network software giving ∼85% correct clas-
sifi cation. Tissues can be studied by metabonomics through the MAS NMR tech-
nique, and published examples include prostate cancer [16, 48], renal cell carcinoma 
[18], breast cancer [19, 49], and various brain tumors [50]. Other recent studies 
include an NMR-based urinary metabonomic study of multiple sclerosis in humans 
and non-human primates [51].

Recently metabonomics has been applied to provide a method for diagnosis of 
coronary artery disease noninvasively through analysis of a blood serum sample 
using NMR spectroscopy [52]. Patients were classifi ed, based on angiography, into 
two groups, those with normal coronary arteries and those with triple coronary 
vessel disease. Around 80% of the NMR spectra were used as a training set to 
provide a two-class model after appropriate data fi ltering techniques had been 
applied, and the samples from the two classes were easily distinguished. The 
remaining 20% of the samples were used as a test set, and their class was then 
predicted based on the derived model with a sensitivity of 92% and a specifi city of 
93% based on a 99% confi dence limit for class membership.

It was also possible to diagnose the severity of the disease that was present by 
employing serum samples from patients with stenosis of one, two, or three of the 
coronary arteries. Although this is a simplistic indicator of disease severity, separa-
tion of the three sample classes was evident even though none of the wide range 
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of conventional clinical risk factors that had been measured was signifi cantly dif-
ferent between the classes. The visualization of the separation of patients with zero, 
one, two, or three coronary arteries occluded is shown in Figure 13.3-5.

13.3.5 INTEGRATION OF -OMICS RESULTS

The value of obtaining multiple datasets from various biofl uid samples and tissues 
of the same animals collected at different time points has been demonstrated. This 
procedure has been termed “integrated metabonomics” [2] and can be used to 
describe the changes in metabolic chemistry in different body compartments affected 
by exposure to toxic drugs. An illustration of the types of information that can be 
obtained is shown in Figure 13.3-6, from an NMR spectroscopic study of the acute 
toxicity of α-naphthylisothiocyanate, a model liver toxin [53]. Such timed profi les in 
multiple compartments are characteristic of particular types and mechanisms of 
pathology and can be used to give a more complete description of the biochemical 
consequences than can be obtained from one fl uid or tissue alone [54].

Integration of metabonomics data with that from other multivariate techniques 
in molecular biology such as from gene array experiments or proteomics is also 
feasible. Thus, it has also been possible to integrate data from transcriptomics and 
metabonomics to fi nd, after acetaminophen administration to mice, common meta-
bolic pathways implicated by both gene expression changes and changes in metabo-
lism [55]. In a similar fashion, changes in gene expression detected in microarray 

Figure 13.3-5. Partial least-squares discriminant analysis model for the classifi cation of 
blood plasma samples in terms of coronary artery disease, based on their 1H NMR spectra 
with visualization of the degree of coronary artery occlusion. Each point is based on data 
from a 1H NMR spectrum of human blood plasma from subjects with different degrees of 
coronary artery occlusion. Circles—no stenosis, triangles—stenosis of one artery, inverted 
triangles—stenosis of two arteries, and squares—stenosis of three arteries. (This fi gure 
is available in full color at ftp://ftp.wiley.com/public/sci_tech_med/pharmaceutical_
biotech/.)



experiments can lead to the identifi cation of changed enzyme activity, and this can 
also be achieved by analysis of metabolic perturbations [56].

13.3.6 FUTURE PROSPECTS

It has become accepted that the main pharmaceutical areas where metabonomics 
is impacting include validation of animal models of disease, including genetically 
modifi ed animals; preclinical evaluation of drug safety studies; allowing ranking 
of candidate compounds; assessment of safety in humans in clinical trials; after pro-
duct launch, quantitation, or ranking of the benefi cial effects of pharmaceuticals, 
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3 h 7 h 24 h 31 h 144 h 168 h

lipids ↑ lipids ↓

choline ↑
betaine ↑
TMAO ↑

glycogen ↓
glucose ↓

bile acids

lactate ↑

phosphocholine/choline ↑

acetate ↓ , ketone bodies ↑

glucose

creatine ↑

cholines

LDL/VLDL ↑

glucose ↑ glucose ↑

bile acids ↑

succinate, 2-oxoglutarate, citrate ↑

creatine ↑

taurine ↑

TMAO ↑

72 h

Figure 13.3-6. Representation of the information that can be obtained from an integrated 
metabonomics study. This shows the metabolites that are changed in a range of biofl uids 
and tissues as a function of time after a single acute administration of the liver toxin α-
naphthylisothiocyanate [53]. (This fi gure is available in full color at ftp://ftp.wiley.com/
public/sci_tech_med/pharmaceutical_biotech/.)
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both in development and clinically; improved understanding of the causes of highly 
sporadic idiosyncratic toxicity of marketed drugs; and patient stratifi cation for 
clinical trials and drug treatment (pharmaco-metabonomics).

In addition, in terms of disease studies, metabonomics is playing a role in 
improved, differential diagnosis and prognosis of human diseases, particularly 
for chronic and degenerative diseases, and for diseases caused by genetic effects. 
A better understanding of large-scale human population differences through 
epidemiological studies is also being achieved.

Other applications include nutritional studies, sports medicine, and lifestyle 
studies, including the effects of diet, exercise, and stress, and evaluation of the 
effects of interactions between drugs, and between drugs and diet. Additionally, 
the metabolic profi les of plants, including genetically modifi ed species, and quality 
control studies (essential equivalence) are now being achieved together with 
applications in microbiological characterization; forensic science, including the 
biochemical effects of drug overdose; and environmental effects of pollutants moni-
tored using marker species, both terrestrial and aquatic.

One long-term goal of using pharmacogenomic approaches is to understand the 
genetic makeup of different individuals (their genetic polymorphism) and their 
varying abilities to handle pharmaceuticals both for their benefi cial effects and for 
identifying adverse effects. If personalized health care is to become a reality, an 
individual’s drug treatments must be balanced so as to achieve maximal effi cacy 
and avoid adverse drug reactions. Very recently, for the fi rst time, an alternative 
approach has been proposed for understanding intersubject variability in response 
to drug treatment using a combination of multivariate metabolic profi ling and 
chemometrics to predict the metabolism and toxicity of a dosed substance, based 
solely on the analysis and modeling of a predose metabolic profi le [57]. Unlike 
pharmacogenomics, this approach, which has been termed pharmaco-metabonom-
ics, is sensitive to both the genetic and the modifying environmental infl uences 
that determine the basal metabolic fi ngerprint of an individual, because these will 
also infl uence the outcome of a chemical intervention. This new approach has 
been illustrated with studies of the toxicity and metabolism of acetaminophen 
(paracetamol) administered to rats.

A major initiative has been under way to investigate the reporting needs and to 
consider recommendations for standardizing reporting arrangements for metabo-
nomics studies, and to this end, a Standard Metabolic Reporting Structures (SMRS) 
group was formed (see www.smrsgroup.org). This group has produced a draft policy 
document that covers all of those aspects of a metabolic study that are recom-
mended for recording, from the origin of a biological sample, the analysis of material 
from that sample, and chemometric and statistical approaches to retrieve informa-
tion from the sample data, and a summary publication has ensued [58]. The various 
levels and consequent detail for reporting needs, including journal submissions, 
public databases, and regulatory submissions, have also been addressed. This has 
been followed up with a workshop and discussion meeting sponsored by the U.S. 
National Institutes of Health, from which fi rm plans are being developed to defi ne 
standards in a number of areas relevant to metabonomics, including characterizari-
tion of sample-related meta-data, technical standards, and related data; meta-data 
and QC matters for the analytical instrumentation; data transfer methodologies and 
schema for implementation of such activities; and development of standard vocabu-
laries to enable transparent exchange of data.
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NMR- and MS-based metabonomics are now recognized as independent and 
widely used techniques for evaluating the toxicity of drug candidate compounds, 
and they have been adopted by several pharmaceutical companies into their drug 
development protocols. For drug safety studies, it is possible to identify the target 
organ of toxicity, derive the biochemical mechanism of the toxicity, and determine 
the combination of biochemical biomarkers for the onset, progression, and regres-
sion of the lesion. Additionally, the technique has been shown to be able to provide 
a metabolic fi ngerprint of an organism (“metabotyping”) as an adjunct to func-
tional genomics and hence has applications in design of drug clinical trials and for 
evaluation of genetically modifi ed animals as disease models.

Using metabonomics, it has proved possible to derive new biochemically based 
assays for disease diagnosis and to identify combination biomarkers for disease, 
which can then be used to monitor the effi cacy of drugs in clinical trials. Thus, 
based on differences observed in metabonomic databases from control animals and 
from animal models of disease, diagnostic methods and biomarker combinations 
might be derivable in a preclinical setting. Similarly, the use of databases to derive 
predictive expert systems for human disease diagnosis and the effects of therapy 
require compilations from both normal human populations and patients before, 
during, and after therapy.

It is expected that further integration of the techniques into pharmaceutical 
R&D activities will continue. One potential advantage of this approach is the 
transferability in principle of metabolic biomarkers between species and ultimately 
into humans.

The ultimate goal of systems biology must be the integration of data acquired 
from living organisms at the genomic, protein, and metabolite levels. In this respect, 
transcriptomics, proteomics, and metabonomics will all play an important role. 
Through the combination of these, and related approaches, will come an improved 
understanding of an organism’s total biology, and with this, better understanding of 
the causes and progression of human diseases and, given the twenty-fi rst century 
goal of personalized health care, the improved design and development of new and 
better targeted pharmaceuticals.
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13.4.1 PREFACE

The very fundamental characteristics of bioterrorism are presented, alongside with 
the distinct multidisciplinary confi guration of the term and phenomenon. Some 
unique attributes are outlined that make bioterrorism an entity nourished by dif-
ferent essentials and bearing various, in part far-reaching, implications.



Infectious diseases—the most effective extraneous regulator controlling the size 
of many animal populations in nature—are largely restrained in relation to mankind, 
thanks to the advancement of preventive and therapeutic medicine. The balance 
thus created is at any rate fragile, especially as human population density is steadily 
increasing, overall, whereas pathogens persist in acquiring drug-resistance. Phar-
maceutical biotechnology is one major contributing arena to medicine, in that 
context; bioterrorism constitutes a counter-arena that unfortunately may amplify or 
substitute for the natural control mechanisms signifi ed for by infectious diseases. 
Paradoxically, yet, pharmaceutical biotechnology in itself represents a potential key 
resource for bioterrorism. This is the case because pharmaceutical biotechnology is 
becoming an unparalleled front area, bearing a melting pot of remarkably sophisti-
cated and multidisciplinary know-how, substances, and appliances. Large portions 
of which are dual use and may readily be exploited decently or viciously.

This built-in, intriguing duality is an essential feature, in that bioterrorism may 
imbibe extra potency from the very capacity destined to prevent and cope with 
bioterrorism. Although a very old way of sabotage, bioterrorism is presently, or 
soon to be, immeasurably more powerful, potentially, than ever, due to marked 
breakthroughs achieved in biopharmacology and biomedicine. Scientifi cally, this 
evolving, dichotomic course is inevitable, albeit signifi cantly augmenting bioterror-
ism resources. The comprehension and practice allowing for combating pathogens 
and toxins may serve then, as well, to upgrade bioterrorism. It is becoming but a 
matter of their degree of availability of those bioagents. The same principle applies 
for pathogens of farm animals and plants, which form an additional dimension 
of bioterrorism—agricultural bioterrorism (agroterrorism). Also, the increas-
ing availability of recreational drugs—mostly a sort of phytotoxins, in their 
essence—propels another terrorism variant—narcoterrorism.

In a sense, then, bioterrorism may embody the golem that rose against its creator. 
It can trigger a confi ned outbreak, an extensive epidemic, or a colossal pandemic, 
intentionally engined by man himself. The perpetrators may not even fi gure the 
anticipated impact—medically, psychologically, and logistically—which may 
immensely exceed what they want to achieve. Inversely, the in-effect impact may 
be but marginal, much less than that quested for. This uncertainty stems from 
various unknowns still marking the behavioral profi le of infectious diseases. 
The interface between pathogens and man retains its enigmatic identity, although 
largely deciphered. At any rate, as James Woolsey, former CIA director has put it: 
“Germ terrorism is the single most dangerous threat to our national security in the 
foreseeable future.” The magnitude of bioterrorism, yet, extends far beyond the 
boundaries of the United States.

Man only can eradicate, either locally or globally, long-lasting formidable patho-
gens—as was the case with smallpox—by means of extraneous, far-reaching 
intervention, namely vaccination; antibiotics are not less important for wiping out 
certain bacterial pathogens. Yet man is, at the same time, the prime messenger of 
their possible reemergence, particularly through bioterrorism. Conceivably, his 
intelligence and impulse both shape, thus, a delicate balance, one that might branch 
unthinkable ramifi cations. It is, then, his own and absolute responsibility to 
pursue a steady state that would eliminate or minimize the risk of epidemic self-
destruction. In general, calculated self-destruction is unsupprisingly, antagonistic 
to the very nature of most species.
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The menace of terrorism at large, in its broad sense, is an unparalleled phenom-
enon that may be considered, basically, to be a sort of a limited self-destruction 
mechanism for mankind. In a way, it is even worse then wars, because of its 
inherent unpredictability, irrationalism, and wide scope, as well as the built-in, 
unapparent, vitality, and durability marking it. When the dimension of biological 
warfare is added to this featuring, it turns out to pose uncontrollable potentiality.

Addressing the complicated domain of bioterrorism has to necessarily be con-
ducted through a multidisciplinary approach. Therefore, the following chapter 
covers varitype aspects altogether, namely, microbiological, epidemiological, med-
ical, technological, demographical, political, and strategic; the integration of which 
is essential, so as to comprehend the substance, complexity, and implications of 
bioterrorism. The entire issue of bioterrorism may thus gain a typical multidimen-
sional structure and meaning.

13.4.2 DEFINITION AND ESSENCE OF BIOTERRORISM

Integrating two spheres that are innately unconnected to each other—terrorism and 
pathogens—the entity of bioterrorism refl ects a complex, although in a sense fairly old, 
phenomenon of mankind. Given this starting point, the defi nition and essence of bio-
terrorism, together with its meaningfulness, are complicated. At the same time, the 
protean nature of bioterrorism endows it with uncommon attractiveness and advanta-
geousness that may meet various courses.

The two elements comprising bioterrorism, namely terrorizing by means of bio-
logical agents, represent two distinct spheres, each bearing multiple contents. Those 
two spheres form, thereby, a singular, mighty conjunction between strategic studies 
and life sciences.

Terrorism at large, can be variedly featured, according to the following 
parameters:

• Conducted by a country, organization, group, or individual.
• Against a country, organization, group, or individual.
• By threatening and/or attacking.
• Covertly or overtly.
• Terror may be the goal or a by-product of an in-effect damage.
• The direct impact may be the ultimate objective or propel the occurrence of 

the ultimate objective.
• The impact is intended to form in the short, medium, or long run.
• With or without taking responsibility by the perpetrator.

Biological agents include, basically, pathogens and toxins, which may be classifi ed 
in the following ways:

• Live—hence reproducing—agents (pathogens) or nonviable agents (toxins). 
Prions, as reproducing molecules, constitute a notable, exceptional 
intermediate.



• Lethal or sublethal (not a clear-cut division).
• Transmissible—hence epidemic—pathogens or nontransmissible pathogens.
• Natural or modifi ed/engineered pathogens and toxins.
• Abruptly or gradually affecting the target.
• Affecting humans, husbandry, crops, or materials.
• The vehicle may be natural (infected arthropod, animal, or human being) or 

artifi cial (man-made disseminator, i.e., sprayers and envelopes).
• The route of penetrating the body is the respiratory system, alimentary tract, 

or skin.

Remarkably, almost any combination of the various mentioned parameters featur-
ing terrorism and biological agents is feasible. That is one main attribute underlying 
the attractiveness and potential might of bioterrorism. Another one is the outstand-
ing ratio between the amount of biological agent to be used and the resulting 
impact, especially with reference being made to epidemic pathogens. At the extreme, 
which is certainly feasible, an individual saboteur can disperse a scarcely existent, 
unapparent amount of a fully epidemic, virulent pathogen, be it pestilence, small-
pox, or infl uenza, and give rise to a transgressing, questionably controllable, lethal 
plague.

Biocrimes, biosabotage, and biowarfare are terms appreciably dovetailing with 
bioterrorism, in different manners. Although biological crimes accentuate the 
illegal dimension of bioterrorism, they pertain, as well, to a variety of acts, such as 
the very holding or transferring of a certain microorganism, which are in violation 
of national or international rules and conventions. Biological sabotage is the in-
effect employment of biological agents for whatever operational sabotage purpose, 
whether or not terrorism-oriented, usually by means of guerilla warfare. Biological 
warfare basically refl ects a military confrontation in which biological weaponry is 
used; yet broadly, it may be waged against civilian target populations, thus explicitly 
having the quality of bioterrorism.

Bioterrorism may be perceived, overall, as the calculated, deliberate use of 
pathogens or toxins (or threat of using them) against civilian populations or eco-
nomic/logistical infrastructures, in order to attain goals that are political, social, 
religious, fi nancial, ideological, or personal in nature; this is done through intimida-
tion or coercion or instilling fear. It may still be subclassifi ed, then, as follows:

• The unlawful release of biological agents or toxins with the intent to intimidate 
or coerce a government or civilian population to further political or social 
objectives. Humans, farm animals, and cultivars are often targets.

• Use of microorganisms or toxins to kill, sicken, or cause other malfunction in 
people, animals, plants, or useful materials.

In its broad scope, thus, bioterrorism includes, beyond its classic targeting against 
humans:

• Agroterrorism, which may involve anti-plant pests, in addition to anti-plant 
and anti-animal pathogens.
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• Narcoterrorism, namely the constant on-purpose input of recreational drugs 
onto a target population.

• Any other type of sabotage achievable by means of microbes, such as fuel-
eating bacteria, asphalt eating-bacteria, and alike.

In a way, the core of bioterrorism, both objectively and subjectively, is horrifying, 
whereas the involved weapon in itself consists in, absurdly, some of the most power-
ful natural foes of humanity, and can in practice bring about a very signifi cant 
direct impact, far beyond horror. Hence, it may regretfully be regarded, in a sense, 
as the potential promoter of various infectious diseases that are currently being 
suppressed, pharmacologically and medically, just waiting for their opportunity to 
come.

One chief character of bioterrorism is, nonetheless, the conceivably immeasur-
able disproportion between effort and outcome, particularly when the latter is at 
its maximum. It thus poses a strong temptation. Any other weapons, terror means—
and apparently any other context—are not competent in sustaining such dispropor-
tion. Technically, then, this attribute mostly represents the essence of bioterrorism, 
such that nears a legendary identity. The distance from reality is at any rate second-
ary, especially as it can readily be bridged over, in affect, quite soon. In that 
concern, recent breakthroughs made in the fi eld of genetic engineering amplify at 
the same time, paradoxically, both imagination and practicality.

All in all, within the sphere of terrorism at large, three distinctions typify the 
essence of bioterrorism:

1. The distinction between bioterrorism and conventional terrorism.
2. Between bioterrorism and other unconventional terrorism (chemical, radio-

logical, nuclear).
3. Between bioterrorism and biological warfare.

The projection of those three distinctions altogether refl ects the whole substance 
of bioterrorism, as aimed, among other things, to be shown in this chapter.

13.4.3 CONCEPT AND INCENTIVES

Several common denominators are outlined, which mark both terrorism-oriented 
states and terror organizations, on their way to resorting to bioterrorism. Other 
elements of their concept and incentives regarding bioterrorism comparatively 
differ, naturally, owing to their dissimilar essences. Various motives and objectives 
may then underlie their encouraged attitude toward bioterrorism. The roots are at 
any rate historical, appreciably shaping during time.

Intuitively, not having any concrete knowledge in terms of toxinology and 
bacteriology until the nineteenth century, man adopted poisonous and infective 
substances for attacking rivals. It was mainly practical common sense that guided 
him. Much later, paving its way toward scientifi c horizons, man gradually mastered 
the related technical fundamentals. The recognition of infective microorganisms 
and naturally produced toxic molecules accumulated and ripened. It reached the 
level of having the full capacity to operate them as warfare agents.



But, anthropologically, the concept underlying bioterrorism extends far beyond 
technical and operational features, whether state or non-state sponsored. The very 
notion of affl icting passive civilian populations with infectious diseases seems to 
be, objectively, profoundly evil, even if accompanied by different considerations 
and calculations. In its simplest form, then, bioterrorism refl ects but an extreme 
way of malevolence. Variably, the dimensions of governance and insidiousness may 
certainly play a roll, in conjunction. A priori, the power to generate epidemics was 
possessed only by God and nature. Thus, biblically, God waged, initially, the epi-
demics included within the Ten Plagues of Egypt. Later on, comprehending the 
principal mechanism and impact of epidemics, man tried to emulate and immobi-
lize that route against adversaries. As a matter of fact, it was around 1500 bc, when 
the Hittites sent plague victims into the lands of their enemies [1].

The fundamental incentive and concept of bioterrorism did not substantially 
change, up to these days. What did alter, obviously, are the know-how, the technical 
tools, and the strategic approach. Strategically, there are three basic alternatives 
shaping the concept of bioterrorism acts:

• The perpetrator (either state or non-state sponsored) would seek to remain 
unidentifi ed.

• The perpetrator would be indifferent as to its identity.
• The perpetrator would seek to be identifi ed.

The fi rst and third alternatives have each two variants, respectively:

• Anonymity would rely on objective inability to epidemiologically determine 
whether the event was an act of bioterrorism.

• Anonymity would rely on objective inability to trace the perpetrator by means 
of investigation or intelligence (even if epidemiologically affi rmed to be an act 
of bioterrorism).

• Identifi cation would rely on direct announcement, either before or subsequent 
to the act of bioterrorism.

• Identifi cation would rely on investigative and intelligence fi ndings—either 
evidential or, deliberately, merely circumstantial (hence less valid)—without 
taking responsibility.

Several technological, political, and psychological explanations underly the quest 
of terrorists and terrorism-oriented states to opt for acquiring weapons of mass 
destruction (WMD), particularly biological agents, among them are the cheap cost 
of such weapons and the sense of prestige and security they grant to the owner. 
Parallel to offensive considerations, the inverse dimension of deterring capacity 
also plays a roll. All in all, terrorists or terrorism-oriented states may choose bio-
terrorism among many options, both conventional and unconventional. Preference 
may be given to bioterrorism due to various reasons. In terms of a pragmatic, clini-
cal feasibility study, bioterrorism is, at least potentially, the most effi cient form of 
sabotage, particularly when conducted indistinguishably from a natural event. 
Moreover, it may have a fully strategic impact; hence, it is often reckoned to be the 
ultimate mode of terrorism. Notably, most biological agents are not contagious; yet 
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they might generate extensive outbreaks, if not epidemics, due to their transmissi-
bility in other ways.

A terrorist group or terrorism-oriented state, intending to employ biological 
agents, will likely be attracted to their mass killing potential [2]. In addition, their 
delayed impact may also enable the saboteur to escape detection. Also, an attacker 
might reckon the resemblance between a natural and an unnatural epidemic to be 
close enough to divert suspicion, or at least make it extremely diffi cult to trace [3]. 
That would make it diffi cult to retaliate with a massive punitive strike, the expecta-
tion of which ordinarily serves as deterrent to an unconventional assault. Thus, the 
subsequent intimidation and chaos resulting from the inherently unknowable may 
make biological agents the terrorist weapon of choice [4]. On the whole, the related 
line of terms accentuating the signifi cance and potential impact of bioterrorism at 
large include, then: high consequence terrorism; catastrophic terrorism; total 
terrorism; asymmetric terrorism; superterrorism; ultraterrorism, and so on.

Beyond, terrorists and terrorism-oriented states are certain to decide for them-
selves whether the conduction of bioterrorism serves their cause. Moreover, it is 
believed that biological weapons are preferable for terrorist groups, and that 
the allure for terrorists of biological weapons is currently intensifying due to the 
increase in availability of biotechnologists and sophistication of manufacturing 
methods [5].

Overall, one fundamental motive of bioterrorism (within the context of WMD 
at large), then, is the will to generate what is currently called high consequence 
terrorism, total terrorism, or catastrophic terrorism. Under certain circumstances 
it may be regarded as pure asymmetric terrorism, the purpose of which is not to 
take lives or destroy property. It is rather the mechanism by which the attacker 
seeks to achieve weakening of the sense of cohesion that binds communities 
together, to reduce its social capital, and to sow distrust, fear, and insecurity. Within 
this narrow course, it is but a method of waging a sort of social and psychological 
warfare.

The availability of pathogenic agents, alongside with technical feasibility and 
operational modality of bioterrorism at large, are basically rather in favor of 
the saboteur or terrorism-oriented state. Still, the bioterrorism events that already 
took place overall, seemingly exhibit but a portion of its potentiality, whereas the 
essence of the related threshold of proliferation is vague. Resultantly, built-in 
limita tions interfere with thoroughly comprehending and foreseeing the course of 
bioterrorism.

13.4.4 BIOTERRORISM-PATTERNED NATURAL EPIDEMICS

The apparent resemblance between natural epidemics and induced ones mostly 
leads to recognizing the relevance of bioterrorism-patterned natural epidemics as 
prime demonstrative occurrences. Let alone, that various infectious diseases, chiefl y 
viral, are emerging or reemerging in an unpredictable, often overwhelming, manner. 
It would therefore be advisable to diligently observe some prominent natural 
epidemics that took place during the recent decade.

The most distinct bioterrorism-patterned natural epidemics are typically those 
concerned with water- and food-borne infectious gastroenteritis, stemming from 



the contamination of a current collective source. Such epidemics would include, 
principally, two phases:

• The fi rst wave of infections is generated directly by the consumption of the 
collective source.

• An additional wave is brought about, dependent on the degree of ongoing 
communicability or contagiousness of the causative agent toward potential 
secondary victims that are prone to be exposed, irrespective of the initial col-
lective source.

This type of epidemic locally occurs very often, worldwide, in the form of relatively 
restricted innocent outbreaks. They bear the potency to expand, however. And they 
are quite easy to be produced deliberately, in practice. But, at any rate, they repre-
sent the simplest bioterrorism-patterned natural epidemics.

Bioterrorism-patterned natural epidemics might be by far more complex and 
hazardous, nonetheless. It so happened that the past 10 years were marked by some 
outstanding epidemic events perfectly illustrating the tremendous potentiality of 
biological agents at large, as well as the candidature of certain pathogens for acts 
of bioterrorism, in particular. Those events are presented here in detail, then, so 
as to demonstrate the general effectuality of various bioterrorism-patterned 
scenarios. They include six virus- and germ-propelled catastrophic epidemics.

13.4.4.1 Ebola Hemorrhagic Fever

The 14th of April, 1995, Zaire (now the Democratic Republic of Congo). A 36-
year-old laboratory technician checked into the medical clinic in Kikwit, complain-
ing of a severe headache, stomach pains, fever, dizziness, weakness, and exhaustion 
[6].

Surgeons did an exploratory operation to try to fi nd the cause of his illness. To 
their horror, they found his entire gastrointestinal tract was necrotic and putrefying. 
He bled uncontrollably and within hours was dead. By the next day, the fi ve medical 
workers who cared for him, including an Italian nun who assisted in the operation 
began to show similar symptoms, including high fevers, fatigue, bloody diarrhea, 
rashes, red and itchy eyes, vomiting, and bleeding from every body orifi ce. Less 
than 48 hours later, they, too, were dead, and the disease turned to form a deadly, 
uncontrollable epidemic.

As panicked residents fl ed into the bush, government offi cials responded to calls 
for help by closing off all travel, including humanitarian aid into or out of Kikwit, 
about 400 km from Kinshasa, the national capital. Fearful neighboring villages 
felled trees across the roads to seal off the pestilent city. No one dared enter houses 
where dead corpses rotted in the intense tropical heat. Boats plying the adjacent 
Kwilu River refused to stop to take on or discharge passengers or cargo. Food and 
clean water became scarce. Hos-pitals could hardly function as medications and 
medical personnel became scarce.

Deadly tropical fevers are an unfortunate fact of life in Central Africa but rarely 
are they this contagious or lethal. The plague that affl icted Kikwit was Ebola hem-
orrhagic fever, a viral disease for which there is no known treatment. Within a few 
weeks, about 400 people in Kikwit had contracted the virus and 350 were dead. 
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Where a 10% mortality rate is considered high for most infectious diseases, Ebola 
kills up to 90% of its victims, usually within only a few days after exposure. Still, 
contagiousness seems to be low.

The Kikwit Ebola outbreak was neither the fi rst nor the last appearance of this 
dread disease. The fi rst recognized Ebola epidemic occurred in 1976 in Yambuku, 
Zaire (near the Ebola River, after which the virus was named), where at least 280 
people died. Three years later, 22 patients died in Sudan from a slightly different 
and less virulent form of Ebola. In 1996, about 100 people were killed by Ebola in 
two separate episodes in Gabon, and in 1999, an outbreak in the gold mining town 
of Durba in the Democratic Republic of Congo killed at least 63 people.

Ebola is one of two members of a family of RNA viruses called the Filoviridae 
(the other one being Marburg fever). No host or vector is known for Ebola, but it 
has been observed that monkeys and other primates can contract related diseases. 
Why viruses remain peacefully in their hosts for many years without causing much 
more trouble than a common cold, but then erupt sporadically and unpredictably 
into terrible human epidemics, is a new and growing question in environmental 
health and risk assessment. Although certainly a formidable pathogen, this virus 
exhibits changing rates of virulence (which is at times extremely high, more than 
any other pathogen), communicability, and, hence, epidimicity, the latter being 
rather restrained, in effect (400 infected and diseased people, out of 600,000 resi-
dents in Kikwit). Therefore, a shift in the transmissibility level of Ebola virus may 
be crucial and is immensely feared.

13.4.4.2 AIDS

AIDS, or acquired immunodefi ciency syndrome, is a fatal disease caused by a rapidly 
mutating retrovirus that attacks the immune system and leaves the victim vulnerable 
to infections, malignancies, and neurological disorders. It was fi rst recognized as a 
disease in 1981. The virus was isolated for the fi rst time not long ago, in 1983. It is 
steadily spreading. During 2004, as a representation, around fi ve million adults and 
children became infected with HIV (human immunodefi ciency virus), the virus 
that causes AIDS. By the end of the year, an estimated 39.4 million people worldwide 
were living with HIV/AIDS. The year also saw more than three million deaths 
from AIDS, despite the availability of HIV antiretroviral therapy, which reduced 
the number of deaths in high-income countries. African and South-American 
tropical regions are heavily affl icted in particular for long periods of time.

But in certain regions the disease has risen remarkably swiftly during recent 
years. One of those arenas is Leningrad, were a notably exponential AIDS epi-
demic started in 1997. Beginning in that year and proceeding up to 2001, all 
patients in the Narcology Hospital of Leningrad Regional Center of Addictions 
(LRCA), were tested for HIV antibody [7]. These clinical records (i.e., serostatus, 
gender, age, and addiction) and data from the HIV/AIDS Center in the Leningrad 
Region were reviewed.

It has thus been shown that HIV prevalence at the LRCA increased from 0% 
to 12.7% overall, 33.4% among drug-dependent patients, and 1.2% among alcohol-
dependent patients. During the same 5-year period (1997–2001), 2826 persons were 
registered at the HIV/AIDS Center: 6, 6, 51, 780, and 1983 persons in 1997, 1998, 
1999, 2000, and 2001, respectively.



So, HIV infection is exploding in the Leningrad Region, currently in injection 
drug users, but potentially more broadly. The known high-per-capita alcohol intake 
in Russia heightens concern regarding the sexual transmission of HIV. Overall, the 
number of HIV-infected people in the Leningrad Region has risen to 2929 by the 
beginning of 2001, which is 2.3 times more than in 2000. Young people aged from 
14 to 30, mostly drug addicts, account for 85% of the overall number of HIV-
infected people. The number of teenagers sick with AIDS has risen by 2.5 times 
since last year. Particular concern was caused by a 10-fold increase in the number 
of AIDS victims among pregnant women. A total of 350 births given by HIV-
infected mothers has been registered in the past year, and in 10 cases, parents gave 
up their babies [8].

However, the AIDS pandemic, in its broad essence, is actually a global long-term 
eroding factor toward mankind at large. Caused by a type of attritional bioterror-
ism agent, analogicolly, its ultimate real impact is expected sometime in the future, 
unforeseeably. For now, and in relation to the magnitude of humanity, it is just 
crawling, slowly yet steadily. It may be regarded as an inherent, low-rate—although 
undefeatable, for the time being—cryptic, ostensibly overt pandemic, accumulating 
its critical mass.

13.4.4.3 SARS

The SARS (sever acute respiratory syndrome) virus emerged—and possibly rather 
formed, somehow, little earlier, in reality—on the 16 of November 2002. In Foshan, 
southern China, on the Pearl River Delta, the fi rst case of SARS involved a man, 
a “super-infector” who subsequently infected four others [9].

It soon exploded. By November 31, 2002, a deadly outbreak of SARS carried 
on in China and has killed at least 34 people in the south and three in Beijing. 
Hundreds have been infected. Clearly an infectious disease, the illness was named 
and registered only clinically, owing to the unidentifi ed nature of its casual agent. 
It was certainly recognized to be a virulent virus, at any rate. At that stage, the 
new virus seemed to be fairly confi ned. But during December, the disease “hitch-
hiked” 200 km to Heyuan city, the provincial capital of Guangzhou. Virus spread 
to fi ve hospital workers. Panic ensued in Heyuan, and the local authorities tried to 
calm the people with news that there was not epidemic. Within days, the alarm 
subsided. Somewhere during this time, provincial party leaders curbed the media 
from publishing details of the disease, hindering further efforts to contain the virus. 
By the end of December 2002, Guangdong had reported at least 300 cases.

Although showing to be a new virus, a comprehensive genomic analysis has 
established that the relationship between SARS Coronavirus and group 2 CoVs is 
monophyletic [10]. Apparently, then, the SARS virus evolved as a strange zoonotic 
offshoot of group 2 CoVs, bearing greatly enhanced infectivity toward man.

Actually, SARS is the fi rst major novel infectious disease to hit the international 
community in the twenty-fi rst century. It originated in southern China in November 
2002 and spread rapidly thereafter to 29 countries/regions on fi ve continents. At 
the end of the epidemic, the global cumulative total was 8098 with 774 deaths. 
Seven Asian countries/regions were among the top 10 on the list. It has alarmed 
the world with its infectivity and signifi cant morbidity and mortality, its lack 
of a rapid, reliable diagnostic test, and lack of effective specifi c treatment and 
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vaccination. The adverse impact on travel and business around the world, particu-
larly in Asia, has been enormous [11].

The consequences of the SARS epidemic were remarkable. In Taiwan, as an 
example, the impact of the SARS epidemic on the utilization of medical services 
was studied [12]. Using interrupted time-series analysis and National Health Insur-
ance data between January 2000 and August 2003, this study assessed the impact 
of SARS epidemic on medical service utilization in Taiwan. At the peak of the 
SARS epidemic, signifi cant reductions in ambulatory care (23.9%), inpatient care 
(35.2%), and dental care (16.7%) were observed. People’s fears of SARS appear 
to have had a strong impact on access to care. Adverse health outcomes resulting
from accessibility barriers posed by the fear of SARS are signifi cant.

13.4.4.4 West-Nile Encephalitis

In late August of 1999, an unusual cluster of severe cases of encephalitis was noted 
in an area around Queens in New York City [13]. An epidemiologic investigation 
by the New York City Department of Health identifi ed eight such cases and revealed 
that all of the patients had been previously healthy, had resided within the same 16 
square mile area, and had recently engaged in outdoor activities. All but one had 
developed severe acute fl accid paralysis in the setting of encephalitis. At that point, 
the ethological agent had not yet been deciphered, though it seemed to be a basic 
virulent virus.

Both before and during the human encephalitis investigation, an epizootic among 
birds associated with a high fatality rate had been noted in and around New York 
City [14]. Pathologic assessment of the dead birds displayed involvement of multiple 
organs, including evidence of encephalitis; however, common avian pathogens were 
not detected [15]. The diseased birds were initially felt to be unrelated to the human 
epidemic. But genomic analyses using polymerase chain reaction and genome 
sequencing with specimens from New York City birds, infected mosquitoes col-
lected in Connecticut, and human brain tissue from a fatal case of encephalitis, as 
well as expanded serological testing of specimens from suspected human cases iden-
tifi ed WNE virus, a mosquito-borne pathogen, as the etiologic agent of this out-
break—4 weeks after the outbreak in humans was fi rst reported to New York City 
public health offi cials [16–19]! By the end of the summer of 1999, 62 patients with 
serologic evidence of acute WNE virus infection, including 59 hospitalized patients, 
had been identifi ed. Seven died. Similar to more recent outbreaks of the virus, the 
epidemic seemed to be associated with a high rate of CNS involvement and a 
preponderance of cases in patients older than 60 years [20].

The introduction of WNE virus in North America was followed by progressive 
spread throughout the United States. During the summer of 2000, 21 cases of 
human WNE virus illnes, were identifi ed, 2 died occurred among 10 counties in 
northeastern states [21]. The following year, 66 cases were detected among a much 
more widespread geographic area, involving 38 counties in 10 states. The spread of 
human cases seemed to follow avian deaths; thus, avian death surveillance and, to 
a lesser extent, mosquito pool surveillance became important parts of public health 
efforts to track the virus and predict potential human cases [21]. In addition to 
avian and human illness, a substantial number of equine cases were documented 
throughout the United States, a pattern also being observed in other parts of the 
world.



An eco-epidemiological critical mass has been neared in 2002. During the 
summer of 2002 the number of WNV cases in North America ascended, and was 
the largest outbreak of arboviral meningoencephalitis ever documented in the 
Western Hemisphere. The WNE virus expanded its geographic range from the 
Mississippi River area at the conclusion of the 2001 season to the Pacifi c Coast by 
the end of 2002. Virus activity considerably increased and then found expression 
in the following fi gures: 2002—1460 cases; 66 deaths; 2003—9862 cases; 264 deaths; 
2004—2470 cases; 88 deaths.

13.4.4.5 Avian Infl uenza

During 1997, an epidemic in Hong Kong of avian infl uenza in chickens and ducks 
occurred and was—merely marginally, then—transmitted to humans. Fortunately, 
the virus did not move from person to person and seemingly died out after the 
reservoir of domestic birds was completely depleted by the killing of approximately 
1.6 million chickens, ducks, and geese by Hong Kong authorities. A variant of the 
type A H5N1 fl u virus has been identifi ed to be the cause of that event [22].

It was but an ostensible defeat of that epidemic H5N1 variant. In actuality it 
silently proliferated spatially, and then catastrophic outbreaks of infl uenza H5N1 
took place among poultry in many countries in Asia during late 2003 and early 
2004. At that time, more than 100 million birds in the affected countries either 
died from the disease or were killed to try to control the outbreak. (Thailand 36 
million, Vietnam 36 million, Indonesia 15 million, China 5 million, Pakistan 4 
million) (Cambodia, Laos South Korea, and Japan have been less affected, so 
far.)

By March 2004, the outbreak was reported to be under control. Beginning in 
late June 2004, however, new deadly outbreaks of infl uenza H5N1 among poultry 
were reported by several countries in Asia (Cambodia, China, Indonesia, Malaysia 
[fi rst-time reports], Thailand, and Vietnam). These outbreaks—since extended—
have been ongoing, and in 2005 reached Europe. They reached Africa in 2006.

The H5N1 virus does not usually infect humans. In 1997, however, the fi rst case 
of spread from a bird to a human being was observed during the outbreak of bird 
fl u in poultry in Hong Kong. The virus caused severe respiratory illness in 18 
people, 6 of whom died. Since that time, there have been other cases of H5N1 
infection among humans. Most recently, human cases of H5N1 infection have 
occurred in Thailand, Vietnam, and Cambodia during large H5N1 outbreaks in 
poultry. The death rate for these reported cases has been about 50%. Most of these 
cases occurred from contact with infected poultry or contaminated surfaces. 
Remarkably, however, it is thought that a few cases of human-to-human spread of 
H5N1 have occurred.

So far, spread of H5N1 virus from person to person has been rare, and prolifera-
tion has not continued beyond one person. Yet, because all infl uenza viruses have 
the ability to change, there is a great concern that the H5N1 virus could one day 
be able to become contagious and spread easily from one person to another. 
Because these viruses do not commonly infect humans, there is little or no immune 
protection against them in the human population. If the H5N1 virus were able to 
infect people and spread easily from person to person, a new fl u pandemic could 
probably begin. It is impossible to foresee when a pandemic might occur. However, 
experts from around the world are watching the H5N1 situation in Asia very closely 
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and are preparing for the possibility that the virus may begin to spread more easily 
and widely from person to person. Still, the H5N1 strain is but one variant within 
an immeasurable natural gallery of avian fl u viruses. A few of them have already 
infected man, whereas the majority are taking their time, for now. A highly com-
municable derivative of them or of the H5N1 type will most probably generate the 
next colossal pandemic.

Until now, the most demanding fl u pandemic that has been documented was the 
“Spanish Flu” (also known as “Swine Flu”), which killed 40–90 million people 
during just two years (1918–1919). The virus was of the H1N1 subtype. Later on, in 
1957 a new serotype, H2N2, emerged and generated another pandemic, substituting 
the H1N1 virus. The next pandemic was given rise to in 1968 by the serotype H3N2, 
which replaced the H2N2. In 1977, a mild H1N1 virus resurfaced, bringing about 
another pandemic, but it did not substituted the H3N2 virus, and they are both pre-
vailing currently. As a matter of fact, all pandemic and any other infl uenza virus 
strains are derived from avian viral strains. Moreover, at least some of them are 
likely preserved in perennial lake ice, mostly in the Northern Hemisphere, and may 
reintroduce—sub sequent to ice thawing—genes or entire genomes onto the current 
genetic pool of that protean virus [23]. In regard to the current H5N1 strain, which 
is considerably virulent but noncontagious, for now, it may attain transmissibility by 
even a minor genetic alteration, the full essence of which is not yet clear.

In case this virus would retain its ongoing high communicability and virulence 
toward farm birds (currently chickens and ducks mainly) concomitantly with such 
genetic alteration, then an unparalleled pathogen, both pandemic and epizootic, 
may rise. Theoretically, it could disease pigs and horses as well, as the infl uenza A 
virus is in general infective and at times virulent toward those domestic mammals. 
But apparently this cannot occur in actuality, because there is, in all likelihood, 
some inherent viral incompetence to have such amplifi ed affi nity toward more then 
one host simultaneously. The remarkable potentiality of infl uenza A virus to attack 
various farm animals signifi es, at any rate, its distinct candidature in the context of 
agroterrorism (see below). Yet even in terms of merely an anti-human bioterrorism 
weapon, this varitype virus has been reckoned to be an ultimate pathogen, in some 
respects even exceeding the formidability of the notorious smallpox virus [24].

Pandemic spread would presumably bring about 60–80 million deaths world-
wide. According to US Homeland Security Council’s estimates, 90 million people 
could be infected in the US alone in case a bird fl u pandemic breaks out, of which 
45 million will require medical care, 10 million will require hospital admission and 
2 million people could die [25].

A British government report warns that The health service will be plunged into 
chaos if Britain is struck by a bird fl u pandemic. Faced with a possible 4.5 million 
victims, demand for hospital beds would outstrip supply and doctors might have to 
deny treatment to the sick and elderly to save younger, fi tter patients [26].

Not casually, all of the above-detailed illustrative epidemics represent, basically, 
bioterrorism-patterned scenarios specifi cally propelled by viruses. Antibiotics, the 
main combat-tool against germs, are of no relevance against viruses. Antiviral 
drugs are very limited in their scope. Vaccines are effi cient against most viruses, 
but they cannot cope with viruses that are currently dynamically altering. Antisera 
against viruses are of marginal pharmacological contribution, for now. Viruses 
pose, then, in a sense, the ultimate biological weapon, and can be used for bio-



terrorism purposes. Still, the cultivation and handling of viruses is complicated in 
comparison with bacteria, due to the necessity of host tissue, whereby viruses 
obligatorily propagate.

13.4.4.6 Cholera

But, beyond viruses, other classes of pathogens and toxins are not at all to be 
depreciated, certainly. The germ causing cholera—mostly a water-borne disease—
is nowadays the most epidemic and demanding bacterial pathogen, with reference 
being made to acute illness (parallel to the inversely lingering course of illness of 
tuberculosis, another remarkably demanding bacterial disease). In contrast to 
viruses, the cardinal characteristic marking pathogenic bacteria is their interface 
with various antibiotics, which is a very tangled and dynamic one. Thus, during 
March and April 2002, a resurgence of the causative agent Vibrio cholerae O139 
occurred in Dhaka and adjoining areas of Bangladesh with an estimated 30,000 
cases of cholera [27]. The reemerged O139 strains belong to a single ribotype cor-
responding to one of two ribotypes that caused the initial O139 outbreak in 1993. 
Unlike the strains of 1993, however, the recent strains are susceptible to trime-
thoprim, streptomycin, and sulphamethoxazole, but resistant to nalidixic acid. This 
alternating profi le exemplifi es a predominant intensifying property of various 
bacterial pathogens resisting antibacterial drugs in an unpredictable fashion.

In general, cholera is an acute intestinal infection caused by ingestion of con-
taminated water or food. It has a short incubation period, from less than 1 day to 
5 days, and produces an enterotoxin that causes copious, painless, watery diarrhea 
that can quickly lead to severe dehydration and death if treatment is not promptly 
given. Vomiting also occurs in most patients. Man-made and natural disasters can 
intensify the risk of epidemics considerably, as can conditions in crowded refugee 
camps. Explosive outbreaks with high case-fatality rates are often the result. For 
example, in the aftermath of the Rwanda crisis in 1994, outbreaks of cholera caused 
at least 48,000 cases and 23,800 deaths within one month in the refugee camps in 
Goma, the Congo [28]. Although rarely so deadly, cholera outbreaks continue to 
be a major public health concern, causing considerable socioeconomic disruption 
as well as loss of life. In 2001 alone, the WHO and its partners in the Global Out-
break Alert and Response Network participated in the verifi cation of 41 cholera 
outbreaks in 28 countries.

Throughout history, populations all over the world have sporadically been 
affected by devastating outbreaks of cholera. Records from Hippocrates (460–377 
bc) and Galen (129–216 ad) already described an illness that might well have been 
cholera, and numerous hints indicate that a cholera-like malady has also been 
known in the plains of the Ganges River since antiquity.

Modern knowledge about cholera, however, dates only from the beginning of 
the nineteenth century when researchers began to make progress toward a better 
understanding of the causes of the disease and its appropriate treatment. The fi rst 
cholera pandemic, or global epidemic, started in 1817 from its endemic area in 
Southeast Asia and subsequently spread to other parts of the world. The fi rst and 
subsequent pandemics infl icted a heavy toll, spreading all over the world before 
receding.

BIOTERRORISM-PATTERNED NATURAL EPIDEMICS 1539



1540 BIOTERRORISM

In 1961, the seventh cholera pandemic wave began in Indonesia and spread 
rapidly to other countries in Asia, Europe, Africa, and fi nally in 1991 to Latin 
America, which had been free of cholera for more than one century. The disease 
spread rapidly in Latin America, causing nearly 400,000 reported cases and over 
4000 deaths in 16 countries of the Americas that year [29]. In 1992, a new sero-
group—a genetic derivative of the EI-Tor biotype—emerged in Bangladesh and 
caused an extensive epidemic. Designated V. cholerae 0139 Bengal (as mentioned 
above), the new serogroup has now been detected in 11 countries and likewise 
warrants close surveillance. Although no evidence is available to gauge the signifi -
cance of these developments, the possibility of a new pandemic cannot be excluded. 
EI-Tor, for example, was originally isolated as an avirulent strain in 1905 and sub-
sequently acquired suffi cient virulence to cause the current pandemic.

The economic and social impacts of cholera are immense. In addition to human 
suffering caused by cholera, cholera outbreaks generate panic, disrupt the social 
and economic structure, and can impede development in the affected communities. 
Unjustifi ed panic-induced reactions by other countries include curtailing or restrict-
ing travel from countries where a cholera outbreak is occurring or imposing import 
restrictions on certain foods. For example, the cholera outbreak in Peru in 1991 
cost the country US$ 770 million due to food trade embargos and adverse effects 
on tourism.

The germ Vibrio cholerae is indeed a current unrestrained foe. Prominently 
transmissible among humans, this pathogen may readily be used for bioterrorism 
purposes.

13.4.5 SIGNIFICANCE OF BIOTERRORISM-PATTERNED 
NATURAL EPIDEMICS

The principles and practicality of differentiating between epidemics stemming from 
bioterrorism acts and natural epidemics are outlined, to the extent attainable. The 
comprehension of bioterrorism-patterned natural epidemics thus turns out to be 
essential, and the related factors are presented in details, so as to facilitate the 
analysis of abrupt outbreaks.

The occurrence of epidemics, or outbreaks, at large, is the outcome of three 
alternative courses:

• A natural biological process or move, such as the emergence of a new patho-
genic variant, the spread of an infected vector onto a new biotope, and so 
on.

• An innocent, either passive or active, artifi cial intervention, such as the arrival 
of an infected person at an epidemiologically virgin area/place, with relation 
to the pathogen harbored by him.

• An act of bioterrorism (or a military biological war fare operation).

The signifi cance of bioterrorism-patterned natural epidemics appears to be 
contributive in two major senses. It helps to appraise the profi le and impact of 
bioterrorism scenarios, and it may facilitate the differentiation of an epidemic (or 



an outbreak), being a natural or man-made—either intentional or unintentional—
occurrence. Hence, the recognition of a bioterrorism act is thus facilitated as well. 
This paradigmatic axis is vital for the very basic classifi cation and handling of any 
epidemic or outbreak of an infectious disease or poisoning. In certain cases of dis-
eased individuals, it ought to be applied as well, so as to arrive at the respecting 
differentiation. Thereby, the fi eld of forensic microbiology plays an important 
roll.

In practice, classifi cation and handling of various occurrences and events of 
concern ought to rely on the following elements:

• Biotlogical and chemical analysis of specifi c markers related to the pathogen/
toxin involved, so as to trace its provenance.

• Epidemiological analysis through which gauging of the event being a natural, 
innocently man-made, or deliberately man-made one, is allowed for.

• Information obtained or assessment made by intelligence sources regarding 
identifi ed or possible perpetrators, if any.

One essential trait of bioterrorism, then, is the degree of resemblance of a natural 
event. The perpetrator might be trying to emulate a natural occurrence—so as to 
mask his act—or might be indifferent in that respect. Being an artifi cial interven-
tion, bioterrorism can rarely or scarcely initiate an infectious course that would 
otherwise take place naturally in the same way of appearance. Yet this incriminat-
ing disadvantage would in most cases remain uncertain owing to ambiguity, let 
alone events of innocent human intervention. To minimize that gray area, the 
mechanisms underlying natural epidemiological phenomena ought to be meticu-
lously and thoroughly recognized. In general, they are rather gradually evolving, 
mostly unapparent, although their outcome may be abrupt and drastic, eventually. 
Acts of bioterrorism, even if looking similar in their resultant impact, lack the 
preceding evolving links that mark the natural apparatus. Of paramount impor-
tance, then, is the formation of a formulated, multifactorial epidemiological profi le 
with respect to every infectious disease or toxin of special concern. This is particu-
larly important regarding the deciphering of unexplained biological invasions of 
new pathogens, toxins or infected vectors/carriers.

A proper case study is the totally unexpected appearance of West Nile encepha-
litis (WNE) in New York City, which refl ected, actually, a much broader and 
fundamental phenomenon, namely the introduction of a pathogen prevailing for 
long in the Eastern Hemisphere onto the Western Hemisphere (or vice versa). In 
that case, inherent diffi culty emerged in both identifying the etiological agent and 
deciphering, later on, its provenance. Although a well-known disease in the Eastern 
Hemisphere, it was impossible, sub jectively, to clinically identify, or even suspect, 
WNE. This means, instantly, that the inventory of diseases being looked into ought 
to be, a priori, perfectly global, even in terms of initial symptomatology. The term 
“exotic” (disease or pathogen)—hence less likely, ostensibly—largely loses its 
essence, therefore. As the primary suspicion was that of an arthropod-borne virus 
(arbovirus) encephalitis, early testing was directed at common eastern North-
American arboviruses. The synchronic mortality of collocated birds could have 
been instrumental for postulating that the concerned virus is basically an avian 
pathogen. Early serologic testing displayed IgM antibodies against the St. Louis 
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encephalitis virus by enzyme-linked immunosorbent assay, a basically correct 
fi nding that later turned to be misleading, showing a built-in limitation in identify-
ing a pathogen new to a given locality.

Misdiagnosis is at times worse than lack of diagnosis, particularly with respect 
to infectious diseases, let alone in the context of epidemiological tracing intended 
to gauge bioterrorism-patterned events. Deliberate introduction of an encephalitic 
virus has been considered, among other possibilities, and has emerged to be more 
specifi c when it became clear that the etiological agent is WNE virus. It was a 
conjunction of three elements that propelled such assessment:

• Information indicating that Iraq cultivated WNE virus as a biological agents 
[30].

• An Iraqi intention to strike the United States by whatever means [30].
• Ostensible infeasibility of WNE virus natural transfer from the Western to the 

Eastern Hemisphere.

Sensibly, however, the possibility of bioterrorism was not regarded to be a prime 
one, in this case. The probability of a natural or accidental event still appeared to 
be higher. Although the mechanism of the introduction of the WNE virus into 
North America remains unknown, it seems clear that the source of the WNE virus 
strain detected in New York City originated in the Middle East. A similar avian 
epizootic among domestic geese in Israel during 1997 and 1998 had been attributed 
to WNE virus [16, 31]. Human cases of WNE virus occurred simultaneously in 
Israel and New York in August 1999, and when the genomic sequences of WNE 
virus isolates or infected human brain tissue from the New York City outbreak 
were compared with various non-U.S. strains, the greatest homology was found 
with a WNE virus strain isolated from a goose from the Israeli 1998 epizootic and 
subsequently with a strain detected in the brain tissue of an Israeli patient who died 
of WNE in 1999 [16]. In addition, both the pattern of high avian mortality previ-
ously not associated with WNE virus outbreaks as well as the severity of human 
CNS disease seen in New York City and Israel were similar during the 1999 out-
breaks. In between 1998 and 1999, this specifi c strain of WNE virus could have 
probably been harbored by certain migrating avian host species (transfected by 
mosquitoes) along an axis extending from the Western Hemisphere, through 
Greenland, and, later, onto New York [32].

Deliberate introduction or release of infected birds or mosquitos compatible 
with the above-described natural apparatus could be equally feasible, conceivably; 
yet certainly extremely sophisticated, somewhat beyond the expected capacity of a 
terror organization or even a terrorism-sponsoring state. On the other hand, the 
employment of a current epidemic strain of cholera, for instance, through introduc-
ing it into food supplies or water systems, even if conducted far away from an 
ongoing epidemic, could generate a wide outbreak that by all means may seem 
natural, resembling an infected traveler that innocently took a transcontinental 
fl ight. The chain of transmission in such cases is much simpler; hence, they are 
liable to be followed, untraceably, in the form of an act of bioterrorism. Further-
more, concentrating on AIDS and Ebola, an elaborated analysis inquired into 
those aspects, and aroused certain viewpoints that illustrate the signifi cance of 
bioterrorism-patterned natural epidemics [33].



Notably, a recent outbreak of mumps (June 2006, Kansas)—a viral, often epi-
demic disease—is expected to help health offi cials prepare for an act of bioterror-
ism or a fl u pandemic [34]. The Kansas Health and Environment Department had 
found 761 confi rmed or suspected cases of mumps around the state. In dealing with 
the outbreak, the department for the fi rst time used its incident command system 
to spread information to agencies around the state. The same system would be used 
in the event of a natural or intentional disease outbreak.

Once the bioterrorism-employed pathogen has been introduced into the targeted 
site, the subsequent epidemiological featuring of the resultant events may 
expectedly be entirely futile, in terms of pointing to an act of bioterrorism, because 
those events would be shaped by whatever environmental, medical, and demo-
graphic circumstances prevailing at any rate in the targeted site. In the absence of 
direct evidence witnessing an act of bioterrorism, the only potentially incriminating 
indications can stem from the very specifi city of the pathogenic strain involved, 
the particular manner of introduction, and the existence or lack of collateral 
factors such as natural vectors, carriers, or reservoirs, including natural abiotic 
vehicles, like rivers, of the pathogen in concern. Currently, the only fully reliable 
way to establish specifi city is sequence analysis of both genomic and extragenomic 
DNA/RNA. This would be a necessary, yet usually insuffi cient, precondition/
prerequisite for deciphering the provenance of a pathogen used in an act of 
bioterrorism.

Therefore, diligent modeling is vital. Evaluating surveillance systems for the 
early detection of bioterrorism is particularly challenging when systems are designed 
to detect events for which there are few or no historical examples [35]. One approach 
to benchmarking outbreak detection performance is to create semisynthetic data-
sets containing authentic baseline patient data (noise) and injected artifi cial patient 
clusters, as signal. This useful pattern has very recently been developed.

It has thereby been pointed out, indeed, that doctors in training had diffi culties 
diagnosing diseases associated with bioterrorism. The study involved 631 doctors, 
mostly medical residents—doctors still in training—in 30 internal medicine resi-
dency programs in 16 states and Washington, D.C.; it was found that half of the 
doctors surveyed misdiagnosed botulism, 84% misdiagnosed plague, and chicken-
pox was misdiagnosed as smallpox 42% of the time [36].

Yet beyond the clinical domain, various, at times crucial, gaps still prevailing 
within our overall knowledge about the biology of pathogens may play a signifi -
cantly negative roll in that they can possibly bring about false incrimination or, 
inversely, false discrimination, referring to bioterrorism-resembling events. That 
is but one reason, even if a major one, for deepening our research and understand-
ing of the essence and pronunciations of the complex mechanisms underlying 
the emergence and prognosis of infectious diseases. Mankind, at large, would 
expectedly endeavor to be most familiar with its prime extraneous foes, especially 
as their might is currently and steadily increasing.

13.4.6 SPECTRUM OF APPLICABLE PATHOGENS AND TOXINS

A general featuring of the spectrum of pathogens and toxins applicable for bioter-
rorism is given. Basic distinctions among various bioterrorism warfare agents, 
together with the implications they bear, are thereby presented.
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Basically, then, any epidemic pathogen may be regarded, potentially, as a can-
didate for carrying out a bioterrorism act, the germ causing plague, for example. 
To those agents should at any rate be added many nonepidemic—namely, incom-
municable—pathogens, such as anthrax, and a large variety of toxins. The spec-
trum thus formed is in a way misleading in its amplitude.

In actuality, a much narrower range of pathogens and toxins that may be used, 
practically, as weapons is notable, although but a marginal fraction, quantitatively, 
of the entire class of bacteria, viruses, fungi, and other infectious agents plus 
numerous different toxins found in nature. This being the case, their characteristics 
should meet, one way or another, at least part of the following fundamental 
criteria:

• Infective/toxic and virulent.
• Procurable or reproducible.
• Conveyable and stable.
• Introducible into the targeted area and people.

Still, the spectrum of agents applicable for bioterrorism acts is broader than those 
applicable for armed confl icts, due to the greater vulnerability and wider variety 
of civilian infrastructures that may be targeted. Qualitatively, however, this specifi c 
offense-oriented range of pathogens and toxins is marked by very potent and 
aggressive biological agents, some of which are extremely contagious and medically 
untreatable.

Preferring, mostly justifi ably, a comprehensive approach, the United Kingdom 
recently increased the number of biological agents that must be secured to ensure 
they are not obtained and used for acts of terrorism. The government boosted, thus, 
the number of restricted agents listed in the 2001 Antiterrorism, Crime and Secu-
rity Act from 47 to 103. The list of controlled bioagents includes 45 viruses, 21 
bacteria, 2 fungi, 13 toxins and 18 animal pathogens [37].

It seems, then, as if the most signifi cant distinctions can be made between epi-
demic and nonepidemic agents, on the one hand, and, independently, between 
treatable and untreatable agents, on the other hand. Although the former distinc-
tion relates equally to bacterial and viral pathogens, the latter refl ects a fundamen-
tal difference between those two major classes. Regardless of antisera, antiviral 
preparations are of limited effi cacy, although they are expectedly being upgraded. 
Connectedly, within the sphere of toxins, the related spectrum may basically be 
divided into specifi cally treatable—protein toxins, hence may be coped by anti-
toxins—and specifi cally untreatable ones, which are otherwise chemically struc-
tured, like alkaloids. Vaccines, as prophylactic measures, are in principle effi cient 
against viruses, bacteria, and protein toxins.

At the same time, it would be insensible to refer to those distinctions as absolute 
categorizations, because some pathogens represent intermediaries, to a certain 
degree. Other distinctions such as between lethal and sublethal pathogens are 
rather artifi cial, although of course not meaningless. Infl uenza, as one example, is 
generally regarded as an incapacitating disease, while potentially much more 
virulent, in reality. A genuine distinction, obviously, is the one categorizing self-
reproducing agents—hence a multiplying mass of weapon—as against unviable 



agents, meaning toxins. The former, if effectively applied, constitute an infectious 
apparatus that intensify itself; the latter rather resemble, in that sense, chemical 
warfare agents, bearing their own immense capacity.

13.4.7 BACTERIAL AGENTS

Varitype pathogenic germs may be used for bioterrorism purposes through different 
modes, and they are here represented by four entities: plague, brucellosis, Legion-
naires disease, and tuberculosis. Their heterogeneity with respect to source of in-
fection, impact, as well as short-, medium-, and long-term endurance is thereby 
accentuated.

Within the context of bioterrorism, bacterial pathogens are signifi ed for, fore-
most, by the germs responsible for the diseases of plague, anthrax, and alimentary 
tract infections (the latter group already typifi ed above in the form of cholera). 
Other bacterial pathogens, such as those causing tularemia, brucellosis, glanders, 
Legionnaires disease, Klebsiella-associated pneumonia, and Q-fever, are of sec-
ondary—certainly not negligible—importance. A third category of potential micro-
bial agents may be added, in case the perpetrator chooses to employ a slow-acting, 
scarcely traceable type of germ. Those three categories are here visited, then, 
through four representatives, namely, the causative agents of plague, Legionnaires 
disease, brucellosis, and tuberculosis. Anthrax is separately covered.

13.4.7.1 Plague

The plague bacterium is an old, salient foe to mankind. Posing three signifi cantly 
different forms of an aggressive disease—bubonic, pneumonic, and septicemic 
plague—this germ is chiefl y marked by two hosts, prior to man infection, namely 
rat and fl ee; hence, it can in principal be employed as a bioterrorism agent through 
each of those three modes, namely, inhalable air-borne bacteria, infected rats, or 
infected fl ees. Naturally, the humane plague cycle is usually initiated by the bite of 
a rodent fl ea or occasionally by the human fl ea.

The bubonic plague is the common form, so called because of the buboes or 
swellings, which are the obvious visible symptom, communicated by fl ea bites and 
attacking the human lymphatic system [38]. Simple bubonic plague may kill within 
5 days, if antibiotic is not applied. It is regarded as the “true” or classic form of the 
disease. Pneumonic plague occurs when a victim develops pneumonia as a conse-
quence of fi rst getting the bubonic plague. The pneumonic variant occurs when the 
bacilli colonize the alveoli and cause latent suppurative pneumonia. This results in 
hemorrhagic sputum that can spread the disease via aerosolized droplets. In that 
case, the infection is then communicated by exhalation and affects the bronchial 
system of the next host directly. The pneumonic variant kills within 1–3 days. The 
third variant, the septicemic plague, is extremely rare and occurs where the blood-
stream is directly affected raising the concentration of bacilli in the bloodstream 
to a level at which it can be transmitted directly by the human fl ea without passing 
through the intermediary host of the rat. This plague variant can kill within hours 
and explains contemporary accounts of people who went to bed apparently well 
and when they awoke in the morning they were, like the biblical Assyrians (also 
victims of a god-sent plague), all dead men.
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The bubonic form of the plague is the one most widely described by chroniclers 
and, contrary to popular belief, can be survived, especially if the buboes burst or 
are lanced, although this was not understood at the time. Both the pneumonic and 
the septicemic varieties were fulminant and 100% lethal. The pneumonic variety, 
however, could be transmitted only by close human contact, in the same way as 
infl uenza today, but it accounted for the high mortality among monks, priests, and 
others tending to the dying, putting their faces close to the patient. As those 
infected in this way were unlikely to get far in the period between infection and 
death, the pneumonic plague remained localized within families and communities, 
for example, monasteries where it could spread like wildfi re. Henry of Knighton, 
a regular Canon in the Abbey at Leicester and opponent of the Franciscan Order, 
reported the death of the entire population of 150 Friars in a Franciscan monastery 
in Marseilles, adding as a malicious afterthought, a good thing too. The bubonic 
version also kills its hosts, but more slowly, especially in the case of the fl ea that 
can survive dormant for weeks, even months, in the goods of a traveling merchant. 
The causative agent, Yersinia pestis, will, however, die off when it has itself killed 
off all accessible and susceptible hosts, whether human, rat, or fl ea. To sustain itself 
the bacillus must fi nd a host that is not affected by it or that reproduces faster than 
the bacillus can kill the host.

13.4.7.2 Legionnaires Disease (Legionellosis)

The particular signifi cance of Legionalla sp. as a human pathogen was not recog-
nized until 1976, when a mysterious epidemic of pneumonia struck members of the 
Pennsylvania American Legion. Indeed, the most common presentation of Legio-
nella pneumophila is acute pneumonia (legionellosis); potentially any species 
(about 40, allover) of Legionella may cause the disease. Extrapulmonary disease 
(e.g., pericarditis and endocarditis) is rare. Less often, the disease presents as a 
nonpneumonic epidemic, infl uenza-like illness called Pontiac fever [39].

Remarkably, Legionella bacilli are primarily waterborne. They reside in surface 
and drinking water and are usually transmitted to humans in watery aerosols. The 
pathogenesis of Legionella infections begins with a supply of water containing viru-
lent bacteria and with a means for dissemination to humans. Person-to-person 
transmission has never been observed, and Legionella is not a member of the 
bacterial fl ora of humans. Infection starts in the lower respiratory tract. Alveolar 
macrophages, which are the primary defense against bacterial infection of the 
lungs, engulf the bacteria; however, Legionella is, unlike most bacterial pathogens, 
a facultative intracellular parasite and multiplies freely in alveolar macrophages. 
Recruited neutrophils and monocytes, as well as bacterial enzymes, produce 
destructive alveolar infl ammation. Direct inoculation of surgical wounds by 
contaminated tap water has been described.

In most cases, the initial infective link is an aerosol of water contaminated with 
the organisms. Evaporative condensers and cooling towers are proven sources of 
outdoor infection. Indoors, nebulizers, and humidifi ers fi lled with contaminated 
drinking water have disseminated Legionella to susceptible patients. The automatic 
misting devices that keep supermarket produce fresh have even been fi ngered as 
culprits in outbreaks of pneumonia. Notably, aerosols are produced in numerous 
ways in our environment, from taking a shower to fl ushing the toilet. An epidemic 



of Pontiac fever caused by Legionella anisa was associated with an ornamental 
fountain in a public place. Clusters of Legionella pneumonia have occurred after 
exposure to whirlpool spas in hotels or cruise ships. In most cases, the source of 
the infection remains unknown. Direct infection of surgical wounds has been 
linked to washing of patients with tap water that harbored pathogenic Legionella
organisms.

Legionella infections may be sporadic or epidemic, community acquired, or 
nosocomial. There is great geographic variation in the frequency of infection even 
within communities, presumably refl ecting the presence of suitable aquatic envi-
ronments and susceptible subjects. Both sporadic and epidemic cases are more 
common during summer than winter months, apparently because of increased use 
of air-cooling equipment that generates aerosols. As a bioterrorism agent, this 
prominent bacterium is prone to be applied, then, in both water sources and air 
circulating systems.

13.4.7.3 Brucellosis

Brucellosis represents a narrow, uniquely signifi cant category of diseases combin-
ing proximate and lingering effects altogether. This clinical profi le may meet, then, 
certain needs of both short- and long-term warfare. In the short run, it is featured 
by an acute phase. After a relatively long and variable incubation period (1–8 
weeks), it most often manifests as an acute bacteremic disease, and it may be com-
plicated by secondary hematogenous localization in almost every organ [40, 41]. 
Inversely, chronic brucellosis is defi ned as a disease evolving for more than a year, 
without evident secondary localization. During asymptomatic infection, the patho-
gen is sequestered in lymphoid tissues, bone, and liver. It would tend to persist for 
many years, at times in a steadily debilitating incurable state. Four bacterial species 
are responsible for human brucellosis: Brucella suis (from pigs; high pathogenic-
ity), Brucella melitensis (from sheep; highest pathogenicity), Brucella abortus
(from cattle; moderate pathogenicity), and Brucella canis (from dogs; moderate 
pathogenicity). Many animals are potential reservoirs for various Brucella species 
[40, 41].

Epidemiologically, brucellosis is a zoonotic infection transmitted from animals 
to humans by ingestion of infected food products (milk and dairy products are the 
main sources for human contamination), direct contact with an infected animal, 
or inhalation of aerosols. This last mode of transmission is remarkably effi cient 
given the relatively low concentration of organisms (as few as 10–100 bacteria) 
needed to establish infection in humans and has brought renewed attention to this 
old disease. Descriptions of the disease date back to the days of Hippocrates, 
although the organism was not isolated until 1887, when British Army physician 
David Bruce isolated the organism that bears his name from the spleens of fi ve 
patients with fatal cases on Malta. The disease gets its additional names from both 
its course (undulant fever) and location (Malta fever, Crimean fever).

Given the ease of effectiveness of aerosol transmission of Brucella species, 
researchers attempted to develop it into a biological weapon beginning in 1942. In 
1954, it became the fi rst agent weaponized by the old U.S. offensive biological 
weapons program. Field testing on animals soon followed. By 1955, the United 
States was producing B suis-fi lled cluster bombs for the U.S. Air Force at the Pine 
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Bluff Arsenal in Arkansas. Not much later, it was weaponized and standardizes 
by the USSR. The pathogen may meet both large-scale and guerilla warfare 
purposes.

13.4.7.4 Tuberculosis (TB)

Although AIDS represents an attritional viral disease, as described, tuberculosis 
is, in parallel, a bacterial disease of a long-lasting debilitating course, both individu-
ally and demographically. Migration of contagion within community and the course 
of the disease in itself are very clumsy, yet consistent, aided by fortifi ed stability 
toward antibacterial drugs. A staggering 1.9 million around the globe die of tuber-
culosis each year—another 1.9 billion are infected with the causative agent, Myco-
bacterium tuberculosis, and are at risk for active disease [42]. It’s sobering to 
realize that this ancient scourge, which has been found in 2000-year-old mummies 
(but much earlier evolved), remains a severe global health threat despite modern 
medicine. In fact, TB is a leading infectious disease killer in the world, alongside 
AIDS and malaria.

Millions of people—fully one third of the world’s population—are infected with 
TB. Five to 10% of those will develop the active disease, for reasons only partially 
understood. This is, certainly, a key trait. The bacteria can lie dormant for many 
years and become active when the host is weakened by factors such as stress, poor 
nutrition, diabetes, or HIV infection. Once active, TB destroys tissue in the lungs 
and becomes contagious. Because it is airborne, there is little that can be done to 
protect against infection.

Antibiotics and public health measures failed to wipe out TB, although until the 
mid-1980s its rates had been brought very low, even in the developed world. Then 
the TB bacteria acquired immunity to many drugs, spreading rapidly among home-
less people, AIDS patients, and other vulnerable groups worldwide. Several drugs 
can cure TB, but only if they are taken for many months. With abbreviated treat-
ment, bacteria that have evolved ways of evading the drugs can escape eradication 
and proliferate as a resistant strain. Then, even when treated with the strongest 
drugs for 2 years, the resistant TB is fatal about 60% of the time.

Russian prisons are a major source of multidrug-resistant TB. As tens of thou-
sands of infected inmates reenter the civilian world every year, TB spreads when 
they cough and sneeze. Some experts fear that with the speed and frequency of 
modern travel, the resistant epidemic could spread to Europe and the United 
States. To counter the threat of a worldwide epidemic, the costly second-line drugs 
are supplied, and prison health workers are being helped to ensure that infected 
inmates take their entire course of drugs—even if it means the prisoners have to 
remain in confi nement for up to 2 years past the start of treatment.

In 2005, in Japan, the Tuberculosis Prevention Law was set to be abolished so 
that bacteria that cause the disease can be included in counterterrorism regulations 
in an updated Infectious Disease [43]. The Tuberculosis Prevention Law (passed 
in Japan in 1951) does not contain counterterrorism pro visions or regulations 
requiring the quick investigation of an epidemic. The change is aimed at restricting 
transfer of the disease (alongside with other ones), allowing inspections, and requir-
ing registration of ownership of samples. The bacterium causing TB is regarded, 
in a sense, as an attritional bioterrorism agent.



13.4.8 VIRAL AGENTS

In addition to the viruses mentioned above, some other viral pathogens are notice-
able, of which several are profi led herewith as varitype representatives: Rift Valley 
fever, yellow fever, Norwalk, and hepatitis A. The smallpox virus is presented later. 
Notably, the handling of viruses is much more complicated then that of bacteria; 
hence, it is less likely to be mastered by terrorist organizations, individuals, or per-
petrators, with reference being made to the viruses mentioned below as well as 
others.

13.4.8.1 Rift Valley Fever (RVF)

The RVF virus typically represents a zoonotic hemorrhagic pathogen equally 
potent against man as well as various mammalian farm animals (such as cattle, 
buffalo, sheep, goats, and camels). For viruses, this wide spectrum featuring is rare, 
making this pathogen a biological agent of appreciable uniqueness. This trait char-
acteristically found expression in the late 1970s, in Egypt. After an initial epizootic 
of RVF in Egypt in 1971, the fi rst recorded epidemic of RVF in Egypt, in 1977–
1980, infl icted an estimated 200,000 human cases, with some 600 reported deaths, 
plus enormous losses of farm animals [44]. An epidemic of the disease occurred 
again in Egypt in 1993. RVF virus is naturally a mosquito-borne pathogen, but it 
is adequately infective in the form of an air-borne aerosol, making it a biological 
agent applicable through those two modes. It is found in the Old World only, prin-
cipally in Africa. In September 2000, an RVF outbreak was reported in Saudi 
Arabia and subsequently Yemen. These cases represent the fi rst RVF cases identi-
fi ed outside Africa. Fortunately, it is not carried by migrating birds, as is the case 
with many other arboviruses (including the parallel mosquito-borne West Nile 
virus) and with infl uenza A virus. RVF virus, then, is basically a geographically 
slowly crawling virus of notable potentiality, particularly with respect to tropical 
and subtropical regions. It may be employed as a bioterrorism agent in the 
context of both antihuman bioterrorism as well as agroterrorism. Basically a 
mosquito-dependent tropical virus, it could doubtfully colonize temperate regions, 
however.

RVF is generally observed during years in which unusually heavy rainfall and 
localized fl ooding occur [45]. The excessive rainfall allows mosquito eggs, usually 
of the genus Aedes, to hatch. The mosquito eggs are naturally infected with the 
RVF virus, and the resulting mosquitoes transfer the virus to the livestock on which 
they feed. Once the livestock is infected, other species of mosquitoes can become 
infected from the animals and can spread the disease among other hosts, including 
man.

13.4.8.2 Yellow Fever

The Yellow Fever virus is another mosquito-borne pathogen, in that case affecting 
both man and primates. In the past, it was mass-accumulated as a biological 
weapon, in the form of infected mosquitoes, by the U.S. Army. Although somewhat 
complex, this is an effective way of employing this virus as a weapon either through 
guerilla or apparent warfare. It so happened that this standardized weapon-form 
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resembled and reestablished the fi rst human virus ever isolated. It was in 1901 that 
the pathogen causing yellow fever was proved to be a fi lterable virus carried by 
mosquitoes.

Yellow fever is a viral hemorrhagic fever. There are three types of transmission 
cycle: sylvatic (or jungle), intermediate, and urban. All three cycles exist in 
Africa, but in South America, only sylvatic and urban yellow fever occur [46]. 
Sylvatic yellow fever occurs in tropical rainforests where monkeys, infected by syl-
vatic mosquitoes, pass the virus onto other mosquitoes that feed on them; these 
mosquitoes, in turn, bite and infect humans entering the forest. This produces spo-
radic cases, the majority of which are often young men working in the forest, e.g., 
logging.

On occasion, the virus spreads beyond the affected individual. The intermediate 
cycle of yellow fever transmission occurs in humid or semi-humid savannahs of 
Africa and can produce small-scale epidemics in rural villages. Semi-domestic 
mosquitoes infect both monkey and human hosts and increased contact between 
man and infected mosquito leads to disease. This is the most common type of out-
break observed in recent decades in Africa. Urban yellow fever results in large 
explosive epidemics when travelers from rural areas introduce the virus into areas 
with high human population density. Domestic mosquitoes, most notably Aedes 
aegypti, carry the virus from person to person. These outbreaks tend to spread 
outward from one source to cover a wide area.

13.4.8.3 Norwalk

The Norwalk virus is an enterovirus with pronounced eco-epidemiological traits. 
It causes acute gastroenteritis with nausea, vomiting, fever, and myalgia that lasts 
24–48 hours. The virus is transmitted through fecal-oral contact. The Norwalk 
virus is well established as the chief cause of viral gastroenteritis epidemics. The 
disease occurs throughout the year without a seasonal predominance.

Norwalk virus was fi rst associated with gastroenteritis in 1972. For a long time, 
it was an unnoticed, although extremely important, pathogen. It was identifi ed 
by electron microscopy of stool samples that had been saved from a 1968 
gastroenteritis epidemic that occurred in Norwalk, Ohio [47]. In a 2-day period, 
acute gastroenteritis developed in 50% of 232 students or teachers in an elementary 
school. The virus initially was labeled as a small, round, structured virus, and 
it was named after the city in which the outbreak occurred. The virus is 
transmitted through contaminated food, water, or infected contacts. After inges-
tion, the virus infects the mucosa of the proximal small intestine, damages micro-
villi, and causes mal absorption. Although no histopathological lesions can be found 
in the stomach mucosa, the virus causes abnormal gastric motility and delayed 
gastric emptying.

In the United States, the Norwalk virus is estimated to cause approximately 40% 
of cases of nonbacterial gastroenteritis. The Norwalk virus is, then, the leading 
cause of viral gastroenteritis in the United States. January 1, 2002, to December 
2, 2002: Norwalk virus was attributed to 9 of the 21 outbreaks of acute gastroen-
teritis on cruise ships reported to the U.S. Centers for Disease Control and Pre-



vention’s Vessel Sanitation Program in this time period. The Norwalk virus brings 
about approximately 23 million cases of acute gastroenteritis each year and is the 
major cause of outbreaks of gastroenteritis. An extensive outbreak has been 
recorded in Europe (Finland). As a bioterrorism weapon, this enterovirus is a 
typical incapacitating agent.

13.4.8.4 Hepatitis A

Inversely a water/food-borne virus of a relatively long incubation period (several 
weeks) and a causative agent of a lingering incapacitating infectious disease, hepa-
titis A virus (HAV), has been intended mainly for attrition warfare purposes and 
has apparently been employed by the Soviet army in Afghanistan, through con-
taminating water or food sources. Also, hepatitis A virus is reported to have been 
studied as a possible bioterrorism agent by South Africa.

Infectious hepatitis caused by HAV is common worldwide and is usually spread 
as a result of poor personal hygiene and can be a problem in day care centers, 
refugee camps, and among troops in the fi eld. The virus is hardy and can withstand 
relatively harsh chemical treatments and can survive outside the body for days. It 
attacks humans only, invading the liver and generating, hence, a systemic debilitat-
ing illness.

The disease has an incubation period that is relatively long for a biological 
weapon at 3–4 weeks, but the onset of the disease is abrupt and victims become 
exhausted and develop jaundice as their livers lose function [48]. Victims typically 
take about 10 weeks to recover. The disease is rarely fatal, and victims have lifelong 
immunity. Overall, hepatitis A virus may be regarded, then, as a representative of 
a class of water/food borne antihuman viruses, in that case, a pathogen of a rather 
attritional nature. Lasting for more than 3 months, the entire course of the virus 
since contracted by a victim produces a fairly chronic infection.

13.4.9 TOXINS

Overall, about 400 toxins have been identifi ed, which are certainly but a small 
proportion of what is actually found in nature. Out of this remarkable inventory, 
several are reckoned as typical bioterrorism agents. Presented here are few promi-
nent toxins: two protein toxins (botulinum and SEB)—hence detectible and treat-
able by anti-toxins—and three non-protein toxins (T-2 toxin, afl atoxin and 
aconitine), hence hardly detectable or treatable by antidotes. Etiological diagnosis 
of toxins is often extremely complicated.

The realm of toxins is a very wide one. Those microbial, fungal, plant, and 
animal biomolecules exhibit an unthinkably diversifi ed inventory of natural 
substances, all poisonous toward man, by defi nition. They are extremely variable 
chemically and physically. But dosage plays a cardinal role, both in terms of its 
great differential among toxins, as well as the delicate transition onto the tangential 
domain of toxin-based pharmacological applications. Moreover, most usable for 
man—as proteins, chiefl y—in preparing toxoids and antisera, toxins are inwardly 
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inert—sometimes rather immensely benefi cial—within their own toxinogenic bio-
system, or extremely poisonous, outwardly, as natural toxicants. Fundamentally, 
they constitute the pristine form of biochemical warfare in nature, much earlier to 
the emergence of mankind. Thus, for instance, Hydrogen cyanide, reckoned as a 
classical chemical warfare agent, is found in various toxic plants, thereby equipping 
them with a powerful poison.

Overall, about 400 toxins have been identifi ed, which are certainly but a small 
proportion of what is actually found in nature. They include, however, bacterial 
toxins—49; plant—36; fungal—26; algal—22; (other) marine organism—111; 
snake—124; insect—22; amphibian—5; and in total—395. Out of this remarkable 
inventory, several are reckoned as typical bioterrorism warfare agents. Presented 
here are few prominent toxins: two protein toxins (botulinum and SEB)—hence 
detectible and treatable by antitoxins—and three nonprotein toxins (T-2 toxin, 
afl atoxin, and aconitine), which are hardly detectable and treatable by antidotes. 
Ricin, an outstanding bioterrorism toxin on its own, is covered separately. Other 
notable toxins, such as tetradotoxin, saxitoxin, mamba toxin, and many others are 
not discussed, although certainly potential candidates for bioterrorism tasks, par-
ticularly state-sponsored ones. Mamba toxin, as one example, has been developed 
as a weapon in South Africa (see below). Also, various plant and fungal psycho-
toxins—part of which constitute important psychopharmacological agens—have in 
some countries been exploited experimentally, to the least, as a major means to 
attain compelled mind control over normal human beings— an act of governance 
regardable as bioterrorism.

13.4.9.1 Botulinum Toxin

Botulism toxin, a bacterial protein, is reputed as the most known toxic molecule. 
It is produced by Clostridium botulinum, a gram-positive spore-forming anaerobe 
germ that dwells in the soil. There are 7 different antigenic types of this toxin: 
A through G. Disease in humans is caused by types A, B, E, or F. Aerosol 
exposure studies in rhesus monkeys indicate that type F is the most toxic and 
that it is 60× more toxic than type B, the least toxic. Extrapolations from 
primate studies predict that the fatal dose of Botulinum toxin in humans is on the 
order of:

• 70 μg by mouth
• 0.7–0.9 μg via the respiratory route
• 0.09 μg by intravenous or intramuscular routes

The toxin is a 150-kDa zinc-dependent metalloproteinase that cleaves proteins 
involved in the docking and fusion of synaptic vesicles to the membrane at 
the neuromuscular junction. The toxin consists of two chains: a heavy chain 
(100 kDa) and a light chain (50 kDa) linked by a disulfi de bond. The crystal struc-
ture of the molecule has been solved to 3.3-A resolution [49]. The protein structure 
revealed a 50-residue belt that partially obscures the active site access channel; the 
authors note that this unusual feature makes rational inhibitor design more 
diffi cult.



The deadly toxin irreversibly blocks acetylcholine release from peripheral 
nerves resulting in muscle paralysis. It has been developed as a biological weapon 
by many government research programs, including the United States, Russia, 
and Iraq. Currently, public health services classifi es botulinum toxin as a 
Category A Bioterrorism Agent, indicating that it is a high-priority risk to 
public health. As a bioterrorism weapon, it is a potent substance that is easy to 
produce and transport. A large population of victims requiring intensive care could 
easily overwhelm health-care systems. It can be introduced into the food and water 
supply or be aerosolized. The toxin is unstable after a few days in surface water, 
and it cannot withstand chlorine treatment. Although it is more stable in packaged 
foods, it is inactivated by normal cooking practices (heat > 85°). Aerosolization is 
technically diffi cult but would bring about the poisoning of a large number of 
people.

At the conclusion of the Gulf War, the Iraqis reported that they produced 
19,000 L of pure botulinum toxin to a UN team. A total of 19,000 L of botulinum 
toxin is estimated, just arithmetically, to be suffi cient to kill three times the 
current human population by inhalation. Overall, 10,000 L of the toxin had 
been loaded into weapons. They loaded botulinum toxin into thirteen 600-km mis-
siles and one hundred 400-lb bombs. Some of the toxin has not been accounted 
for. The JAMA consensus statement points out that it is “note worthy that Iraq 
chose to weaponize more botulinum toxin than any other of its known biological 
agents.”

Incubation times vary according to the amount of toxin ingested and the toxin 
type. The range reported from natural infections is between 6 hours and 10 days. 
Symptoms most commonly present between 12 and 36 hours of eating conta-
minated food. Inhalational exposures are predicted to progress more rapidly. 
Regardless of the route of intoxication, the neurological symptoms are similar. 
Gastrointestinal cases may also display nausea and vomiting. Botulinum toxicity 
presents as a febrile, descending paralysis. In cases of severe exposure, it is possible 
that respiratory failure will occur suddenly. Without treatment, the cause of death 
is respiratory failure due to obstruction from the pharyngeal muscles and failure 
of the diaphragm to move adequate volumes of air.

The standardized antitoxin is equine in origin, and of high effi cacy, provided 
that it is administrated quite early. When treatment is administered promptly, the 
risk of death is signifi cantly decreased. In the past 50 years, the mortality has 
decreased from 50% to 8%. It is important to note that the antitoxin prevents 
worsening of the condition, but recovery may not occur until after several weeks 
to months of intensive care. Complications such as long-lasting weakness, aspira-
tion pneumonia, and nervous system dysfunction may occur. This would at any rate 
make botulinum toxin a deadly and/or medium-term debilitating agent. The toxoid 
is highly effi cient as prophylaxis.

Most experts predict that a terrorist attack with botulinum toxin would attempt 
to distribute the agent via aerosolization to intoxicate the largest number of people. 
The toxin does not survive long in the water supply. In fact, there are no reported 
cases of water-transmitted botulism. The food supply is at some risk, but the agent 
can be inactivated by food preparation. Weapons programs, such as the one in Iraq, 
have demonstrated that it is not diffi cult to produce and store large amounts of 
concentrated toxin.
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13.4.9.2 Staphylococcal Enterotoxin B (SEB)

One of seven staphylococcal enterotoxins, this bacterial protein is the best studied 
potential bioterrorism weapon of a group of molecules described as superantigens; 
others include two streptococcal pyrogenic toxins, and the toxic shock syndrome 
toxin [50]. Superantigens create stable bonds across class II molecules of major 
histocompatibility complex (MHC) and specifi c variable (Vß) T-cell receptors on 
TH cells, causing a release of disease-producing cytokines. Naturally, SEB intoxica-
tion occurs due to consumption of contaminated foods or drinks. SEB may be 
aerosolized or used to sabotage food supplies. As a weapon it would induce sub-
stantial, prolonged morbidity (up to 2 weeks) with little mortality.

From 1 to 6 hours after aerosol exposure to SEB, a distinct syndrome of high 
fever, chills, myalgias, nonproductive cough, dyspnea, and severe substernal chest 
pain may appear. Headache is also common, and nausea, vomiting, and anorexia 
may occur. Illness usually lasts for a few days, but it is rarely fatal. Physical exami-
nation may be unremarkable or reveal inspiratory and/or expiratory rales. After 
SEB ingestion, symptoms are primarily vomiting and diarrhea; fever only occurs 
in about one quarter of ill persons and respiratory involvement is absent. Although 
symptoms may be quite severe and lead to dehydration or even shock, illness 
usually lasts less than 12 hours. Physical examination may be unremarkable or 
reveal inspiratory and/or expiratory rales. Were Toxic shock syndrome toxin-1 
(TSST-1) or streptococcal pyrogenic exotins to be used, they would likely cause 
acute erythroderma followed by desquamation and multiorgan failure. Differential 
diagnosis is complicated by many other diseases. Yet although toxin is transient in 
serum, it accumulates in the urine and is detectable for several hours postexposure. 
Antibodies generally develop within 6 days of exposure.

SEB, a very potent and enduring protein toxin, was included in the past U.S. 
BW program and standardized as a powerful biological warfare agent. Although 
reckoned to be an effectual incapacitating agent, it has not been connected, so far, 
with terror organizations.

13.4.9.3 T-2 Toxin

The Soviet military discovered—and later on materialiged—the potential use of 
the fungal trichothecene toxins—chiefl y T-2 toxin—as aggressive bioterrorism 
agents shortly after World War II, when many Russian civilians ate bread baked 
from fl our, naturally contaminated with extremely toxinogenic species of Fusarium
mold. During this vast epidemic, numerous victims developed a protracted lethal 
illness characterized by initial symptoms of abdominal pain, diarrhea, vomiting, 
and exhaustion followed within days by fever, chills, muscular pain, and an imbal-
ance of the red and white blood cells accompanied by pus-forming or other disease-
causing organisms or their toxins in the blood or tissues [51]. It was then named 
Alimentary Toxic Aleucia. 

The trichothecene mycotoxins are nonvolatile compounds produced by molds. 
They are very stable and resist heat- and ultraviolet light-induced inactivation. Only 
after heating at 500°F for 30 minutes will the toxins inactivate.

This discussion focuses on the hemorrhagic T-2 mycotoxin, a highly toxic agent 
that causes several illnesses in humans and animals, as described. From the 1970s 
and 1980s, trichothecene mycotoxins surfaced in the press as bioterrorism warfare 



agents in incidents labeled “yellow rain” attacks against civilians in Southeast Asia 
[52]. Although such attacks have not been verifi ed offi cially, it has been observed 
that trichothecene mycotoxins, T-2 in particular, have been produced in the USSR, 
weaponized, transferred to North Vietnam, and employed by North Vietnamese 
airplanes. The impact was vast and terrorizing, owing to many civilians that were 
vulnerably exposed, and then suffered a prolonged course of conspicuous patho-
logical effects, with high mortality rate. Somehow, the evident employment of 
trichothecene mycotoxins in Southeast Asia, destined for bioterrorism—as well as 
live human fi eld experimentation—purposes, turned into a saga involving alter-
native, natural explanations for the “yellow rain” phenomenon, which are cer-
tainly legitimate but do not refute the coexistence of the two—vicious and 
naïve—occurrences.

Reportedly, the Egyptian Air Force employed trichothecene mycotoxins during 
the Yemen War (in the 1960s) against Yemenis civilians—the main impact being 
terrorizing [53]. Later on, the Iraqi Air Force allegedly employed trichothecene 
mycotoxins against Iranian soldiers during the Iraq–Iran War in 1984 [54, 55]. 
According to UNSCOM, the Iraqis researched trichothecene mycotoxins, includ-
ing T-2 [56]; they probably weaponized the T-2 toxin.

Unlike most biotoxins and microorganisms that do not affect the skin, T-2 toxin 
is an aggresive dermal irritant and can severely harm an unprotected person’s skin 
and eyes. The pain associated with the exposure occurs within seconds to minutes. 
Larger doses produce incapacitation and death within minutes to hours. A larger 
amount of T-2 toxin is required for a lethal dose than of the chemical warfare agents 
VX, soman, or sarin. Comparisons with blister agents such as sulfur mustard show 
the T-2 toxin is about 400 times more effi cient in producing blisters: It takes 
approximately 50 ng of T-2 toxin to produce the same injury to the skin as 20 μg
(20,000 ng) of mustard. The T-2 toxin has a diverse effect depending on the manner 
and amount of exposure with vomiting and diarrhea noted at exposure doses one 
fi fth to one tenth the lethal dose [52].

Exposure causes skin pain, itching, redness, blisters, and sloughing (shedding) 
of dead skin. Effects on the airway include nose and throat pain, nasal discharge, 
itching and sneezing, cough, shortness of breath, wheezing, and chest pain; the 
victim spits blood as a result of pulmonary or bronchial hemorrhage. The T-2 toxin 
also produces effects after ingestion or eye contact. Severe poisoning results in 
prostration, weakness, jerky movement, collapse, shock, and death [57]. The only 
protection against T-2 toxin effects is the individual protective mask and chemical 
protective overgarment. No chemotherapy, vaccine, or specifi c antidote is available 
[57].

Altogether, the trichothecene mycotoxins are reckoned as primarily blister 
agents that, at lower exposure concentrations, would cause extreme skin and eye 
irritation, and at larger doses would produce considerable incapacitation and death 
within minutes to hours [52].

13.4.9.4 Afl atoxin

As a public health hazard, the major routes for afl atoxin exposure are inhalation, 
pulmonary mycotoxicosis, especially of grain dusts, and ingestion as a result of 
eating food made with contaminated grains. The afl atoxin problem was fi rst 
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recognized in 1960, when there was a severe outbreak of a disease referred to as 
“Turkey ‘X’ Disease” in the United Kingdom, in which over 100,000 turkey poults 
died. The cause of the disease was due to toxins in peanut meal infected with 
Aspergillus fl avus, and the toxins were called afl atoxins. The potentialities of afl a-
toxins as toxic carcinogens, mutagens, teratogens, and immunosuppressive agents 
are well documented [58]. They are produced as secondary metabolites by the 
fungus Aspergillus fl avus and A. parasiticus on a variety of food products. Chemi-
cally, afl atoxins normally refer to the group of difuranocoumarins.

Two forms of illness have been observed:

1. (Primary) Acute afl atoxicosis is produced when moderate-to-high levels of 
afl atoxins are consumed. Specifi c, acute episodes of disease may include 
hemorrhage, acute liver damage, edema, alteration in digestion, absorption 
and/or metabolism of nutrients, and possibly death.

2. (Primary) Chronic afl atoxicosis results from ingestion of low-to-moderate 
levels of afl atoxins. The effects are usually subclinical and diffi cult to recog-
nize. Some common symptoms are impaired food conversion and slower rates 
of growth with or without the production of an overt afl atoxin syndrome. In 
the long term, exposure to afl atoxin is thought to explain the high rates of 
primary liver cancer in Africa and parts of Asia. Pooled data from Kenya, 
Mozambique, Swaziland, and Thailand show a positive correlation between 
daily dietary afl atoxin intake (in the range of 3.5- to 222.4-ng/kg body weight 
per day) and the crude incidence rate of primary liver cancer (ranging from 
1.2 to 13.0 cases per 100,000 people per year).

Iraq developed and weaponized afl atoxins, chiefl y as a bioterrorism agent. It has 
then been noted that “The discovery (by UNSCOM, during the 90s) that Iraq was 
researching afl atoxin, not a traditional BW candidate, was a cause for some sur-
prise. It is a carcinogen, the effects of which manifest themselves only after many 
years, and several Western experts have rationalized this Iraqi program only in 
terms of genocidal goals. If afl atoxin were used against the Kurds, for instance, it 
would be impossible defi nitively to prove the use of BW once the symptoms 
emerged. Another possible explanation is its potential use as an immune suppres-
sant, making victims more susceptible to other agents. However, the afl atoxin dec-
laration may also hide other aspects of Iraq’s BW program: according to Iraq’s 
depositions, the production program never encountered any mishap (as other parts 
of the BW program had) and, to judge from the declared time-frame for the total 
amount produced, production could never have stopped, even for cleaning of the 
equipment. This raises the suspicion that Iraq declared an excessive amount of 
afl atoxin in order to disguise the fact that other, more destructive agents had been 
produced in greater quantities [59].”

Iraq developed and produced afl atoxin as a long-term debilitating bioterrorism 
agent, intended to be used against the Kurds. There is documentary evidence and 
statements obtained by UNSCOM that Iraq was mixing afl atoxin with riot-control 
gas [60]. Although seemingly peculiar, some rational can be fi gured out regarding 
this type of weaponization (much more detail is given in Section 13.4.15.6).



13.4.9.5 Aconitine

This relatively unnoticed plant toxin is an intensely poisonous alkaloid obtained 
from aconite root. It occurs in colorless crystals. Aconite tubers are most toxic wild 
plants distributed from Asia to western Europe [61–64]. It achieved some notoriety 
in the nineteenth century as an agent for homicides and suicides. In modern times, 
aconite has been used as Chinese herbal medicine, which is freely purchased from 
herb shops and consumed as a doctation by a herbal practitioner for pain control 
in the Northern Hemisphere [65]. In Japan, some cases of aconite poisoning 
appeared as a result of committing suicide or accidental ingestion, which were 
mistaken for edible grass. However, aconite alkaloids have the potential for serious 
and even fatal cardiotoxity, which management has continued to fail save patients 
with therapeutic resistant fatal arrhythmia [66, 67].

Serious aconitine poisoning is characterized by hypotension, palpitations, shock, 
delay in myocardial conduction, and dysrhythmia beginning within 6 hours of inges-
tion. Respiration is progressively depressed by the effect of aconitine on the bulbar 
respiratory center. Tingling of the tongue, mouth, and skin, followed by numbness 
and anesthesia, are characteristic signs of aconitine poisoning. Excessive salivation 
is a characteristic sign of poisoning. The skin becomes cold, clammy, sweaty, and 
pale. Initial bradycardia is due to vagal stimulation. Soon after ingestion, aconite 
causes a tingling, burning sensation on the lips, tongue, mouth, and throat, which is 
followed by numbness and constriction of the throat. When applied to the skin, 
aconite causes a tingling sensation and then numbness. Blurring of vision occurs. 
Initial miosis is followed by mydriasis. There is a feeling of constriction in the throat 
[68].

According to some reports, Egyptian Armed Forces Commander-in-Chief Field 
Marshall Mohammed Abd el Hakim Amer, who headed the defeated Egyptian 
Army in the 1967 Six Days War, was later poisoned, institutionally, by this sub-
stance. Allegedly, he committed suicide by means of aconitine that had been 
introduced to him while arrested [69]. An unidentifi ed toxicant, possibly the same 
plant toxin, was used to replace the antidote with which Egyptian autoinjectors 
were fi lled, for personal assassinations [70].

Another trivial, yet peculiar episode, involved an English doctor who used 
aconitine to murder his crippled 18-year-old nephew for his inheritance. Percy 
Malcolm John was a resident at Blenheim School in Wimbledon and owned a small 
property that would go to his uncle on his death. Lamson visited the boy, bringing 
a cake and a capsule that he said was medicine. A few hours later he died in agony 
from aconitine poisoning [71]. Reportedly, aconitine toxin has been adopted by 
some states for assassination purposes.

13.4.10 AVAILABILITY OF INFECTIVE AGENTS AND TOXINS

A broad spectrum of availability of pathogens and toxins is discussed, especially 
pertaining to potential resources worldwide. Still, the spectrum is much narrower 
regarding weaponized agents, making the course of the attacker complicated, unless 
“raw” infective agents or toxins are to be employed. Different episodes illustrating 
that variability are presented.
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The common nonstate-sponsored scenario of a just-graduated microbiologist 
cultivating a pathogenic germ in a rudimentary household laboratory, so as to 
produce it as a weapon for bioterrorism acts, is partially feasible. It is much less 
likely with regard to weaponizing or engineering bioterrorism agents. A signifi cant 
advantage emerges concerning state-sponsored bioterrorism, because the relevant 
pathogens and toxins are appreciably more procurable, reproducible, and convey-
able for a state, generally speaking. Therefore, the inventory of agents, their han-
dling and the feasibility of conducting bioterrorism are scaled up when a state is 
involved, either intending to carry out an act of bioterrorism on its own or to assist 
a terror organization. Any step made by a country may basically be institutional-
ized, hence be more legitimate compared with an unaffi liated or noninstitutional-
ized body, element, or person.

Overall, the wide range of bioterrorism agents is refl ected by considerably 
varying degrees of availability. Ricin toxin can readily be produced, roughly, by 
unqualifi ed saboteurs. Conversely, an expedient way to meet the need for high-
leveled know-how often faced by terror organizations would be in the form of 
“scientifi c mercenaries.” At large, varitype availability of pathogens and toxins 
is demonstrated though the following episodes (and further ones mentioned in 
Sections 13.4.14, 13.4.15 and 13.4.16).

In Japan, in 1965, outbreaks of typhoid and dysentery were intentionally induced 
by a local bacteriologist, with professional direct access to those germs [72].

In 1972 two men affi liated with the U.S. group “Order of the Rising Sun,” 
who eventually fl ed to Cuba, had conspired to contaminate the water supplies of 
some large U.S. Midwestern cities with stocks of typhoid fever germs cultivated by 
one of them. Up to 40 kg of bacteria cultures were found in a college laboratory 
[73].

In 1973, the American leftist terrorist group, the Weather Underground, report-
edly attempted to blackmail a homosexual offi cer at USAMRIID into supplying 
organisms that would be used to contaminate municipal water supplies in the 
United States. The plot was discovered when the offi cer requested several items 
“unrelated to his work.”

In 1975, the Symbionese Liberation Army was found in possession of technical 
manuals on how to produce bioterrorism weapons.

Moving to Europe, in 1980, police raided a German Red Army Faction apart-
ment in Paris and found a miniature laboratory containing a culture medium of 
the germ that produces botulinum toxin. Notes about bacteria-induced diseases 
were found in the apartment as well [74]. Once again in Europe, several Muslim 
terrorists affi liated with the Algerian “Armed Muslim Group” were arrested in 
Belgium, holding a lot of information about biological (and chemical) weapons and 
about the World Cup football games [75].

Outstandingly, protesters claimed to have taken infected soil from the Scottish 
island of Gruinard and placed it at the Microbiological Defence Establishment at 
Porton Down, Britain. The island has been closed to the public since germ warfare 
experiments on sheep were conducted there in 1941. The anthrax spores used in 
the experiments can remain dangerous for decades.

The American Type Culture Collection (ATCC) has often been approached. 
Two Canadians attempted to procure botulinum and tetanus cultures from the 
ATCC. Reportedly the fi rst phone order, of less deadly cultures, was fulfi lled, and 



it was not until the second order that ATCC employees became suffi ciently suspi-
cious to notify authorities [76].

A member of the white supremacist Aryan Nation acquired freeze-dried bubonic 
plague bacteria from the ATCC [77]. In May 1995, in the United States, Larry 
Wayne Harris was arrested for illegally obtaining the plague bacteria Yersinia 
pestis. Using his previous employer’s certifi cation, Harris obtained the samples 
through the mail from the ATCC. He was sentenced to 18 months probation and 
200 hours of community service. Harris was again arrested in 1998 when he and 
another individual were found allegedly in possession of anthrax cultures, which 
were later determined to be anthrax vaccine. Due to the ease of obtaining danger-
ous pathogens, the CDC established rigorous guidelines for shipment of specifi c 
pathogens that may be used as bioterrorism agents.

Yet, as a matter of fact, a wide variety of pathogens and toxins serving the Iraqi 
BW program during the 1980s has been freely procured from different Western and 
Eastern sources, mostly the ATCC. The Iraqi case study provides remarkable dem-
onstration, indeed, of repeated procurements of highly dangerous pathogens and 
toxins that readily took place albeit an integral part of the past Iraqi BW program 
[78]. And beyond, paradoxically, anti-bioterrorism programs worldwide bring about 
academic, commercial, and industrial institutionalization of numerous new patho-
gens-holdings labs which constitute potential resources for pathogens seekers. It so 
happened, that 245 facilities are now authorized to work with live anthrax in the US, 
and about 100 actually do so , compared to roughly 12 prior to the 2001 anthrax 
mailings [79].

Inadequately secured state-held stockpiles of BW constitute a potential resource. 
Reportedly, bin Laden’s associates managed to receive anthrax and plague cultures 
or weaponized agents, from former Soviet facilities in Kazakhstan, or elsewhere. 
This has not been evidenced, although attempts to obtain those and other germs 
have certainly been made by al-Qaeda, perhaps fruitlessly. Still, assuming that al-
Qaeda is responsible (together with Iraq) for the Sept. 2001 anthrax letter attacks, 
its members were at least involved in the fi nal step of the envelope posting, thus 
possessing, temporarily, this pathogen [80]. Also, aerosol-released bioterrorism 
weapons were often in the possession of Spetsnaz operatives (Soviet Special Forces) 
who were believed to be involved with terrorists, especially those associated with 
bin Laden.

A typical example demonstrating an endeavor to exploit an institutionalized 
researcher as a ‘scientifi c mercenary’ was the case in which al-Qaeda had direct 
connections with a senior Pakistani microbiologist, Dr. Abdur Rauf, who attempted 
to support al-Qaeda’s pursue of BW [81].

Adriana Stujit, an acknowledged Dutch journalist, contended that radical 
Muslims have gotten control over South Africa’s biological weapons stockpiles. 
Quantities of anthrax, Ebola, Congo fever, and other agents are missing from South 
Africa, with the only explanation being theft. There has been no explanation or 
accurate documentation of the amounts, locations, and contents of the stockpiles 
[82]. This is not at all surprising, considering the picture described below regarding 
South Africa.

Obtaining pathogens and toxins from their natural environment is another sen-
sible, though skill-demanding mode. In 1993, the Japanese cult Aum Shinrikyo sent 
a group of 16 cult doctors and nurses to Zaire, on a supposed medical mission. The 
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actual purpose of the trip to Central Africa was to learn as much as possible about 
and, ideally, to bring back samples of Ebola virus. In early 1994, cult doctors were 
quoted on Russian radio as discussing the possibility of using Ebola as a bioterror-
ism weapon. The attempt was fruitless. Also, they attempted to purchase a Q-fever 
culture from a Japanese academic researcher but were rebuffed. But they did obtain 
botulinum germs from earth in Japan, anthrax germs, and cholera germs. The 
anthrax strain was consistent with strain Sterne 34F2, which is used in Japan for 
animal prophylaxis against anthrax [83].

Domestic naive facilities may readily be contributive. In Israel, much concern 
was raised that regular microbiological laboratories—whether private or institu-
tionalized, and particularly those located in the Palestinian-occupied territories—
may be used as minifactories for producing biological agents in quantities suffi cient 
for bioterrorism purposes [84].

A broad spectrum of resources of pathogens and toxins is notable, then, espe-
cially pertaining to potential resources worldwide. Still, it is much narrower regard-
ing weaponized agents, making the course of the attacker complicated, unless 
“raw” infective agents or toxins are to be employed in an act of bioterrorism. But, 
on the other hand, dozens of biotech fi rms now offer to synthesize complete genes 
from the chemical components of DNA, making it feasible, seemingly, that a bioter-
rorist, armed with only a fake e-mail address, could probably order such deadly 
biological components online and receive them by mail [85]. He would doubtfully 
be able to transform, however, those components into a weapon, if not substantially 
assisted.

13.4.11 TECHNICAL FEASIBILITY OF BIOSABOTAGE ACTS

Pragmatically, biosabotage acts are featured by high technical feasibility, making 
them attractive, in that sense. Various operational options allowing for such feasi-
bility are presented and discussed. Still, an appreciable level of know-how is needed 
for all preparatory stages preceding the in-effect act of bioterrorism.

The most plain, nearly self-evident, act of bioterrorism is demonstrated by one 
person emptying a tube into a water source so as to contaminate it with a water-
borne pathogen. Against such an act stands mainly the level of water chlorination, 
which does not interfere, practically, with the distinct technical feasibility of this 
deed. It is, indeed, a simple thing to do.

But the technical feasibility of bioterrorism may extend much further. A fairly 
sophisticated practice involves the preparation and dispersing of a toxin or pathogen 
in an inhalable aerosol form, either dry or wet. Various advanced aerosol technol-
ogy-based devices structured to dispersing inhalable aerosols of pharmacological 
quality are available and may likewise release a pathogen or toxin. Alternatively, 
dissemination may be achieved by infected insects. During an infamous biowarfare 
attack in 1941, the Japanese Military released an estimated 150-million plague-
infected fl eas from airplanes over villages in China and Manchuria, resulting in 
several plague outbreaks in those villages [86]. The victims were, deliberately, 
merely civilians. The same principle may be applied for disseminating plague by the 
release of infected rats in an enemy’s settlements. Another example, similarly 
complex, yet plainly feasible act of bioterrorism, rabid, pre-symptomatic dogs or 



other canines infi ltrated covertly, steadily, and untraceably in the wild through bor-
derlines, may then bring about the spread of rabies onto local dogs and farm animals 
plus humans, gradually elevating the overall level of rabies endemicity.

Currently, effective worldwide dissemination is achievable through postal sys-
tems. The following recent incident, although certainly a naïve one, illustrates the 
technical feasibility of biosabotage acts at large, as one, outstanding example:

Thousands of scientists were scrambling at the urging of global health authorities 
to destroy vials of a pandemic fl u strain sent to laboratories in 18 countries as part 
of routine testing. The rush, urged by the World Health Organization, was sparked 
by a slim, but real, risk that the samples could spark a global fl u epidemic. The 
vials of virus sent by a U.S. company went to nearly 5000 laboratories, mostly in 
the United States [87].

Referring to the incident, WHO’s infl uenza chief, Klaus Stohr contended that 
“The risk is relatively low that a lab worker will get sick, but a large number of labs 
got it and if someone does get infected, the risk of severe illness is high and this 
virus has shown to be fully transmissible. The risk is low but things can go wrong 
as long as these samples are out there and there are some still out there.”

The 1957 pandemic strain, which killed between 1 million and 4 million people, 
was in the profi ciency test kits routinely sent to laboratories. This strain has not 
been included in the fl u vaccine since 1968, and anyone born after that date has no 
immunity to it.

Most samples were sent at the request of the College of American Pathologists, 
which helps laboratories do profi ciency testing. A private company, Meridian Bio-
science Inc. of Cincinnati, Ohio, is paid to prepare the samples. The fi rm was told 
to pick an infl uenza type A virus sample and chose from its stockpile the deadly 
1957 H2N2 strain. The reason for choosing this past, mighty strain, and not a 
current strain, remains unclear [88]. Still, some other test kit providers besides the 
college also used the 1957 pandemic strain in samples sent to laboratories in 
the United States.

The majority of the laboratories that got the test kits are in the United States. 
Fourteen were in Canada, and 61 samples went to laboratories in 16 other 
countries in Europe, Asia, the Middle East, and South America, according to the 
WHO. The test kits are used for internal quality control checks to demonstrate that 
a laboratory is able to correctly identify viruses or as a way for laboratories to get 
certifi ed by the College of American Pathologists. The kits involve blind samples. 
The laboratory then has to correctly identify the pathogen in the vial in order to 
pass the test. Usually, the infl uenza virus included in these kits is one that is cur-
rently circulating, or at least one that has recently been in circulation. The WHO 
then notifi ed the health authorities in all countries that received the kits and rec-
ommended that all samples be destroyed immediately. That same day, the College 
of American Pathologists faxed the laboratories asking them to immediately in-
cinerate the samples and to confi rm in writing that the operation had been 
completed.

Unintentionally, this demonstration of the technical feasibility of biosabotage 
operations marks both simultaneous, wide-range distributable shipment of a viru-
lent—in that case, rather recoverably pandemic—pathogen in a stable infective 
form, as well as specifi cally, on-spot targeted sites intended to be attacked biologi-
cally. The two options are equally feasible.
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Actually, two events of unintentional postal distribution of smallpox—yet in that 
case generating epidemics in effect—happened to occur already in 1901. Smallpox 
had developed in a woman in Saginaw, Michigan, after she received a letter form 
her sweetheart, a soldier in Alaska.

He had written it while recovering from this disease. The infection subsequently 
spread to 33 other persons in Saginaw [89]. Also in 1901, an outbreak of 5 cases 
of smallpox was recorded at the Mormon headquarters in Nottingham, England, 
apparently after receipt of “letters or other fomites” from Salt Lake City, Utah, 
where smallpox was widespread [90].

Heavily crowded facilities single out the technical feasibility of bioterrorism. 
Thus, the British army tested model bacilli spore powder released (1963) from a 
window of a tube train traveling in the London Underground [91]. The trial con-
cluded that the spores can be carried for several miles on the tube system, and 
locally can persist as an aerosol of high concentration for a considerable period. 
Also, widespread dispersal of bacteria was found in a May 1965 secret release of 
innocent bacilli at Washington’s National Airport and its Greyhound bus terminal, 
according to declassifi ed military reports. More than 130 passengers who had been 
exposed to the bacteria traveled to 39 cities in seven states in the two weeks fol-
lowing the mock attack [92]. By 1966, in a similar trail in New-York Subway, bacilli 
powder-carrying light bulbs were dropped [93].

Water is an easy target, basically. The feasibility of water contamination has 
been pointed out to be concrete in Israel: Deliberate infl ux of sewage from Judea 
and Samaria hills onto the Israel Coast Plain was been observed during the 1990s, 
according to the Israel Minister for Environment Quality, causing the contamina-
tion of Israeli water systems [94, 95]. Objectively, this may become much more 
feasible as a result of the 2005 Israeli disengagement. It should be mentioned that, 
in the past, outbreaks of cholera occurred in Judea and Samaria as a result of 
sewage being routinely and innocently used for the irrigation of vegetables. Con-
nectedly, the factual situation is that most streams found in Israel stem from the 
mountainous aquifers, which are mostly located in the Judean and Samarian Hills, 
parts of which are now outside of Israeli territorial control. The other Israeli water 
sources stem from the Golan Heights and Southern Lebanon.

Furthermore, rather unusual modes illustrating the technical feasibility of bio-
sabotage acts have been noted in Israel:

In the body of one person who survived suicide bomber sabotage, bone frag-
ments were discovered that are believed to come from a suicide bomber. The bone 
fragments tested positive for hepatitis B. Medical experts believe “This is possibly 
the fi rst report of human bone fragments acting as foreign bodies in a blast injury, 
and consequently all survivors of these attacks in Israel are now vaccinated for 
hepatitis B.” The experts suggested that bone fragments embedded in attack victims 
should be routinely tested [96]. Theoretically, bone fragments might also spread 
other diseases including HIV, dengue fever, syphilis, and Creutz–Jakob disease 
[97].

In August 2004, an Iranian-made unmanned drone launched from southern 
Lebanon by the Iranian-supported Shi’lte militia, the Hezbollah fl ew for about 15 
minutes along Israel’s northern Mediterranean coast until it reached the coastal 
resort of Nahariyah. “Iran has not only supplied Hezbollah with these UAVs but 



has also trained 30 of the group’s members to operate them,” an offi cial (a senior 
commander in the Iranian Revolutionary Guards) told the London-based Arab 
daily al-Sharq al-Awsat 11 Nov 2004 [98]. The effi ciency of UAVs as aerosol dis-
seminators of biological agents is well known.

Drifted saboteurs may even be full residents of the country to be attacked. A 
terrorist state or organization might use such residents, particularly extremists, to 
carry out bioterrorism acts, thus considerably elevating the technical feasibility of 
those operations. The attacked might catch the extremists, but not understand they 
were minor fi gures, and present them instead as major fi gures. All in all, the prac-
ticability of bioterrorism is fairly plain, although a degree of professional knowl-
edge is needed for planning and preparations.

It is also possible to disseminate infected insects or infected animals (like rats, 
for instance). Also, deliberate infection of contacts by an infected individual har-
boring a contagious disease (AIDS, for example—a plot already carried out not 
infrequently) is, in a sense, an act of bioterrorism. Water and ventilation systems 
may be targeted. During the First Gulf War, there were serious concerns in 
the United States, that the ventilation systems of buildings might be attacked by 
terrorists using BW agents [99].

According to Norqvist, terrorists might effectively and easily disseminate bio-
logical agents through water systems, resulting in a high number of casualties, the 
terrorism focusing either on large cities or military facilities. It has thereupon been 
pointed out that chlorination can be neutralized by using naturally chlorine-
resistant microorganisms or constructing bacteria resistant to chlorine concentra-
tions normally used in the municipal drinking water systems [100]. Simple devices 
might be used to deliver biological agents into the ventilation systems of buildings. 
Open-air experiments carried out in the 1960s demonstrated that throwing a light 
bulb fi lled with biological agent before an incoming subway train during rush hour 
is suffi cient to infect tens of thousands of people [101]. Plausibly, state-supported 
terrorist groups would be the most likely of all terrorist groups to get a hold of 
biological weapons by the supporting government transferring entire systems from 
their national programs [5].

13.4.12 OPERATIONAL MODES

A wide variety of modes that may serve for operating bioterrorism is described. 
Essentially aimed at attaining advantage through asymmetric warfare, they may 
lead, at most, to an impact equaling catastrophic terrorism. They might be limited, 
inversely, to merely assassination. Hoax acts are visited as well. One-man opera-
tional mode can bring about any of the mentioned outcomes.

The operational modes marking bioterrorism are closely related to asymmetric 
and catastrophic warfare. Asymmetric warfare is a military term to describe 
warfare in which the two belligerents are mismatched in their total capabilities or 
accustomed methods of engagement such that the inferior side must press its special 
advantages or effectively exploit its enemy’s particular weaknesses if they are to 
have any hope of prevailing [102–104]. Thus, asymmetric warfare is a recipe for 
engaging an opponent who has superior military power at his disposal and where 
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the main target is not the armed forces but the fabric of society itself. Catastrophic 
terrorism differs from the more traditional forms of terrorism because it has no 
closely defi ned political aim. It is based on the belief that the current world order 
is dominated by certain “universal values” that the terrorists despise and that this 
order must be destroyed.

Consequence management roles vary depending on whether the attack is a ter-
rorist event or an act of war. Yet, the distinction between terrorist and military use 
of WMDs is increasingly problematic. State adversaries, perhaps acting through 
terrorist surrogates, may be inclined to use WMDs early, unconventionally, and if 
possible, anonymously. They may use WMDs against such military targets as ports, 
airfi elds, staging areas, and overseas bases to prepare the military battlefi eld by 
slowing logistics and power projection. Similarly, they may psychologically under-
mine public support or politically divide a coalition for an operation by attacking 
domestic or allied civilian targets. Eager to deter regional involvement while avoid-
ing an overwhelming retaliatory response, perpetrators may try to obscure their 
identity. Under these circumstances, the line between terrorism and symmetric 
warfare may then vanish.

The stealthy qualities of BW further complicate the distinction between terror-
ism and war. An adversary with effective agent dissemination capabilities could 
employ BW as part of a covert attack nearly impossible to detect until casualties 
appear. Depending on the agent used, the attacked might not know whether an 
outbreak was natural, a terrorist attack, or the opening assault of a war. For all the 
legitimate concern about bioterrorism, systemized weapons are mostly still diffi cult 
to employ effectively without access to state-developed technology. Rogue states 
and well-fi nanced terrorists with access to state-developed technology remain the 
most serious danger from the effective, large-scale use of biological agents through 
guerilla warfare.

The repertoire of bioterrorism modes is potentially an incredible one, extending 
from ricin-based assassination of one person to a worldwide smallpox pandemic, 
even if not aimed, a priori, to reach such magnitude. Those two edges may each 
take shape in actuality due to a seemingly slight act carried out by a single perpe-
trator. The former mode has practically been materialized through the murder of 
Markov, the Bulgarian journalist in London, whereas instead of ricin the lethal 
toxin used could variedly be of another type, as detailed above. The latter mode is 
a continuously fl oating menace, the possible realization of which is attentively being 
faced, in terms of both preventive measures and preparedness for handling such 
occurrence. The one-man mode was exemplifi ed in 1998, when the British govern-
ment issued a warning to all ports about an Iraqi attempt to bring large quantities 
of the deadly germs of anthrax into Britain (and other countries) inside cosmetics 
bottles, cigarette lighters, and perfume sprays, disguised as duty-free goods [104].

A bioterrrorism attack could consist, then, of nothing more than a person delib-
erately coughing on people and surfaces after being infected with a pathogen, as 
correctly pointed out in a study conducted by the Australian Strategic Policy 
Institute. This could happen by a terrorist knowingly infected and incubating an 
infection fl ying to Australia and then walking around a crowded shopping center 
for some hours, coughing near people and over surfaces. The study found that even 
without their knowledge, infected individuals could likewise be used as carriers for 
bioterrorism acts [105].



One major operational mode of massive bioterrorism may focus on endpoints of 
collective source reservoirs right before their physical division into much smaller 
to individually consumed portions. Such reservoirs may include blood, sera, or 
other preparations intended to be introduced into the body as well as foods, drinks, 
and water. Thus, certain collective infusion fl uids may be contaminated before 
being packed: AIDS, hepatitis B, hepatitis C, arboviruses, and other blood-adapted 
pathogens.

Milk supplies, as another example, meet that very same biosabotage principle 
and have aroused much worry. About a third of an ounce of botulism toxin poured 
by bioterrorists into a milk truck en route from a dairy farm to a processing plant 
could cause hundreds of thousands of deaths and billions of dollars in economic 
losses, according to a scientifi c analysis [106].

The analysis considered what might happen if terrorists poured into a milk 
tanker truck a couple of gallons of concentrated sludge containing as much as 10 g 
of botulinum toxin. Because milk from many sources is combined in huge tanks 
holding hundreds of thousands of gallons, the toxin would get widely distributed 
in low, but potentially lethal, concentrations and within days be consumed by about 
568,000 people, the report concludes. The researchers acknowledge that their 
numbers are very rough. But depending on how thoroughly the milk was pasteur-
ized (which partially inactivates toxins) and how promptly the outbreak was 
detected and supplies recalled, about 400,000 people would be likely to fall ill, they 
conclude. Although only 6% of victims would generally be expected to die, the 
death rate could easily hit 60%, they conclude, because there would not be nearly 
enough mechanical ventilators or doses of antitoxin to treat so many victims.

A different mode of bioterrorism may aim to bring about the outward leakage 
of infectious microorganisms by physically damaging facilities containing them. A 
variety of installations may serve for such a mode, including P-3 and P-4 laborato-
ries, vaccine factories, and institutionalized depositories. Such sabotage may ques-
tionably be regarded as bioterrorism, particularly if directed toward a facility 
engaged in biological warfare, even if but defensive. Yet the consequences and 
ultimate impact may be very severe. Hardly accusable may as well be bioterrorists 
choosing a mode of amplifying an ongoing outbreak or epidemic, especially if the 
very same causative pathogenic strain is concurrently employed by them for that 
purpose.

The various options of bioterrorism conducted as a sole operative mode or in 
conjunction with other sabotage acts add a further dimension. Bioterrorism acts 
may on the spot be accompanied by simultaneous conventional and/or unconven-
tional—mostly chemical or radiological—sabotage. Such synchronism may form 
camoufl age and be misleading, making the bioterrorism component scarcely think-
able or detectable. Spatial diversity may concomitantly increase the blurring effect. 
Combined employment of WMDs indeed drew the Pentagon’s attention. The Pen-
tagon has implemented, thus, a plan to expand its support of civilian authorities in 
the event of multiple domestic attacks involving chemical, biological, radiological, 
or nuclear weapons, The Virginia-based Joint Task Force-Civil Support was previ-
ously the Pentagon’s only force dedicated to such a mission [107].

“We have identifi ed capabilities within our force structure—beyond Joint Task 
Force-Civil Support—in order to ensure that we could respond not simply to a 
domestic attack involving a WMD, but to multiple attacks at diverse locations, 
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several cities perhaps at once where terrorists might have employed weapons of 
mass destruction,” Paul McHale, deputy assistant secretary of defense for home-
land defense, said. “It is now the established policy of the Department of Defense 
that we will train and equip for the mission requirement of multiple WMD 
response,” said McHale [107].

Two overt modes are notable:

1. Suicide by a person carrying a detectable contagion.
2. Bioterrorism combined with conventional terrorism, simultaneously serving 

for two advantages:
 a. Temporary misleading (until infected cases present).
 b.  Increasing vulnerability to bioterrorism agents by conventional 

wounding.

Opposite in polarity to the extreme mode involving in-effect bioterrorism in con-
junction with multi-WMDs, are bioterrorism hoaxes. Bioterrorism hoaxes—whether 
consisting of unviable or viable substances that are benign—constitute an increas-
ing mode of bioterrorism. The anonymously angry of the world are creating serious 
trouble today with just a stamp, an envelope, and a household product. It takes only 
moments for someone to send a package containing a suspicious but ultimately 
harmless powder. Moreover, hoaxers often see the powder-fi lled letters as a way to 
send a message, without considering that they are committing a crime. The act, 
however, can force entire buildings to be locked down and tie up emergency per-
sonnel for hours. Each incident must be taken seriously in case the contents turn 
out to be anthrax rather than crushed aspirin.

It so happened that the uncertainty prevailing around a hoax caused Australian 
Prime Minister John Howard to say in the early hours of a crisis thereupon created 
due to an powder containing envelope received in the Indonesian Embassy (June 
2005): “This is a very serious development for our country, and I can’t overstate 
the sense of concern I feel that such a recklessly criminal act should have been 
committed.” He added he believed the threat was meant as retaliation for the 
20-year prison sentence Australian national Schapelle Corby received in Indonesia 
for smuggling drugs. Such acts could damage relations between the two nations 
and invite retaliations against Australians in Indonesia [108].

Actually, however, people were putting powder in the mail to scare others years 
before someone sent envelopes laced with anthrax that killed fi ve American people 
in the fall of 2001. There were 22 incidents reported worldwide in 2000 involving 
faked biological agents, according to the Monterey Institute’s Center for Nonpro-
liferation Studies. The count jumped to about 730 in 2001, due largely to Clayton 
Lee Waagner’s campaign against abortion providers [109].

Waagner was arrested late that year after sending roughly 550 powder-fi lled 
letters, and the number of bioterrorism hoaxes dropped to 70 in 2002. However, 
excluding his count, both 2001 and 2002 saw signifi cant increases in such incidents 
from 2000, spurred by the anthrax mailings and the resulting media cover-
age, according to Sundara Vadlamudi, research associate for the center’s WMD 
Terrorism Research Program.

Although certainly the most relentless, Waagner was not the fi rst anti-abortion 
bioterrorism hoaxer or the last. More than 20 letters containing fake anthrax were 



mailed to abortion providers and abortion rights organizations in January 2002, 
several weeks after his arrest. Currently, however, the trend is increasing; notable 
receiving powder-fi lled envelopes since April 2005: the Israeli Embassy in Washing-
ton, D.C., the Danish embassies in Stockholm and Vienna, the New Mexico state 
capitol, a Slovenian government offi ce, the offi ce of Quebec Premier Jean Charest, 
a Vermont multimedia company, Israel Army Radio, the Bank of Israel, and 
NATD’s Joint Warfare Center, Norway.

13.4.13 SPATIALLY AND TEMPORALLY VARYING IMPACTS

The expected impact of bioterrorism acts, together with the featuring of their spatial 
and temporal variance, are confi gured. A typical multifactorial system is thus 
formed, the handling of which is remarkably complicated, demanding, and vital. 
It includes a far-reaching range of bioterrorism scenarios, some evident, some ten-
tative, beginning with hoaxes scenarios, and ending in the form of a pandemic.

The impact of bioterrorism acts is appreciably varied, both spatially and tempo-
rally. Its variability is shaped by the following factors:

• Initial area coverage (via air, water, food, or animal vectors/carriers)
• Duration of pathogenetic course
• Curability
• Environmental stability of the pathogen/toxin
• Contagiousness
• Demographic conditions
• Climatic conditions
• Conduction and effectiveness of preventing measures (before and after the act 

of bioterrorism)

The multifactorial integral thus formed is complex. For automating the testing and 
validation of spatial and temporal cluster detection algorithms, and enabling the 
ready creation of datasets for benchmarking outbreak detection systems, a specifi c 
software tool has been developed [35]. It allows for the creation of simulated 
clusters with controlled feature sets, varying the desired cluster radius, density, 
distance, relative location from a reference point, and temporal epidemiological 
growth pattern. This tool does not require the use of an external geographical 
information system program for cluster creation. Based on user-specifi ed para-
meters describing the location, properties, and temporal pattern of simulated 
clusters, it creates clusters accurately and uniformly.

The impact is pronounced within several domains:

• Personal illness that may lead to death
• Paralyzed manpower
• Logistical efforts needed to medically support and isolate the infected/sick-

ened victims
• Meticulous, extremely demanding managing of the apparently uninfected 

population
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• Demoralization that may ascend to total panic
• Overall instability

The remarkable psychological responses subsequent to a bioterrorism attack were 
summarized as follows: horror, wrath, panic, paranoia, demoralization, magical 
thinking about germs and viruses, fear of invisible pathogenic agents, fright of 
contagion, anger at terrorists, government, or both, attribution of arousal symptoms 
to infection, scapegoating, social isolation, and loss of faith in social institutions 
[110]. Panic is a power multiplier in itself. Some plead that the use of biological 
agents can cause severe panic and hysteria among the civic population. For example, 
during the Sept. 2001 anthrax letter attack, thousands of civilians came to hospitals, 
although only few of them were found to be suffering from exposure to the anthrax 
powder. When BW agents are used, there is a great fear that the number of civilians 
turning to get medical help will overload the health service systems and those who 
really need treatment will not be able to get it. This overload, besides keeping 
treatment from those who need it, will also cause mass hysteria. Mass hysteria is 
very signifi cant. In case of contagious diseases, there is a grave concern that the 
mass hysteria and the urge to fl ee the scene will only cause the disease to spread. 
That is contrary to the proper way of fi ghting it, namely, closing and isolating the 
contaminated area.

A typically acute bioterrorism episode would be featured by a toxin or pathogen 
of a short incubation period, pronounced illness, recovery or death, absence of 
secondary epidemic waves, and the creation of long-lasting immunity of the surviv-
ing population, which would inhibit relapsing occurrences. Such a prototypic 
episode may at times not exceed a week, just as it had been designed by the per-
petrator. But, contrastingly, attritional or demographically debilitating impact may 
result from a delayed, relapsing, or slowly progressing pathogenetic course that may 
prevail for many years in a given population.

Spatially, however, any combination with the above-mentioned temporal varia-
tions is possible, basically. This means that in a relatively confi ned area a several-
weeks transient bioterrorism episode or a lingering impact stemming from a 
bioterrorism act lasting for years, may take place. Equally, a vast territory may be 
affl icted by a swiftly moving epidemic or, alternatively, by a clumsily evolving 
pathogen, in terms of epidemic rate and virulence, whether it is an incapacitating 
or deadly agent. The dynamics underlying this complex variability is foremost 
shaped by the nature of the toxin or pathogen employed in-effect, and the coun-
termeasures to be specifi cally taken against it. Fundamentally, this fl uctuating 
dynamics is well illustrated, both spatially and temporally, through the varitype 
bacteria, viruses, and toxins presented within the above corresponding sections. It 
prevails, thereby, for both the dimension of the individual victim as well as the 
demographic dimension at large.

On the other hand are the bioterrorism hoax incidents, of which the spatial and 
temporal impacts, though, are still signifi cant. Even an absolutely empty post enve-
lope bearing but one word, like “biohazard,” would bring about those undesirable 
impacts. If not empty, it may contain but paper and/or innocent chemical, toxin, 
non-infective microorganism, infective yet attenuated microorganism, or patho-
genic microorganism. In this order of possibilities, there is an ascending line of 
spatial and temporal impacts. (The envelope content may as well comprise insects, 
infected or naïve.)



Three recent examples are herewith mentioned, then, resembling the spatial and 
temporal variance of impacts:

After a harmless bacillus powder was found in an post envelope sent to the 
Indonesian Embassy in Australia, the Australian capital of Canberra sustained a 
barrage of bioterrorism hoax mailings beginning 1 June 2005 to its Parliament 
building, Prime Minister and Cabinet Department, and the embassies of Indonesia, 
the United States, United Kingdom, Japan, Italy, and South Korea [111]. Emer-
gency personnel in Canberra had to decontaminate 46 staffers at the Indonesian 
Embassy when it appeared some form of powered toxin had been sent to the build-
ing, according to Australian media reports. Tests later indicated the substance was 
not dangerous [112].

Some days later, continuation took place far away. On 10 June 2005, an employee 
in the collections department of Imperial Parking in Vancouver, British Columbia, 
opened an envelope containing a similarly suspicious white powder. Vancouver 
emergency services were quickly alerted [113]. The affected section of the building 
was locked down—the air-conditioning system and elevators were shut off, and no 
one was allowed to enter or leave. Twenty-fi ve workers were quarantined for several 
hours until tests determined the substance was not dangerous. Forty-eight emer-
gency workers and 18 pieces of equipment were sent to the powder scare at the 
Imperial Parking offi ce. Firefi ghters suited up in protective gear to retrieve a 
sample, whereas others managed the quarantine and organized decontamination 
for the hazardous materials workers. Emergency medical personnel examined fi re-
fi ghters before they entered the building and after they exited, and waited to see 
whether they would have to take anyone to the hospital. Police offi cers handled 
crowd control and traffi c and provided an escort when the sample was taken for 
further testing at a laboratory. This occurred, unfortunately, while the city’s emer-
gency services were also handling a hotel fi re, an injured person, and the nearby 
appearance of the Aga Khan, spiritual leader of Shia Imami Ismaili Muslims.

A third episode followed soon. An Israeli embassy employee in the United 
States checking mail at 5 p.m. 16 June 2005 opened one envelope that contained a 
small amount of a white powder. A section of the building was closed, and some 
employees remained inside until tests indicated at 11 p.m. that the substance was 
benign. The letter, which reportedly contained anti-Semitic language, was traced 
to a man jailed in North Carolina, according to the FBI [113]. The logistical, mental 
(and medical) impacts would be much worse, certainly, both temporally and spa-
tially, in case a mailed envelope contains a living pathogen, as was the 2001 anthrax 
letter attack (presented below).

13.4.14 HISTORY AND EVOLUTION

An old tool of mankind, the chronology of bioterrorism from 1500 BC to now is 
presented. It demonstrates the gradual, consistent transition from intuitive bioter-
rorism to knowledge-based bioterrorism. It shows, as well, the past, recent, and 
present trends of bioterrorism as an evolving course, the extrapolative featuring of 
which is troublesome.

The evolutionary course of biological warfare at large is fascinatingly long. 
Almost as soon as humans fi gured out how to make arrows, they were dipping them 
in animal feces or sick persons so as to contaminate them. Practically, bioterrorism 
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agents were the earliest weapons of mass destruction ever used by mankind. Long 
before having any idea regarding the in-effect nature of poisonous and infectious 
substances, man used toxins, feces, carcasses, and the like as effective weapons, in 
order to disease, kill, and terrorize opponents and enemies, thus following, from 
the very beginning, the three very basic fundamentals: incapacitating, killing, and 
intimidating. Rather a sort of intuitive bioterrorism, primarily.

Still, most of the ancient world liked to believe it fought with a code of honor. 
According to Adrienne Mayor, “Archers were disdained because they shot safely 
from afar: long range missiles implied unwillingness to face the enemy at close 
range. And long range missiles daubed with poisons seemed even more cowardly.” 
Yet Odysseus, hardly a coward, returns home to kill his wife’s suitors with poison 
arrows [1].

The roots of repugnance toward contaminated weapons are deep. Such weapons 
were singled out for disdain more than 2000 years ago in Greek and Roman codes 
of conduct, as well as in Hindu writings. But the course of using pathogens and 
toxins for terrorism continued. The rulers of ancient India were no less confl icted 
than the Greeks about arrows “barbed, poisoned or blazing with fl ame.” These 
instruments violated the “traditional Hindu laws of conduct for Brahmans and high 
castes, the Laws of Manu.” But in the Arthashastra, the Brahman military strategist 
Kautilya advised his king to use whatever means necessary to attain his military 
goals, including poisons.

In the Near East, it was after the mythic Greek hero Hercules slew the multi-
headed Hydra that he developed a technology at the heart of today’s most pressing 
international issue. In her illuminating history of warfare, the acknowledged 
folklorist Adrienne Mayor argues, in a sense, that “by steeping his arrows in the 
monster’s venom, Hercules created the fi rst biological weapon [1].”

Amazingly, then, the ancient world already made an important distinction 
between using disease weapons for purely defensive purposes as opposed to “fi rst 
strikes.” Although this constraint was rooted partially in ethics, Mayor contends it 
also refl ected a shrewd understanding of epidemiology: “The principle of summon-
ing plague for self-defense may be related to the reality that invaders are ‘immuno-
logically naïve’ and therefore more vulnerable to epidemic diseases in foreign lands 
than the local population.” Mayor is intrigued with the often fantastic devices the 
ancients used in war, but “Greek Fire” also excavates ancient attitudes toward bio-
logical arms and terrorism tools that are startlingly relevant today. Poisonous 
arrows were the Bronze Age’s terror weapons. “Almost as soon as they were 
created,” Mayor writes, “poison weapons set in motion a relentless train of tragedies 
for Hercules and the Greeks—not to mention the Greeks’ enemies, the Trojans.”

Similar, unrecorded biotterorism-like events followed, most probably. Yet, 
beyond Greek mythology, even earlier, the ancient world also contained examples 
of bioterrorism warfare against settled populations stretching back to 1500 bc, when 
the Hittites sent plague victims into the lands of their enemies. Later, it was in about 
600 bc that Solon of Athens put hellebore roots in the drinking water of Kirrha to 
kill the inhabitants. At about the same time, the Assyrians used to poison enemy 
wells with a fungus that would make the enemy delusional. Around 500 bc, Socrates 
was poisoned by the juice of Conium, which was the state poison of 
the Athenians. Necrotizing germs were intuitively employed in 400 bc, whereas 
Scythian archers systematically used arrows dipped in blood and manure or decom-



posing bodies to prevent wounds from healing. There are accounts from 300 bc of 
parts of the dead bodies of humans or animals being used by the Romans to poison 
water supplies. There have also been instances of the dead bodies of those who died 
from plague being catapulted into besieged cities. Later on, by 200 bc, Carthagin-
ians used Mandrake root left in wine to sedate the enemy. Furthermore, in 184 bc,
Carthaginian leader Hannibal is credited with an interesting use of bioterrorism 
weapons. In anticipation of a naval battle with the Pergamenes at Eurymedon, he 
ordered his troops to fi ll clay pots with snakes. During the battle, Hannibal sent the 
pots crashing down on the deck on the Pergamene ship. The confused Pergamenes 
lost the battle, having to fi ght both Hannibal’s forces and a ship full of snakes. The 
act brought about panic and injured enemy sailors. Pergamenes, a king in Asia 
Minor, remarked that “he did not think any general would want to obtain a victory 
by the use of means which might in turn be directed against himself [1].” Honey bees 
are known to have been used as weapons since Roman times, as was then the case 
of Lucullus, who defeated Mithridates (74 bc) via bees.

As man expended onto the Far East and, later, the Americas, tropical plants 
became a common source for toxins. Thus, poisoned arrows are used widely 
throughout the jungles of Burma, Malaysia, and Assam. The principal sources of 
arrow poison are varieties of Antiaris, Strychnos, and Strophanthus [114]. Antiaris 
toxicaria, for example, is a tree of the mulberry and breadfruit family, common in 
Java and the neighboring islands. The active agents in all of these are either con-
tained within the milky sap or the juice of crushed seeds. This is smeared behind 
the arrow point on its own, or mixed with another plant latex. When introduced 
into the bloodstream, the active ingredient (either antiarin, strychnine, or strophan-
thin depending on the species) acts quickly, attacking the central nervous system 
causing paralysis, convulsions, and cardiac failure.

The story of the Strychnos-derived toxin Curare is remarkable, in that it per-
fectly embodies a complete bivalent evolutionary line, starting with a very old 
arrow-poison—still in its very same traditional use presently—and ending, for the 
time being, as an important muscle relaxant. Contemporarily, curare is usable for 
selected assassinations just like “modern” toxins. In the sixteenth century, a group 
of Spanish explorers traveled the Amazon River. During the voyage, one explorer 
was hit in the hand by an arrow and died soon after. The culprit was curare, used 
widely as an arrow poison by many Amazon Indian groups (as it is still used by a 
few today). The complex processes used to make curare were a guarded secret. 
Often 30 or more ingredients could be found in one recipe. Indigenous Amazonians 
often mixed plants of different genera to concoct their potent toxins; their skill and 
knowledge in safely preparing these poisons is a testimony to their incredible inge-
nuity. Amazonian curares are divided into two groups based on the container the 
plant is stored in: pots or tubes. Pot curare in the East Amazon is predominately 
from the species Strychnos guianensis. Tube curare in the West Amazon is from 
Chrondrodendron tomentosum. (The curare in modern medicine is made from the 
latter species, therefore, its name: tubocurarine.)

For many centuries, the exact content of curare remained a mystery to Western 
observers; not until 1800 did Alexander Von Humboldt witness and document the 
preparation of curare by the Indians from the Orinco River. In 1814, an explorer 
named Charles Waterton injected a donkey with curare. Within 10 minutes, the 
donkey appeared dead. Waterton cut a small hole in her throat and inserted a pair 

HISTORY AND EVOLUTION 1571



1572 BIOTERRORISM

of bellows, and then pumped to infl ate the lungs. The donkey held her head up 
and looked around. Waterton continued artifi cial respiration for 2 hours until 
the effects of curare had worn off. Curare was found to block the transmission 
of nerve impulses to muscle, including the diaphragm muscle, which controls 
breathing.

Back to Europe, the Middle Ages, the use of infectious diseases to break sieges 
of castles and fortifi ed towns is widespread. The most common method is to use 
catapults to hurl dead human or animal bodies over walls to spread disease. This 
same method is used to poison water sources. Plagued rats and infected fl ies were 
employed as well for introducing and disseminating the contagion. This was the 
case in 1155, when Barbarossa uses dead bodies to spread pathogens among the 
enemy during the battle of Tortona [115]. About 200 years later, in 1340 attackers 
hurled dead horses and other animals by catapult at the castle of Thun L’Eveque 
in Hainault, in what is now northern France. The defenders reported that “the stink 
and the air were so abominable  .  .  .  they could not long endure” and negotiated a 
truce.

In 1346, Tartar forces led by Khan Janibeg attacked the city of Kaffa (now 
Feodossia, Ukraine), catapulting the plague-infected bodies of their own men over 
the city’s walls, and forcing the defending Genoese to abandon it when plague 
spread. Connectedly, ships carrying plague infected refugees (and possibly rats) 
sailed to Constantinople, Genoa, Venice, and other Mediterranean ports and are 
thought to have contributed to the second plague pandemic. (The fi rst plague pan-
demic in 541 ad spread from Egypt to other parts of the world and killed 50–60% 
of the world population). It was perhaps the trigger of a subsequent outbreak of 
Bubonic plague that swept medieval Europe, causing 25 million deaths. Using dead 
bodies and excrement as weapons continued in Europe during the Black Plague of 
the fourteenth and fi fteenth centuries. Even as late as 1710, Russian troops fi ghting 
Sweden resorted to catapulting plagued bodies over the city walls of Reval.

During that era, three peculiar events took place, as well:
In 1422, at Karlstein in Bohemia, attacking forces launched the decaying cadav-

ers of men killed in battle over the castle walls. They also stockpiled animal manure 
in the hope of spreading illness. Yet the defense held fast, and the siege was aban-
doned after 5 months. In 1495, the Spanish tried wine infected with leprosy patients’ 
blood against the French near Naples, and, in 1650, Polish artillery General put 
saliva from rabid dogs into hollow spheres for fi ring against his enemies.

In between, a sort of bioterrorism came to the New World in the fi fteenth 
century, aimed to defeat the Indians. Spanish conquistador Pizarro gave clothing 
contaminated with the smallpox virus to natives in South America. During the 
French and Indian War (1754–1767) Sir Jeffrey Amherst, commander of British 
forces in North America, suggested the deliberate use of smallpox to “reduce” 
Native American tribes hostile to the British [116]. An outbreak of smallpox at 
Fort Pitt results in the opportunity to execute Amherst’s plan. On June 24, 1763, 
Captain Ecuyer, Amherst’s subordinate, gives blankets and a handkerchief from 
the smallpox hospital to the Native Americans and records in his journal, “I hope 
it will have the desired effect.” This was followed by an epidemic of smallpox 
among Native American tribes in the Ohio River valley, which may also have been 
spread by contact with settlers. Transmission of smallpox by fomites (on blankets) 
is ineffi cient compared with respiratory droplet transmission.



Still, although the ancient world’s arsenal of primitive bioterrorism weapons was 
trivial compared with the horrors of the modern world, those weapons raised the 
same terrifying moral and political dilemmas then as now. Thus, the absence of 
brought out events whereby BW were employed throughout the nineteenth century 
was possibly the latency preceding proliferation. Let alone that the nineteenth 
century marked the fi rst isolation of germs in science.

During the twentieth century, then, an ascending course took place. In modern 
times, BW was used fi rst for sabotage by Germany during WWI. German forces 
reportedly spread glanders and anthrax to debilitate enemy cavalries (detailed 
above).

In 1918, the Japanese formed a biological weapons section in the Japanese Army 
(Unit 731). Later on, in 1931, Japan expanded its territory into Manchuria and made 
available “an endless supply of human experiment materials” (prisoners of 
war, mostly civilians) for Unit 731. Biological weapons experiments in Harbin, 
Manchuria, continued until 1945. A post-World War II autopsy investigation of 1000 
victims revealed that most were exposed to aerosolized anthrax. It is estimated that 
up to 3000 more prisoners and Chinese nationals may have died in this facility. 
During an infamous bio warfare attack in 1941, the Japanese Military released an 
estimated 150-million plague-infected fl eas from airplanes over villages in China 
and Manchuria, resulting in several plague outbreaks in those villages. Overall, the 
Japanese Imperial Army experimented with and operated about 16 biological agents 
as tools of warfare and terrorism between 1932 and 1945. This took place in numer-
ous locations in Asia, and it has been estimated that a total of 10,000 Chinese prison-
ers, U.S. prisoners of war, and British detainees were killed by some of the most 
gruesome human experimentation in history. The Japanese used BW agents such as 
anthrax, plague, tularemia, and smallpox [117, 118].

During World War II, another effort, taken by Britain, was the production of 
over 5 million anthrax infected cattle cakes, which would have been dropped over 
Germany in an attempt to decrease meat stocks by some 30%. Events overtook 
plans to put these into operation [119].

Ken Alibek, formerly a chief scientist of the Soviet offensive biological warfare 
program, has alleged that the Soviets employed the germs causing tularemia during 
World War II. In his book Biohazard, he states that there is evidence tularemia 
was used by the Soviet troops to help stop the German panzer troops in the Battle 
of Stalingrad. The resulting tularemia outbreak may have halted the Nazi advance, 
but the Soviet troops also developed the disease because of what Alibek suspects 
was a sudden change in wind direction. Over 100,000 cases of tularemia were 
reported in the Soviet Union in 1942, a 10-fold increase in incidence experienced 
in 1941 and 1943. Seventy percent of the cases were the respiratory form of the 
disease, which is the form that would have been expected from a BW rather than 
a natural outbreak of the disease [120]. Nonetheless, this episode may constitute a 
good example of biological warfare, rather than bioterrorism.

Avner Cohen, an expert on unconventional weapons proliferation, has cata-
logued reported uses of bioterrorism weapons by Jewish forces during the 1948 War 
of Independence in Palestine. Connectedly, the Israeli historian Uri Milstein alleged 
that “in many conquered Arab villages, the water supply was poisoned to prevent 
the inhabitants from coming back.” Milstein states that one of the largest of such 
covert operations caused the typhoid outbreak in Acre in May 1948 [121]. Within 
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that context, the Palestinian Arab Higher Committee reported in July 1948 that 
there was some evidence that Jewish forces were responsible for a cholera outbreak 
in Egypt in November 1947 and in Syrian villages near the Palestinian–Syrian 
border in February 1948. Fur thermore, in May 1948, the Egyptian ministry of 
defense stated that four “Zionists” had been captured while trying to contaminate 
artesian wells in Gaza with “a liquid which was discovered to contain germs of dys-
entery and typhoid.”

A pause took place for almost two decades (apart from minor or marginal inci-
dents), but since 1965, the trend signifi cantly changed. Multiple bioterrorism occur-
rences have been observed, as follows.

1965— In Japan, outbreaks of typhoid and dysentery were deliberately induced 
by a local bacteriologist [72].

1970— In Canada, several students became badly ill after eating food deliber-
ately contaminated with the eggs of parasitic ringworm [122].

During the 1970s, the Soviets used mycotoxins in Laos and Cambodia 
and hepatitis A virus in Afganistan.

1972— Two men affi liated with the U.S. group “Order of the Rising Sun,” who 
eventually fl ed to Cuba, had conspired to contaminate the water supplies 
of some large Midwestern cities with stocks of typhoid fever germs culti-
vated by one of them. Up to 40 kg of bacteria cultures were found in a 
college laboratory [73].

1975— The Symbionese Liberation Army was found in possession of technical 
manuals on how to produce bioweapons.

1980— Assassination of CIA agent Boris Korczak in McLean, Virginia, Tyson’s 
Corner, using a ricin weapon, possibly in umbrella confi guration [75].

Police raided a German Red Army Faction apartment in Paris and 
found a miniature laboratory containing a culture medium of the germ 
that produces botulinum toxin. Notes about bacteria-induced diseases 
were found in the apartment as well [74].

Protesters claimed to have taken infected soil from the Hebridean 
island of Gruinard and placed it at the chemical defense establishment 
at Porton Down. The island has been closed to the public since germ 
warfare experiments on sheep were conducted there in 1941. The anthrax 
spores used in the experiments can remain dangerous for decades [75].

1983— The FBI obtained one ounce of ricin in a 35-mm fi lm canister from 
an individual in Springfi eld, Massachusetts, who had manufactured it 
himself. This is believed to be one of several confi scations of ricin [75].

Some 750 people were sickened due to typhoid fever, consequent to 
bacterial contamination of restaurant salad bars in Oregon, conducted 
by a local cult attempting to affect the outcome of a local election [73].

1984— Australian authorities received an anonymous threat warning that foot-
and-mouth disease virus would be released among livestock if reforms in 
Queensland Prison were not implemented [123].

A Cuban expert defected and testifi ed that one third of the United 
States could have been contaminated if a stockpile of toxins held by Cuba 
were to be “strategically placed in the Mississippi River [75]”.



Two Canadians attempt to procure tetanus and botulism cultures from 
ATCC. Reportedly the fi rst phone order, of less deadly cultures, was ful-
fi lled, and it was not until the second order that ATCC employees become 
suffi ciently suspicious to notify authorities [71].

1990–1 995—Japanese cult Aum Shinriky attempted at least three times to dis-
perse aerosolized botulinum toxin and anthrax in downtown Tokyo and 
at U.S. military installations in Japan. All attempts failed.

1990— In Scotland, a limited outbreak of giardiasis occurred as result of deliber-
ate water contamination [124].

1991— During the Gulf War, there were serious concerns in the United States, 
that the ventilation systems of buildings might be attacked by terrorists 
using BW agents [98].

1993— An Arkansas man with survivalist group connections attempted to 
smuggle 130 g of ricin from Alaska into Canada to use as a weapon 
[125].

1994— An Iraqi scientist specializing in genetic engineering and implanted in 
New York by Saddam Hussein’s regime intended to conduct an act of 
bioterrorism, due to having access to various local laboratories [126].

1995— Two members of the Minnesota Patriots Council were convicted of con-
spiracy to assassinate a deputy U.S. Marshal and International Revenue 
Service agents by ricin [127].

A member of the white supremacist Aryan Nation acquired freeze-
dried bubonic plague bacteria from the ATCC [76].

1996— In Texas, 12 laboratory workers at a medical center became ill as a result 
of eating muffi ns and doughnuts intentionally contaminated by dysentery 
germs type 2 [185].

1998— An Iraqi terrorist network was maintained in the United States, intend-
ing to conduct acts of bioterrorism and reportedly furnished with BW 
agents by Iraqi women that smuggle agents fi lled vials into the United 
States within their bodies [128].

The British government has issued a warning to all ports about an Iraqi 
attempt to bring large quantities of the deadly germs of anthrax into 
Britain (and other countries) inside cosmetics bottles, cigarette lighters, 
and perfume sprays, disguised as duty-free goods [104].

Several Muslim terrorists affi liated with the Algerian “Armed Muslim 
Group” were arrested in Belgium, holding a lot of information about 
biological and chemical weapons and about the World Cup football 
games [129].

1999— A group of medical workers, mostly Bulgarian, employed in the Benghazi 
children’s hospital, Libya, were detained, subsequent to an explosive 
AIDS epidemic that apparently started in 1998 in that hospital, and 
involved, thereupon, hundreds of children. By the year 2000, the medics 
were charged with deliberately infecting 393 Libyan children in their care 
with HIV, by injecting them with infected products. The HIV type was 
the same in each case—a rare and previously unrecorded strain that 
originated in West Africa when two existing viruses combined [130]. An 
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analysis conducted by European experts suggested that the outbreak has 
the hallmarks of accidental cross-contamination, where poor hygiene and 
ineffective sterilization procedures allowed contaminated blood to be 
spread between patients from a single infected child. Highly involved in 
the affair, the charged medics were then sentenced to death, however. 
Libyan leader Muammar Gadhafi  said he believes the medics are 
guilty.

2001— The anthrax letters were sent in the USA, containing highly sophisticated 
militory-grade spore powder (details are given bellow).

2003— Former Texas Tech professor Thomas Butler said that 30 vials of plague 
bacteria were missing from the university. In fact, he stole, smuggled, and 
illicitly transported the bacteria to Tanzania [131].

Further episodes have been discussed above. All in all, the various above-described 
episodes are at any rate but a small segment of the entire picture. By 1998, Carus 
undertook a comprehensive inventory and assessment of bioterrorism (together 
with biocrimes) in the twentieth century. He has documented 222 cases, categoriz-
ing the cases and number of reported cases [132]:

• Confi rmed use of bioterrorism agents—24
• Probable or possible use—28
• Threatened use (probable or confi rmed possession)—11
• Threatened use (no confi rmed possession)—121
• Confi rmed possession (no known attempts or threats to use)—5
• Probable or possible possession—6
• Possible interest in acquisition (no known possession)—13
• False cases and hoaxes—14

Surprisingly, there have been only 222 bioterrorism-related incidents in a 100-year 
period and in only 24 cases have there been confi rmed attacks—an average of 1 
every 4 years worldwide. Most were abortive. Fourteen of the 24 confi rmed cases 
of bioterrorism or biocrimes are food or agriculture-related; of these cases, 11 
involved food poisoning and only 3 targeted commercial animals or plants. Of the 
222 documented incidents, only 6 appear to be clearly linked to attacks on 
commercial plants and animals.

Signifi cantly, yet, the survey made by Carus points at 144 incidents that occurred 
in the 1990s, meaning nearly two thirds of the total. This may refl ect better incident 
tracking and record keeping in recent years, or it may indicate a dramatic increase 
in the propensity of terrorists or criminals to employ bioterrorism agents. Available 
evidence supports the latter premise. For example, FBI statistics indicate that U.
S. incidents involving weapons of mass destruction using chemical, biological, 
radiological, or nuclear materials have soared from 37 in 1996 to over 200 in 1999, 
with three fourths of the cases involving bioterrorism agents—usually the threat-
ened release of anthrax. Notably, the vast majority of incidents have been directed 
against individuals or small groups, not mass populations. On the whole, if any sort 
of extrapolation can be made, then the next decade is supposed to be a disturbing 
one, at the least.



13.4.15 STATE-SPONSORED BIOTERRORISM

State-sponsored bioterrorism may be carried out by saboteurs either affi liated with 
the concerned state or acting on their own but institutionally assisted by some 
country specifi cally aware of the ultimate outcome. Biosabotage programs and 
projects, in part realized, have been identifi ed mainly in Germany, Japan, USSR, 
the United States, South Africa, and Iraq. They are here presented in detail, illus-
trating the conceptual and practical paradigm of state-sponsored bioterrorism.

States running a methodical biological weapons program would usually adopt a 
collateral subsystem dealing with bioterrorism means and operations. But the 
opposite equation remains open, in that the absence of a methodical program may 
not at all impair an effectual framework in charge of developing, manufacturing, 
and deploying of terrorism-oriented biological agents. The perpetrators tasked for 
carrying out the biosabotage acts may equally be affi liated with the involved state, 
or with another state, be it a friendly or a hostile state, including the target country 
itself. State-sponsored bioterrorism may as well be directed against domestic oppo-
nents and carried out internally. Another variance lies between bioterrorism initi-
ated by a state and such that is initiated by a terror organization (or a second state) 
but is crucially and knowingly assisted by the concerned state. All those modes 
may be categorized as state-sponsored bioterrorism and are looked into through 
the following case studies.

13.4.15.1 Germany

From 1915 to 1918, Germany waged an ambitious campaign of covert biosabotage 
on animals being shipped from neutral countries to the Allies. The program used 
the germs causing glanders and anthrax, and employed secret agents to administer 
the bacterial cultures to animals penned for shipment. The cultures were some-
times injected using needles dipped into the cultures, sometimes poured onto feed, 
or (later in the war) contained in capillary tubes embedded in lumps of sugar that 
were fed to the animals. Horses and mules were the main targets, but in some cases 
sheep and cattle appear to have been targeted as well.

The programs were initiated nearly simultaneously in Romania and the United 
States. The Romanian campaign was administered by Major Nodolny of the 
German General Staff, through his Military Attaché in Bucharest. The agents dis-
seminating the cultures were Bulgarian, run by the Bulgarian embassy. Cultures 
were shipped from Berlin. The program lasted until the August 1916 Romanian 
declaration of war against Austro-Hungary and the expulsion of German 
diplomats.

The campaign in the United States was operated by a U.S.-born, German-raised, 
physician, Anton Dilger. Dr. Dilger brought seed cultures with him to the United 
States in 1915 and set up a culture facility in the suburban Washington, D.C. home 
that he rented. He supplied cultures to the German merchant-ship captain Hinsch, 
stranded in the United States by the British naval blockade, who ran the agents, 
largely stevedores. Dr. Dilger returned to Germany in early 1916, and the campaign 
came to a halt a few months later [133, 134]. Similar campaigns were conducted 
concomitantly in Argentina, Mesopotamia, and Norway. During WWII, the 
only known conduction of biosabotage by Germany was the contamination of a 
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large reservoir in Bohemia with sewage, in 1945. Throughout that war, however, 
the Nazis routinely used non-German-captured civilians for induced infection 
experimentations.

13.4.15.2 Japan

Civilians were the main object of mass terror attacks launched by the Japanese 
bacteriological Unit 731 on multiple Chinese targets during the 1930s and 1940s, 
various bombs and other disseminating devices being thereupon applied. Further-
more, if terrorism at large is a term of relevance with respect to enemy civilian 
prisoners, then the vast biological experimentations conducted by Unit 731 on 
thousands of arrested civilian Chinese during the 1930s and 1940s are certainly a 
sort of an extremely brutal bioterrorism. First-hand accounts testify the Japanese 
infected civilians through the distribution of contaminated foodstuffs, such as 
dumplings and vegetables. There are also reports of contaminated water supplies. 
Such estimates report over 580,000 victims, largely due to plague, anthrax, tulare-
mia, smallpox, and cholera outbreaks [135]. Plague was often induced through 
infected fl ees, as well. In addition, repeated seasonal outbreaks after the conclusion 
of the war brought the death toll to much higher. On one occasion at least (1939), 
the Japanese military contaminated Soviet water sources with typhoid bacteria at 
the former Mongolian border.

13.4.15.3 United States

Declassifi ed documents reveal the past existence of at least two bioterrorism opera-
tions worked out, if not conducted, by the CIA against Cuba:

Operation FULL-UP, the objective of which was to destroy confi dence in fuel 
supplied by the Soviet Bloc by indicating it is contaminated. The operation was to 
be accomplished by introducing a known biological agent into jet fuel storage facili-
ties. This agent fl ourishes in jet fuel and grows until it consumes all the space inside 
the tank [136].

Operation MONGOOSE: A document entitled “Project Cuba”, dated 18 January 
1962, sets forth the aims and the 32 original tasks of what sub sequently became 
known as “Operation MONGOOSE [137].” For task 21, it states that, on 15 Febru-
ary 1962, the CIA would submit a plan to disrupt the harvest of food crops in Cuba. 
The following two sections of the declassifi ed text of this document, which might 
be expected to clarify the method to be used in pursuit of this objective, appear to 
be censored: Clearly their content was so repugnant that even the offi cials respon-
sible for declassifying the document saw fi t to keep that part of it secret. However, 
in materials provided to the U.S. Senate Select Committee on Intelligence Activi-
ties by the CIA during the mid-1970s, the CIA acknowledged that it had developed 
methods and systems for carrying out a covert attack against crops and causing 
severe crop loss. The CIA denied that it had ever employed such systems [138].

The United States has repeatedly been accused by Cuba of biosabotage acts that 
allegedly occurred. Reportedly, in 1977, a U.S. intelligence source admitted that 
the United States used the swine-fever virus as biological warfare against Cuba. 
The agent told U.S. media he was ordered to transport the virus from a U.S. Army 
Base and CIA training center in the Panama Canal Zone to a group of right-wing 



Cuban exiles who in turn delivered it to operatives inside Cuba in March 1971 [139]. 
This may seemingly be connected to the outbreak of swine-fever virus in Cuba on 
6 May, 1971—its fi rst appearance in the Western Hemisphere. The highly conta-
gious virus is lethal to pigs. Six weeks into the epidemic, the Cubans were forced 
to slaughter a half-million pigs to stem the spread of the epidemic. Also, the New 
York Times reported in 1983 how the head of a Miami-based anti-Cuban terrorist 
group admitted in a U.S. court that he had taken germs to Cuba in 1980.

Furthermore, Project MKNAOMI is notable as well. In the 1970s, the CIA 
publicly revealed that a U.S. Army team called the Special Operations Division 
(SOD) at Fort Detrick, Maryland, developed biological and chemical weapons for 
the CIA under a Top Secret project that would last almost 20 years [140]. This 
project, MKNAOMI, was practically unknown at the CIA due to the extreme 
sensitivity of its mission. Few written records were kept. CIA personnel working 
at Fort Detrick used the cover of Special Support Staff of the Department of 
Defense. Indeed, on 23 October 1962, the U.S. Patent Offi ce granted patent 
3,060,165 to four persons “as represented by the Secretary of the Army.” The patent 
was fi rst fi led 3 July 1952, Serial Number 297,142 for the use of ricin as a biological 
weapon. The strikingly honest descriptive language used to apply for this U.S. 
patent, in 1952, is very revealing: “Ricin is a protoplasmic poison prepared from 
castor beans after the extraction of castor oil therefrom. It is most effective as a 
poison when injected intravenously or inhaled. A very fi ne particle size was neces-
sary so that the product might be used as a toxic weapon.” Also, in the early 50s 
the SOD conducted—as revealed in a document partially declassifi ed by the FBI—
a biosabotage experiment, using the Pentagon building as a model target, so as to 
prove that all persons present therein would be unknowingly exposed within a rela-
tively short period of time [141]. Additional model targets where selected to simu-
late biosabotage operations, for example the Washington’s National Airport and 
the New-York Subway during the 60s (details given above). The CIA and possibly 
other elements within the U.S. intelligence community apparently persisted in 
holding bioterrorism agents after the United States destroyed its biological 
weapons arsenal. Besides, an increasing debate has aroused as to the shear inno-
cence of the US outstandingly growing research of virulent pathogens, referring to 
the fragile borderline separating between defensive- and offensive-oriented impli-
cations. However, the very same debate may equally pertain, in principle, to other 
states.

13.4.15.4 South Africa

Rather unexpectedly, an extremely meticulous biosabotage program has been 
uncovered in South Africa. Apparently, it constitutes an outstanding case of a 
state-sponsored bioterrorism paradigm that has been fairly brought out in details 
[142].

The most characteristic feature of the South African biological (and chemical) 
terrorism program was undoubtedly the development, testing, and utilization of a 
wide array of hard-to-trace agents to assassinate “enemies of the state [143].” As 
insider testimony and the notorious “sales list” of 1989 (Telemedicine Research 
Center document 52) indicate, several of the highly poisonous substances produced 
at both Delta G and Roodeplaat Research Laboratories (ad hoc front companies) 
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were actually deployed by clandestine units ADF and SAP “death squads,” above 
all the Security Branch’s C[ounterinsurgency]1 section (later renamed C10), housed 
at the Vlakplaas base, in covert assassination operations [144].

There is no doubt whatsoever that high-ranking offi cers within the SADF and 
SAP and other “securocrats” within the government were generally aware of these 
activities, many of which they in fact authorized. Some civilian Afrikaner paramili-
tary groups, whose pro-apartheid members remain violently opposed to black 
majority rule, have even publicly threatened to attack their enemies with biological 
and chemical agents [145, 146].

In the mid-1980s, a higher level and more formalized assassination program 
formed when the Teen-Rewolusionêre Inligting Taakspan (TREWITS: Counter-
Revolutionary Intelligence Task Force) was created. Then, on the verbal instruc-
tions of a senior cardiologist, Colonel Dr. Wouter Basson—head of Project Coast: 
Apartheid’s Chemical and Biological Warfare Program—a host of freeze-dried 
pathogens and highly toxic substances that had been produced either at Delta G 
or RRL—was secretly transferred and thereafter stored in a refrigerator inside a 
fi reproof and bombproof walk-in safe in his own offi ce to military and police per-
sonnel through various channels. The deadly agents were passed on, either to the 
aforementioned persons in innocuous public places like restaurants or to Basson 
himself in the latter’s offi ce at South African Medical Services (SAMS) headquar-
ters in Centurion. The specifi c recipients of these lethal substances and contami-
nated items were operatives of the “death squads,” offi cers who either deployed 
some of them personally or later distributed them to the so-called “hit team” 
members; an ex-psychologist who in 1988 assumed control over Systems Research 
and Development; a bioengineering company set up in part to manufacture special 
“applicators,” i.e., arcane assassination devices such as rings, screwdrivers, walking 
sticks, and umbrellas that had been transformed into weapons by means of the 
addition of poison compartments and injectors or fi ring mechanisms for poisoned 
pellets; and Basson himself. Furthermore, holes were drilled in cans of Game 
orange soda, into which some substance was injected, and then closed by means of 
soldering so that they were no longer visible.

The actual substances included the viruses of Ebola, Congo, and Marburg; lethal 
toxins such as mamba toxin, botulinum, and ricin; bacterial agents such as plague, 
anthrax, brucellosis, salmonellosis, and bottles of cholera bacteria; and a wide 
variety of foodstuffs, beverages, household items, and cigarettes that had been 
contaminated with these biological agents [147]. There can be little doubt that 
several of these materials, items, or devices were subsequently often used to murder 
or sicken opponents of the apartheid regime. If one excludes the hundreds of 
drugged and secretly disposed guerrilla opponents, the total number of victims 
appears to have been in the dozens.

International ties formed as well within that dark context. Dr. Wouter Basson, or 
other Coast personnel, may have transferred dangerous biological warfare materials 
and know-how to elements of a loose international network of right-wing extremists. 
Fears have been expressed that Basson and other Coast scientists were associated 
with an even broader international right-wing network, purportedly known as Die 
Organisasie (The Organization), among whose members are said to be expatriate 
Rhodesians and South Africans who emigrated to other countries both during the 
apartheid era and as the apartheid system was collapsing [148]. Basson also had 
strong bonds with Arabic elements, particularly Iraqi and Libyan.



Connectedly, according to a pair of Federal Bureau of Investigation (FBI) infor-
mants, in the mid-1980s, the American doctor Larry Ford transferred a suitcase 
full of dangerous “kaffi r-killing” pathogens to Surgeon-General Knobel at the Los 
Angeles residence of the South African trade attaché, Gideon Bouwer [149]. It has 
also emerged that at Knobel’s request Ford lectured Coast scientists about the 
contamination of household items with biological agents [150–153]. The whole 
apparatus was dismantled during the 1990s. Still, such a complex state-sponsored 
bioterrorism program, operating both inside South Africa and beyond, all over, has 
not elsewhere been uncovered publicly, yet certainly not an isolated one, world-
wide; the Soviet, and later Russian parallel system did not—and apparently does 
not—lag far behind.

13.4.15.5 USSR and Russia

Two bioterrorism affairs, one momentary—the planned assassination of an oppo-
nent by ricin toxin in London—and the other one lasting for years—the relapsing 
employment of fungal toxins against civilians in South East Asia—were sponsored, 
in effect, by USSR, whereas Bulgaria and North Vietnam were involved as part-
ners, respectively. Not singular (referring to the Soviet apparatus at large), those 
two affairs attracted much attention. Although the latter has been surreptitiously—
yet massively—conducted by the Soviet MOD (details given in Section 13.4.9.3), 
the former was a fi ne product of the KGB.

Various modes of biosabotage have been specifi cally encountered with regard 
to the USSR and Russia, in the book titled Biological Espionage, written by former 
KGB offi cer Alexander Kouzminov who worked for the so-called “Department 12, 
Directorate S (the KGB Operational Technical Support Directorate) [154].” This 
directorate oversees Moscow’s “illegals” (i.e., Russian agents posing as Westerners, 
operating under deep cover). Department 12 (and Department 8) of the KGB were 
tasked with preparing “clandestine acts of biological sabotage against ‘potential 
strike targets’ on the enemy’s territory.” These potential targets include military 
research laboratories, combat units, weapon stockpiles, public drinking water, food 
stores, vaccine repositories, pharmaceutical plants, and the overall economy of the 
target country. These two departments would also assassinate, incapacitate, or 
kidnap foreign offi cials, political enemies, and “important persons” (where “impor-
tant” is determined by the exigencies of war).

Department 12 was referred to in intelligence circles as the “Chamber” or 
“Kamera.” KGB General Viktor Chebrikov, Andropov’s closest subordinate in the 
KGB, was then the Director of this department. The “Chamber” developed, among 
many technical devices and substances various toxins, such as ricin, which is but one 
example. The work of Department 12 “has grown” since the collapse of the Soviet 
Union. Genetic engineering has brought forth new bioterrorism horrors. And these 
are to be unleashed in the event of something called “Day X,” which signifi es, con-
ceptually, the beginning of the next world war—a large-scale war. Soviet military 
thinkers believe that such a war will tentatively involve the mass use of nuclear as 
well as biological weapons, concomitant with multiple bioterrorism operations. The 
KGB thus had its own R&D centers for special toxic matters including bioterrorism 
toxins and pathogens for use in espionage aims and sabotage (so-called “Fleita” 
program). In parallel, aerosol-released bioterrorism weapons were often in the 
possession of Spetsnaz operatives (Soviet military Special Forces).
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Connectedly, the manners of the KGB are well illustrated in detail through the 
Soviet–Bulgarian ricin plot. Georgi Ivanov Markov was born 01.03.1929 in Sofi a, 
Bulgaria and died in London due to induced ricin intoxication. He was executed by 
DS (Durzhavna Sigornost—Bulgarian State Security) in London on 11.09.1978, 
thanks to vital assistance knowingly afforded by the KGB. A totally independent 
journalist, Markov was Bulgaria’s most revered dissident and Bulgarian Commu-
nism’s arch enemy. Bulgarian Communist dictator, Todor Zhivkov, was very well 
informed about Markov’s activities by the DS [155]. In 1977, Zhivkov asked the KGB 
to help him silence Markov. The Russians did not hesitate. Both President Yuri 
Andropov and Vladimir Krutchkov, head of KGB, personally approved and ordered 
General Sergei Golubev (Chief of the Security Service and specialist on “murder”) 
to cooperate with DS. The KGB granted DS access to the resources in the 
“Chamber.”

Golubev received instructions in the KGB headquarter relevant “Chamber,” and 
the next week he fl ew to Sofi a with Ivan Surov. Surov’s job was to transmit the 
Bulgarian Intelligence Service practical know-how in the use of special poisons, 
which could not be traced after the victim’s death. Golubev and Surov discussed 
with the Bulgarian’s intelligence offi cers the various options of killing Markov. 
They worked out one plan to use a poison that could be surreptitiously dissolved 
in tea, coffee, or any liquid that Markov might drink. In 1978, Gen. Golubev 
traveled to Sofi a three or four times to help DS with planning of the secret opera-
tion. Three attempts to assassinate Markov followed. The fi rst attempt was made 
in Munich in the spring of 1978 when Markov was visiting friends and colleagues 
at Radio Free Europe. Someone put a toxin into Markov’s drink at a dinner in his 
honor. The attempt to kill him failed. The second assassination effort occurred on 
the Italian island of Sardinia, where Markov was on vacation with his family. The 
plan also failed for reasons unknown.

Golubev returned to Sofi a to work out a new plan to kill Markov. The KGB 
decided to use a camoufl aged weapon. A folding umbrella was adapted with a fi ring 
mechanism and silencer to shoot a small pellet at close range, one and a half to 
two meters. Golubev requested that the KGB Residency in Washington purchase 
several U.S.-manufactured umbrellas and send them to the Center. The KGB head 
resident in Washington bought several umbrellas and sent them to the KGB, and 
an OTU operational technical unit rebuilt the umbrellas. The “Chamber” then 
adapted the umbrella tip to enable it to shoot the victim with a tiny metal pellet 
containing ricin. Golubev then took the converted umbrellas to Sofi a to instruct 
the assassin on how to use this weapon. The pellet was supposed to penetrate the 
clothing and be lodged in the upper skin layer. Consequently, the fi nal, and 
successful, attempt was staged in London 07.09.1978, on Bulgarian’s Communist 
dictator Todor Zhivkov’s sixty-seventh birthday. Before his assassination, Markov 
received a threatening anonymous phone call: “Not this time,” said anonymous 
caller. “This time you will not become a martyr. You will simply die of natural 
causes. You will be killed by a poison that the West cannot detect nor treat.” The 
tasked ricin toxin did the job, indeed.

On the day of his assassination, Markov worked a double shift at the BBC. After 
fi nishing the early morning shift, he went home for rest and lunch. Returning 
to work by car, he drove to a parking lot on the south side of Waterloo Bridge. It 
was his habit to take a bus across the half-mile Waterloo Bridge to the BBC head-



quarters in the Bush House. After parking his car in a parking lot near the Water-
loo Bridge, Markov climbed the stairs to the bus stop. As he neared the queue of 
people waiting for the bus, he experienced a sudden stinging pain in the back of 
his right thigh. He turned and saw a man bending to pick up a dropped umbrella. 
The man who was facing away from Markov, apologized. The assassin then hailed 
a taxi and departed. Although in pain, Markov boarded the bus to work. But the 
pain continued.

Markov noticed a small blood spot on his jeans. He told colleagues at the BBC 
what happened and showed one friend a pimple-like red swelling on his thigh. By 
evening, he had developed a high fever. He was hospitalized and treated for an 
undetermined form of blood poisoning. His condition fast worsened. He was not 
responding to doctor’s efforts. The next day he went into shock, and after three 
days of agony and delirium, he died on 11.09.1978.

An autopsy was performed at Wandsworth Public Mortuary. The doctors found 
a tiny metal sphere the size of a pinhead in the wound. When they attempted to 
extract the “pin,” a tiny pellet fell on the table. The police took the pellet to the 
Chemical and Microbiological Warfare Establishment at Porton Down, commonly 
called the “Germ Warfare Center.” There, a team of the England’s foremost spe-
cialists in forensic medicine, and, reportedly, Dr. Christopher Green of the CIA 
examined the pellet. The pellet was 1.52 mm in diameter, embedded in his calf, and 
composed of 90% platinum and 10% iridium [156]. They found that two 0.34-mm 
holes had been drilled in the pellet, possibly using a high-technology laser at right 
angles to each other, producing an X-shaped cavity. The holes were empty.

This prevented investigators from establishing the type of substance that had 
been used, but it was suffi cient to determine that Markov had “not died of natural 
causes.” BATS (British Anti-Terrorist Squad), detectives then joined the Scotland 
Yard investigating team. After weeks of research and experimentation, in January 
1979, a Coroner’s Inquest in London Gavin Thurston ruled that Georgi Markov 
had been killed via ricin toxin. Traces of ricin were possibly found later 
thereupon.

But several years later, two former top KGB offi cers, Oleg Gordievsky and Oleg 
Kalugin, publicly admitted Soviet complicity in Markov’s murder by means of ricin 
toxin. The case was dormant until after the arresting of Communist dictator Todor 
Zhivkov and the fall of the Communist government in Bulgaria in 1989. Although 
the DS act about the case Markov is destroyed or has been sent to Moscow, there 
is no doubt that some DS and KGB offi cers know the true about his death.

In 1991, former chief of Bulgarian Foreign Intelligence Vasil Kotsev, who was 
identifi ed as the person in charge of the Markov operation, died in a questionable 
and mysterious automobile accident. A second suspect, General Stoyan Savov, 
preferred to commit suicide on 09.01.1992 rather than face trial also for destroying 
the documents. In 1994 the British Parliament asked Russia to help them fi nd 15 
past KGB agents who might have been involved in or had knowledge of the murder. 
The request remains unanswered. The Markov murder case remains offi cially 
unsolved. No one has been brought to justice for the murder of Markov, although 
prima facie evidence points fairly clearly at the involvement of Soviet and Bulgarian 
elements, chiefl y the KGB.

The Russian KGB offi cially ceased to exist in November 1991, but its successor 
organization, the FSB, is functionally extremely similar to the KGB. Even after 
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many details about the related bioterrorism mechanisms were revealed, during the 
1990s, and although many alterations took place in Russia, this system did not 
substantially change.

13.4.15.6 Iraq

In the past, Iraq conducted bioterrorism in the following cases:

In 1988, the Iraqi army deliberately introduced typhoid bacteria into the water 
supply of the Kurdish city of Sulaimaniyah, bringing about an outbreak [157].

In 1989, outbreaks of cholera were generated as a result of BWA being experi-
mented with on Kurdish populations by Iraq [158].

In 1990, an apparent, severe malaria outbreak that exceptionally occurred in the 
Kurdish Biharka concentration camp in Iraq has been attributed to Iraqi experi-
mental employment of a BWA [159].

Also, Iraq developed and produced afl atoxin (at least 2200 L) as a long-term 
debilitating bioterrorism agent intended to be used against the Kurds. It has there-
upon been noted that:

The discovery (by UNSCOM, during the 1990s) that Iraq was researching afl atoxin, 
not a traditional BW candidate, was a cause for some surprise. It is a carcinogen, the 
effects of which manifest themselves only after many years, and several Western 
experts have rationalized this Iraqi program only in terms of genocidal goals. If afl a-
toxin were used against the Kurds, for instance, it would be impossible defi nitively to 
prove the use of BW once the symptoms emerged. Another possible explanation is 
its potential use as an immune suppressant, making victims more susceptible to other 
agents. However, the afl atoxin declaration may also hide other aspects of Iraq’s BW 
program: according to Iraq’s depositions, the production program never encountered 
any mishap (as other parts of the BW program had) and, to judge from the declared 
time-frame for the total amount produced, production could never have stopped, even 
for cleaning of the equipment. This raises the suspicion that Iraq declared an excessive 
amount of afl atoxin in order to disguise the fact that other, more destructive agents 
had been produced in greater quantities [59].

Being a very potent, although typically slow-acting hepatotoxin and nephrotoxin, 
afl atoxin may have been developed as a BWA by the Iraqis for purposes of long-
term terrorism, or some short-term acute impact of yet unknown nature [5]. Iraq 
was unable to justify the weaponization of afl atoxin from the research data obtained 
from its own experimentation. One bomb that by Iraq’s account should have 
contained afl atoxin instead tested positive for botulinum toxin and negative for 
afl atoxin [160]; this indicated another mode of weaponization. And indeed, there 
is documentary evidence and statements obtained by UNSCOM that Iraq was 
mixing afl atoxin with riot-control gas. They note that it would not be unthinkable 
for a leader who has used chemical weapons on part of his population. “It is a great 
way to keep colonels from becoming generals,” said an UNSCOM inspector famil-
iar with the searches. “Saddam Hussein hasn’t made any weapon that he hasn’t 
used on his own population, with the exception of Scud missiles [60].” Doubtfully, 
the entire, tainted past Iraqi–Kurdish interface has been revealed by him since 
being in prison.



Notably, the Iraqi Intelligence Service provided the BW program with security 
and participated in bioterrorism research, probably for its own purposes, from the 
beginning of Iraq’s BW effort in the early 1970s until the fi nal days of Saddam 
Hussein’s regime. The Iraqi Intelligence Service had a series of laboratories that 
conducted bioterrorism work including research into BW agents for assassination 
purposes until the mid-1990s. The Iraqi Survey Group found that the Iraqi Intelli-
gence service produced ricin and tested it on political prisoners. ISG has not been 
able to establish the scope and nature of the work at these laboratories or determine 
whether any of the work was related to military development of a BW agent [161]. 
But they could certainly suffi ce to sponsor and support the 2001 anthrax letters’ 
sabotage, together with al-Qaeda, as has previously been suggested [80]. All in all, 
the option for bioterrorism operations was persistently maintained by Iraq until its 
collapse in 2003 [162].

13.4.15.7 Iran

According to Eisenstadt, Iran has probably deployed BWs, which it could deliver 
via terrorist saboteurs, aerosol tanks mounted on aircraft or ships, or via missiles 
[163]. Taking care, thus, of the entire spectrum of BWs, Tehran did not ignore their 
importance in the context of terrorist actions; it equipped itself with micro-warfare 
means destined to employ bioterrorism agents by on-spot spraying and by contami-
nating water systems. Iran, as well as Muslim BW possessors like Sudan and Syria, 
can readily be assisted by some Muslim terror organization, in case they want to 
carry out bioterrorism acts through nonresidential saboteurs. More concretely, such 
cooperation between Iran and its terror organization ally—the Hezbollah—has 
been feared.

Other states runing BW programs that may potentially support of sponsor bio-
terrorism acts include, mainly, Syria, North Korea and Cuba.

13.4.16 NONSTATE-SPONSORED BIOTERRORISM

Persisting organizations, temporary communes, or sporadic individuals may initi-
ate and conduct bioterrorism acts, without there being any institutionalized assis-
tance from any country. The following section deals with those three types of 
elements, practically or potentially involved in bioterrorism-related activities. Also, 
it presents in detail prominent episodes of in-effect bioterrorism (further episodes 
are included in Section 13.4.14, 13.4.17 and 13.4.18).

13.4.16.1 al-Qaeda

This terror organization has been, and still is, the most signifi cant one worldwide, 
in terms of bioterrorism, especially that it was involved, most probably, in the Sept. 
2001 anthrax letter attack. In the mid-1990s, while being sheltered in Sudan, its 
head, Osama bin Laden, fi nanced, in part, the construction of BW (and CW) facili-
ties in Sudan. Later on, members of al-Qaeda were apparently trained in Iraq (by 
its intelligence apparatus) for BW (and other nonconventional weapons) employ-
ment. In 1998, relationship with Iraqi intelligence was established, so as to obtain 
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poisons—appatently toxins—and gases training. After the USS Cole bombing in 
2000, two al-Qaeda operatives were sent to Iraq for CBW-related training begin-
ning in Dec. 2000. Iraqi intelligence was “encouraged” after the embassy and USS 
Cole bombings to provide this training [164].

Moreover, in August 2002, reports have emerged that Ansar al-Islam, an al-
Qaeda affi liate active in Iraqi Kurdistan since September 2001 as a militant group, 
has been involved in testing various poisons including ricin [165]. According to an 
ABC News report, the group tested ricin powder as an aerosol on animals such as 
donkeys and chickens, and perhaps even an unwitting human subject. The experi-
ments were ordered and fi nanced by a senior al-Qaeda offi cial, who was providing 
money and guidance from elsewhere in the region.

Also, selected al-Qaeda terrorists were guided as to the methods of cultivating 
germs and preparing toxins to be used as bioterrorism agents and how to convert 
them into weapons, exploiting easily available equipment and materials. Those who 
plotted in the caves of Afghanistan have left behind diagrams of American cities 
and landmarks. Also, manufacturing instructions have been posted on the Internet. 
One of the simulated operations in Kandahar, Afghanistan, was contaminating a 
water main of a European city (apparently London) using equipment that could fi t 
inside a backpack. Several al-Qaeda cells have been trained in Afghanistan, where 
they have learned to use bioterrorism agents, including anthrax, ricin, and botulism 
toxins. Later, after the fall of the Taliban regime, those groups continued their 
experiments in the Pankisi Gorge, on the territory of Georgia, bordering Chechnya 
[166, 167]. Not too far away, in Fallugah, Iraq, an improvised laboratory belonging 
to Iraqi al-Qaeda-directed rebels was revealed in 2004. It was found to contain 
materials for making chemical blood agents, as well as a “cookbook” on how to 
produce a deadly form of anthrax [168]. Two months earlier, notably, the very same 
Abu Musan al-Zarkawi’s derivative group of al-Qaedat (“Tahwid and Jihad”—
“Oneness of God and Holy War”) tried hard to take care of two women known as 
the Iraqi anthrax masterminds. It kidnapped two Americans and a British man, 
threatening to kill them if Iraqi women prisoners were not released. The two Iraqi 
masterly women were not set free, and the three kidnapped men were then killed 
[169].

Another training base was located at Zenica, Bosnia. It is not clear, however, 
whether any experimentation practically included, beyond toxins, in-effect living 
germs. Reportedly, bin Laden’s associates managed to receive anthrax and plague 
biological weapons from former Soviet facilities in Kazakhstan. Records and oper-
ations manuals captured in Afghanistan and elsewhere disclose that bin Laden has 
devoted money and personnel to pursue smallpox, among other biological weapons. 
Furthermore, uncorroborated testimony in a high-profi le Egyptian trial in 1999 
indicated that al-Qaeda had equired Ebola virus and Salmonella germs.

al-Qaeda, and particularly its second in command, Ayman al-Zawahiri, a physi-
cian, had long been eager to acquire biological agents, particularly anthrax, accord-
ing to Khalid Shaikh Mohammed, one of Osama bin Laden’s top lieutenants. Also, 
al-Qaeda agents had inquired about renting crop-dusters to spread pathogens, espe-
cially anthrax. During interrogations with terror suspects in custody, it has come to 
light that the al-Qaeda terror group has been actively seeking weapons-grade 
anthrax [170]. According to an article by Milton Leitenberg, computer hard drives 
and handwritten notes seized at the home where Mohammed was arrested included 



an order to buy anthrax, along with other evidence of an interest in acquiring 
anthrax and other dangerous germs [171]. Until the American invasion of Afghani-
stan, launched after the Sept. 11, 2001 attacks, al-Qaeda’s anthrax program was 
based in Kandahar, Afghanistan, and was led by two men: Riduan Isamuddin, 
known as Hambali, and Yazid Sufaat, a Malaysian member of Jemaah Islamiyah, an 
al-Qaeda-affi liated group. Although Sufaat tried to acquire anthrax, there is no 
evidence that he was able to procure the appropriate strain used for the 2001 attacks 
(Ames strain). This does not mean, yet, that al-Qaeda did not obtain that deadly 
strain through other channels. Hambali had been trying to open a new BW pro-
ject for al-Qaeda in the Far-East, when he was arrested. Reportedly, anthrax 
powder was found, eventually, in March 2006 in a house occupied by the Taliban in 
Afghanistan [172].

A London-based offshoot was engaged in preparing ricin and botulinum toxins. 
In January 2003, British authorities arrested six Arab men that intended to produce 
ricin in their north London apartment, led by Kamel Bourgass, who had been 
trained in al-Qaeda terror camps in Afghanistan and was specially selected for 
instruction in making poisons [173]. Accurate recipes and ingredients for poisons 
including botulinum and ricin (plus cyanide), and the blueprint for a bomb were 
found in the apartment, in addition to castor beans.

Nonetheless, after the 2001 anthrax letter attack (covered bellow in special sub-
chapter) and the U.S. military operations against al-Qaeda in Afghanistan, on many 
occasions repeated bioterrorism warnings emerged, stemming from intelligence 
information and from various announcements made by al-Qaeda. Just as one 
example, six fl ights bound for America, including four from Britain, were cancelled 
after intelligence suggested that al-Qaeda was planning a spectacular attack using a 
hijacked airliner and weapons of mass destruction, particularly BWs [174]. Along-
side with cases of in-effect bioterrorism-oriented activities, like the ricin affair in 
London, various bioterrorism hoaxes that could not be identifi ed may probably be 
attributed to al-Qaeda. At any rate, al-Qaeda certainly wants to use biological 
weapons and widen the scope. The British M15 recently reported, thereby, that 
al-Qaeda operatives are training in germ warfare, and trying to recruit university 
students with access to microbiological laboratories, so as to steal virulent patho-
gens [175].

13.4.16.2 Jemaah Islamiah

A Southeast Asian Islamic militant group affi liated with al-Qaeda, this organiza-
tion does not lag far behind the latter. Connectedly, Dr Rohan Gunaratna, who 
heads the terror unit at Singapore’s Institute of Defence and Strategic Studies, has 
warned Australia of a new, global generation of Islamist terrorists “armed, trained 
fi nanced and ideologicised” to use biological weapons. In declaring that part of this 
new global terror wave would come out of Southeast Asia, he added he found the 
Jemaah Islamiah group had come extremely close to developing bioterrorism-
chemical weapons, recounting an alarming analysis of a Jemaah Islamiah biological-
terror rudimentary training manual that was taken from a Philippines safe house 
in late 2003. His further generalization is notable, saying “It is only a question of 
time that a group that has these intentions will have the capability to develop them. 
We are seeing a new generation of terrorists being trained in the use of biotlogical 
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weapons. We rarely saw this in the 1990s but today we are seeing increasingly this 
kind of training. Groups are being trained to use these agents, though the probabil-
ity of attack is still low [176].”

13.4.16.3 Hezbollah

Former CIA director James Wolsey described the Hezbollah as a potential tool for 
bioterrorism. That threat has been accentuated and is particularly realistic, because 
the Hezbollah is a radical terror organization, directly supported and encouraged 
by Iran, which possesses biological weapons. The evident acquisition and successful 
employment of unmanned drones by the Hezbollah, as well as its access to the 
sources of the Jordan River, may increase a potential bioterrorism threat posed by 
this dangerous organization. In 1998 the Hezbollah attempted to obtain biological 
and chemical weapons through two businessmen situated in Switzerland [177]. 
Elements of Hezbollah and al-Qaeda joined forces to plan a series of attacks 
using toxic substances, apparently chemicals and toxins. Groups of al-Qaeda and 
Hezbollah activists from the Sidon area of Lebanon met in Africa in December 
2002, to set up the needed preparations there or in Sidon [178]. The 2006 confron-
tation between Hezbollah and Israel, demonstrated effective operational capacities 
of the Hezbollah to employ a variety of Iranian rockets and missiles, some of which 
are tipped—in Iran—with biological warheads.

13.4.16.4 Radical Palestinian Terror Organizations

An article appeared on the 13 August 2001 edition of the Lebanon-based Palestin-
ian weekly, Al-Manar, stating that there is “serious thinking” among the Palestin-
ians about obtaining BWs. It says regarding BWs that “obtaining its primary 
components is possible without too much effort, let alone the fact that there are 
hundreds of experts who are capable of handling them and use them as weapons 
of deterrence, thus creating a balance of horror. Anyone who is capable, with com-
plete self-control, of turning his body into shrapnel and scattered organs, is also 
capable of carrying a small device that cannot be traced and throw it in the targeted 
location [179].” It has been pointed out that Palestinian organizations are inclined 
to resort to the acquisition and introduction of nonconventional capabilities—in 
particular biological and chemical—mainly for deterrence purposes. According to 
that source, many Palestinians believe that biological and chemical weapons are a 
legitimate and desirable means in the struggle against Israel [180]. Basically, 
a radical terror organization, like the Hamas, is apt to acquire BWs, although so 
far it is not known to have obtained them, in that case.

Notably, a novel mode of infection with hepatitis B virus has been suggested, 
following penetrating human bone fragments due to the explosion of a Palestinian 
suicide bomber [96]. Connectedly, perhaps, the Tanzim planned to use a suicide-
bomber arrested with explosives bearing AIDS-infected blood, the thinking being 
that anyone who survived would get AIDS. The operation was foiled [181]. Another 
Palestinian body, the al-Aqsa Martyrs’ Brigades (affi liated with the Palestinian 
Fatah political party) sent an announcement in 2006 to the Ramattan News Agency, 
stating: “we are pleased to say that we succeeded in developing some 20 different 



types of biological and chemical weapons, this after a three-year effort”, adding 
that those agents might be employed under certain circumstances [182].

13.4.16.5 Aum Shinrikyo Cult

The Aum Shinrikyo Cult (“religion of supreme truth”), a Japan-based apocalyptic 
religious sect, produced biological agents and tried to use them. The Japanese 
police discovered that the Aum included among its members skilled scientists and 
technicians, including some with training in microbiology, who attempted to gener-
ate weapons using anthrax, cholera, botulinum toxin, Q-fever, and even Ebola virus 
[183]. These accounts also suggest that there were four separate attempts to use 
biological agents, including anthrax once and botulinum toxin three times:

• In April 1990, the Aum Shinrikyo outfi tted an automobile to disseminate 
botulinum toxin through the engine’s exhaust. The car was then driven around 
Japan’s parliament building.

• In early June 1993, the cult attempted to disrupt the planned wedding of Prince 
Naruhito, Japan’ s Crown Prince, by spreading botulinum toxin in downtown 
Tokyo using a specially equipped automobile.

• In late June 1993, the cult attempted to spread anthrax in Tokyo using a sprayer 
system on the roof of an Aum-owned building in eastern Tokyo. The anthrax 
was disseminated for four days.

• On March 15, 1995, the Aum planted in the Tokyo subway three briefcases 
designed to release botulinum toxin. Apparently, the individual responsible 
for fi lling the botulinum toxin had qualms about the planned attack and sub-
stituted a nontoxic substance. The failure of this attack led the cult to use sarin 
in its March 20, 1995 subway attack. A helicopter and two UAVs were 
purchased by the cult and intended to be equiped with sprayers.

Fortunately, the Aum scientists apparently made mistakes in either the way they 
produced or disseminated the agents, and no one became ill or died from the 
attacks.

13.4.16.6 Bhagwan Shri Rajneesh Cult—Typhoid Epidemic

As the summer of 1984 waned, a cult led by the Bhagwan Shri Rajneesh near the 
town of The Dalles, Oregon, used a biological agent to sicken hundreds in an appar-
ent dress rehearsal to sway the outcome of a local election. Three years earlier, the 
Bhagwan brought followers with him from India when he immigrated in 1981. The 
hard-working Rajneeshees were isolationist, with some 150 armed people to keep 
outsiders away from their ranch. When the Bhagwan decided to enlarge his ranch 
and his fl ock, he took over the small town of Antelope, christening the new town 
Rajneesheepuram.

Oregon’s attorney general stated, however, that the municipality was unconsti-
tutional because it did not separate church and state. To outmaneuver the attorney 
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general, the cult’s hierarchy hatched a plan to make the Wasco county residents 
too sick to vote in November 1984, enabling the Rajneeshees to seat their favored 
candidate on the county court. The cult’s nurse was the scientifi c brain behind 
attempts to put a bioterrorism plan into action [184].

Although the cultists considered additional organisms (AIDS and Salmonella 
typhi), the Rajneeshees decided upon Salmonella typhimurium, so as to bring about 
a massive food contamination. The cult bought bactrol disks from a Seattle medical 
supply company under false pretenses. A trio of cult members worked in a labora-
tory equipped with an incubator and freeze dryer to brew what they called a “salsa.” 
Several more Rajneeshees were involved in distributing the agent on various 
occasions. Starting on 29 August 1984, the Rajneeshees began sprinkling their 
S. typhimurium in personal drinking glasses, on doorknobs, and urinal handles; on 
produce at the local supermarket; and on salad bars in 11 restaurants.

Soon, a steady stream of patients was reporting to local physicians and hospitals, 
with symptoms ranging from nausea and diarrhea to headache and fever. In total, 
751 fell ill. Wasco County commissioners and ordinary citizens were among the 
victims. Within 4 days, local health-care providers were able to identify the S. 
typhimurium as the source, but over a year passed before there was confi rmation 
that a single strain caused all of the illnesses and the Centers for Disease Control 
fi led its report. No one died in this test to see whether a ballot box could be fi xed, 
but the Bhagwan reportedly observed that one should not worry if a few perished. 
Law enforcement authorities thought that the Rajneeshees were practicing to 
poison the water system of The Dalles. Cult members had already put dead rodents 
and perhaps raw sewage and salmonella salsa into The Dalles’ water supply.

Several cult members were involved in the planning and execution of the salmo-
nella attacks, but only two of the Baghwan’s chief lieutenants were prosecuted. This 
pair received multiple concurrent 20 year sentences, among other penalties. Accord-
ing to one analyst who studied the Rajneeshees carefully, the cult did not work its 
way up the ladder of violence to bioterrorism. Rather, the Rajneeshees appear to 
have abruptly embarked on their salmonella spree as a means to a specifi c end.

An epidemiologic analysis was then done. Cohort and case-control investiga-
tions were conducted among groups of restaurant patrons and employees to identify 
exposures associated with illness. All 751 persons with Salmonella gastroenteritis 
were associated with eating or working at area restaurants. Most patients were 
identifi ed through passive surveillance; active surveillance was conducted for 
selected groups. A case was defi ned either by clinical criteria or by a stool culture 
yielding S. typhimurium. It has been found that the outbreak occurred in two 
waves, September 9 through 18 and September 19 through October 10. Most cases 
were associated with 10 restaurants, and epidemiologic studies of customers at 4 
restaurants and of employees at all 10 restaurants implicated eating from salad bars 
as the major risk factor for infection. Eight (80%) of 10 affected restaurants com-
pared with only 3 (11%) of the 28 other restaurants in The Dalles operated salad 
bars (relative risk, 7.5; 95% confi dence interval, 2.4–22.7; P < 0.001). The impli-
cated food items on the salad bars differed from one restaurant to another. The 
investigation did not identify any water supply, food item, supplier, or distributor 
common to all affected restaurants, nor were employees exposed to any single 
common source. In some instances, infected employees may have contributed to 
the spread of illness by inadvertently contaminating foods. However, no evidence 



was found linking ill employees to initiation of the outbreak. Errors in food rotation 
and inadequate refrigeration on ice-chilled salad bars may have facilitated growth 
of the S. typhimurium but could not have caused the outbreak. A subsequent 
criminal investigation revealed that members of a religious commune had deliber-
ately contaminated the salad bars. An S. typhimurium strain found in a laboratory
at the commune was indistinguishable from the outbreak strain [184].

Although the above information pertains to organizational or cultist bioterror-
ism, the following episodes represent individual bioterrorism.

13.4.16.7 Shigella Dysenteriae Type 2 Outbreak

Another case of intentional contamination of food with a bacterial pathogen 
occurred in 1996, involving clinical laboratory workers infected with S. dysenteriae
type 2 [185]. S. dysenteriae type 2 is a rare organism, and outbreaks are seldom 
seen in the general population. After consumption of muffi ns and donuts anony-
mously placed in the break room of a Texas laboratory, 12 of 45 laboratory workers 
developed severe, acute diarrheal illness. Rapid onset of symptoms allowed inves-
tigators to retrieve a muffi n sample, later cultured and found to contain S. dysen-
teriae type 2, matching those cultured from infected workers. Laboratory reference 
cultures were found in disarray, and cultures were missing, indicating laboratory 
cultures had been taken, grown, and used to contaminate foodstuffs. All case 
patients reported having eaten muffi ns or doughnuts placed in the staff break room 
on October 29. Isolates from nine case patients were indistinguishable from S. 
dysenteriae type 2 recovered from an uneaten muffi n and from the laboratory’s 
stock strain, a portion of which was missing.

13.4.16.8 Hepatitis A Outbreak

Another instance of apparent intentional contamination of food with hepatitis A 
virus was documented in 1965. Twenty-three cases of hepatitis were reported among 
personnel at a Naval Air Station in 1961 [186]. The course of disease among those 
infected was moderately severe with no deaths. At the time, hepatitis A (infectious 
hepatitis) and hepatitis B (serum hepatitis) diagnoses were made on clinical and 
epidemiological grounds. To determine the cause of the infections, an extensive 
investigation of risk factors was conducted. Dining hall records and food question-
naires identifi ed potato salad as the most likely contaminated food source. Ques-
tioning of the sole salad cook revealed that he had experienced symptoms resembling 
hepatitis, and a background investigation revealed aberrant social behavior. Con-
nectedly, two incidents of inappropriate urination gave investigators a possible 
route of contamination of the potato salad when coupled with the individuals’ 
symptomology.

13.4.16.9 Ascaris Suum Outbreak

The last instance of intentional contamination involved four college students who 
were peculiarly exposed to a massive dose of embryonated Ascaris suum eggs (a 
large ringworm infecting pigs) while attending a Winter Carnival in Canada during 
February 1970. The most likely source of infection was a meal served to the 
students during the Winter Carnival [187].
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More episodes, mostly of secondary importance, are mentioned below in Section 
13.14.4.

13.4.17 THE ANTHRAX LETTERS

A colossal event generated by means of a minute amount of anthrax powder, the 
September 2001 anthrax letter attack, is discussed in detail. The remarkable poten-
tiality of anthrax as a bioterrorism agent in general, and within the context of the 
letter attack in particular, is demonstrated. Resultant short- and long-term impacts 
are accentuated, alongside with the severe inability to point at the provenance of 
the anthrax powder contained in the letters.

The germ Bacillus anthracis is the etiological agent of anthrax, a disease primar-
ily of herbivores, but one that humans occasionally acquire through contact with 
infected animals or with contaminated animal products. The mode of infection 
may be cutaneous, intestinal, or pulmonary. The latter represents, as well, a distinct 
form of employing anthrax germs as an inhalable bioterrorism agent, either sprayed 
(wet aerosol) or powdered (dry aerosol). The effi cacy of the aerosol thus generated 
is shaped by a variety of inherent attributes largely depending on the way the 
aerosol material has thereby been structured. In general, the aerosol material con-
tains anthrax germs spores—a resilient form of life typifying all species of the 
genus Bacillus sp.—plus various, most vital, additives.

Under optimal meteorological conditions, producing 50% fatalities over a one-
square-mile area would require about just 10 g of anthrax spores, in case there is 
no medical intervention, whatsoever [188]. Additional data show the impact of 
anthrax in terms of some 20,000 to 80,000 casualties affl icted by 30 kg of this bio-
logical agent, as compared with 400 to 6000 casualties affl icted by 300 kg of sarin 
nerve gas, and 80,000 casualties affl icted by 20 kiloton of a nuclear weapon [189]. 
Moreover, offi cial U.S. estimates for casualties produced by an airplane, fl ying 
upwind of a city, releasing successfully a cloud of anthrax germs, range from 
100,000 to three million dead. An individual driving a car around a medium-sized 
city spewing anthrax out the tailpipe would cause some 70,000 fatalities, and two 
individuals in two cars in two cities, 140,000 (referring to an unprotected popula-
tion). These are, of course, traditional theoretical estimates; yet they illustrate the 
proportional impact of a biological agent, in this case, anthrax—a noncontagious 
bacterial pathogen. Still, even by 2003, it was held that a little more than two pounds 
of anthrax spores effi ciently spilled into the air over a city the size of New York 
could be expected to kill more than 120,000 people unless state and federal offi cials 
respond much more aggressively than they currently plan to, according to the fi rst 
comprehensive computer model of such a terrorist act [190].

The September 2001 anthrax letter attack marked an outstanding, most signifi -
cant milestone in the course of bioterrorism. It was a quantum leap, scarcely 
expected in practical terms, albeit with a lot of indicative intelligence preceding 
the event. Overall, this bioterrorism campaign has been, operationally, compli-
cated, assuming that the spore powder was produced outside the United States. A 
most comprehensive picture has been presented by the School of Public Health, 
Department of Epidemiology, University of California. It meticulously covers the 
technical, epidemiological, medical, and logistical aspects altogether. Seven letters 



containing anthrax spores were probably mailed, with similar written messages 
from Trenton, NJ. Five letters were sent on September 18 (postal facilities [191, 
192] [probable cross-contamination]), one going to American Media in Boca 
Raton, Florida [193, 194] (not recovered); a second to the New York Post (recov-
ered) [195–197]; a third to Tom Brokaw of NBC News (recovered) [198, 199]; a 
fourth to ABC News (not recovered) [200]; and a fi fth to Dan Rather of CBS News 
(not recovered) [201]. On October 9, two more letters were sent from Trenton, NJ. 
(probably cross-contamination) [202–206] via Brentwood mail processing facility 
[207–210], one to Senator Tom Daschle (recovered), and the other to Senator 
Patrick Leahy (recovered) [211]. Letter(s) cross-contaminated with the Daschle 
and Leahy letters were sent from Trenton, NJ to Wallingford, CT, with at least one 
letter probably going to Oxford, CT [212]. The fi nal anthrax case in the outbreak 
remains a mystery, but possibly arose from contact with the September 18 letters 
or cross-contamination with the October 9 Leahy letter in Trenton, NJ. To do so, 
spores from the Leahy letter would need to have adhered to an envelope of another 
letter destined for the Bronx, New York City [213]. In summary, the 22 cases (one 
was removed by the CDC) that comprised the American Anthrax Outbreak of 
2001 likely had contact with one or more of seven spore-laden envelopes.

Four letters laden with anthrax spores were discovered, all dated by an unknown 
author as “09-11-01,” and all sent from Trenton, NJ. Two letters were postmarked 
September 18, 2001 in Trenton, one of which was sent to the New York Post where 
it was handled by several staff members, and the other to Tom Brokaw of NBC, 
opened September 19–25 but not found until October 12, 2001 in case 2’s fi le 
drawer [198]. The New York Post letter, handled but not opened, was found on 
October 19, 2001. It was dampened before being discovered, turning the spore 
contents into a granular or clumped state.

The second two letters were postmarked on October 9, 2001 and mailed to the 
Washington, D.C. offi ces of Senator Tom Daschle of North Carolina, Majority 
Leader, and Senator Patrick Leahy of Vermont, Chair of the Judiciary Committee. 
Both letters went though Washington, D.C.’s Brentwood mail processing facility, 
which handles all incoming federal government mail. Both letters contained the 
same anthrax strain and were of the same potency.

The Daschle letter was opened in the sixth fl oor offi ce at 9:45 a.m. by an aide 
in the Senator’s Hart Senate Offi ce Building suite on October 15, 2001. It was 
believed to contain about 2 g of powder comprising 200 billion to 2 trillion spores. 
Based on nasal swabs, all 18 persons who were in the area of Daschle’s sixth fl oor 
offi ce tested positive for anthrax exposure, as did 7 of 25 (i.e, 28%) in the area of 
the Senator’s fi fth fl oor offi ce (an open staircase connected the two offi ces).

The Leahy letter never arrived at his offi ce. Instead an optical reader misread 
the handwritten 20510 ZIP code for the Capitol as 20520, which serves the State 
Department. As a result, the letter was routed to the State Department, where it 
arrived on October 15, infecting a State Department postal worker (case 20) [211]. 
Shortly thereafter, all mail was isolated and sealed in plastic bags for a later 
search.

On November 16, 2001, the Leahy letter was found; then after special prepara-
tion, it was opened on December 6 in a laboratory setting. It contained about 1 g 
of anthrax, made fresh no more than 2 years before it was sent. The contents of the 
enclosed letter were identical to the wording of the Daschle letter. The anthrax 
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spores in the Daschle and Leahy envelopes were uniformly between 1 and 3 μm in 
size, and were coated with fi ne particles of frothy silica glass. More investigation is 
underway.

Also processed at the Trenton, NJ postal facility was a small number of letters 
sent to the Southern Connecticut Processing and Distribution Center in Walling-
ford, CT. Here letters arrived on October 11 that had been cross-contaminated 
with anthrax spores from the October 9 Daschle or Leahy envelops. Anthrax 
spores were found on mail-sorting equipment in Wallingford. One letter that went 
through the Wallingford distribution center was found in Seymour, nearby to 
Oxford where case 23 resided. Likely case 23 was infected via a similar cross-
contaminated letter that came in contact with mail in the distribution center in 
Wallingford (not discovered) [212].

Most uncertain is the origin of case 22, although there is a connection between 
case 22’s neighborhood and the Trenton, NJ post offi ce [213]. A printout from the 
post offi ce showed that an unrelated letter went to a shop around the corner from 
case 22’s home. This unrelated letter was processed 2 minutes after the Leahy letter 
and 18 minutes before the Daschle letter. Thus the mail sent to case 22 might also 
have been cross-contaminated with spores from the Leahy or Daschle envelopes. 
Alternatively, case 22 might have had contact with one or more of the unrecovered 
September 18th letters following their disposal in Manhattan, similar to case 19 
and case 21 [196].

But the anthrax letters affair was not limited to the US. The American embassy 
in Vilnius, Lithuania, was likewise concurrently targeted. Also, Three businesses 
in Karachi, Pakistan, were targeted, and received anthrax letters. Anthrax spores 
were found in a letter sent from Europe to a doctor’s surgery in Chile, according 
to Chilean offi cials [214].

For the time being, the culmination of bioterrorism worldwide has been this act 
of distributing mail envelopes containing anthrax spore powder. It refl ected notice-
able supremacy of a simple act of bioterrorism (irrespective of preparing the anthrax 
powder in itself, which was very sophisticated), in several senses:

 a. Uncontrollable preparing of the postal envelopes containing the anthrax 
powder

 b. Uncontrollable, repeated mailings
 c. Undetectable conveying of the mailed envelopes until reaching their various 

destinies
d. Untraceable footprints of the perpetrators
e. Inability to even postulate whether the sabotage was state or nonstate 

sponsored

Despite or, rather, because of those points of supremacy, the leading agencies 
responsible for foreseeing or, at the least, deciphering in retrospect such strikes—
FBI, CIA, DIA, and the like—were after nearly 2 years still reluctant to grant 
public access to an unclassifi ed report on lessons learned from the anthrax letter 
attacks of 2001; the Pentagon has fi nally released a redacted version of the docu-
ment [215]. “The anthrax attacks revealed weaknesses in almost every aspect of 
U.S. bioterrorism-preparedness and response,” the report said. “As simple as these 



attacks were, their impact was far-reaching.” The report, authored by David Heyman 
of the Center for Strategic and International Studies, is based on a day-long forum 
convened by CSIS under contract to the Defense Threat Reduction Agency in 
December 2001.

It provides a detailed and informative but hardly unsuspected inventory of 
shortcomings in emergency preparedness and response. Ironically, the Defense 
Department’s two-year denial of repeated requests for release of the document 
exemplifi es one of the central problems identifi ed in the report: “The failure to 
communicate a clear message to the public was one of the greatest problems 
observed during the anthrax attacks  .  .  .  [including] failure to provide timely and 
accurate information.” The Department’s inability to effi ciently process requests 
for this document suggests that it still has a long way to go to remedy this particular 
failure. The redacted version of the report was fi nally released in response to a 
Freedom of Information Act (FOIA) appeal [215].

Also, the Pentagon did not contend that the withheld portions of the anthrax 
report are classifi ed (exemption 1), even though they are said to concern “vulner-
abilities and capabilities of the US Government to respond to another  .  .  .  attack.” 
Rather, in an expansive interpretation of the law, it said that release of the redacted 
portions would make it possible to “circumvent Department of Defense rules and 
practices.  .  .  .” (exemption 2). See the March 15 transmittal letter from H.J. McIntyre 
of the DoD FOIA Policy Offi ce here: Mike Denny Senior Force Protection Con-
sultant Guardian Group Inter national (GGI) [216].

In the long run, the impact of the anthrax letter attack still prevails in several 
respects:

• Individually, those who survived the infection have not been fully cured.
• Globally, the short-run impact encouraged terror-oriented entities to persis-

tently explore or increase bioterrorism options.
• Practically, numerous consequent hoaxes of bioterrorism threats through 

powder containing post envelopes extremely proved burdensome to wide logis-
tical systems.

• Environmentally, even as of 2005, rooms contaminated in 2001 are repeatedly 
disinfected.

• Publicly, the interface with institutional classifi ed information holders 
sharpened.

• Strategically, the provenance of the anthrax powder has not been deciphered, 
although somewhat traced [217].

Thus, since the anthrax attacks in 2001, work at the nation’s post offi ces has been 
disrupted by more than 20,000 incidents of suspicious powder leaking from enve-
lopes and packages. All but a few have turned out to be nothing more than soap, 
dust, talc, or other nonlethal substances. Sand was the culprit in one incident 
included in wedding invitations for a beach ceremony. Still, the scares have taken 
a toll in nerves, lost time, and money. Postal workers have been instructed, if they 
see something like that to consider it dangerous. The area then is sealed off, and 
local hazardous materials teams and the Postal Inspection Service are called in. 
Leaking suspicious powders that turned out to be harmless include powdered 
Alfredo sauce, ground lentils, pudding mix, and coffee creamer, offi cials said. 
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Other cases have included leaking samples of detergent, sugar, or baking soda 
[218].

In November 2003, a secret cabinet-level “tabletop” exercise, designed to be very 
stressful to the system was thus conducted, which simulated the simultaneous 
release of anthrax in different types of aerosols in several American cities. The 
drill, code named Scarlet Cloud, found that the country was better able to detect 
an anthrax attack than it was 2 years ago, said offi cials knowledgeable about the 
exercise. But they said the exercise also showed that antibiotics in some cities could 
not be distributed and administered quickly enough and that a widespread attack 
could kill thousands; particularly, enormous diffi culties stopping the spread of 
contamination through the country and into Canada were observed [219].

The drill was notable for the top-level attention it drew and the gaps it showed 
in the effort to protect against bioterrorism. About three dozen senior offi cials 
involved in domestic defense, including two cabinet offi cers—the secretary of 
homeland security, and the secretary of transportation—as well as the head of the 
White House’s Homeland Security Council, participated in the exercise at the 
Pentagon’s National Defense University.

Moreover, the contents of the former American Media Inc. building in Boca 
Raton, FL—namely, thousands of boxes—exposed to anthrax in 2001, were set to 
be decontaminated for a second time to ensure all of the pathogen is eliminated, 
given the approval of the Environmental Protection Agency and the Palm Beach 
Country Health Department [220].

Overall, the impact of the anthrax letter attack was colossal. In a sense, the very 
fact that the anthrax letter attack has not been deciphered since 2001 is no less 
meaningful and important than this unprecedented act of bioterrorism itself. In 
contrast to the wealth of empirical data collected and published with respect to the 
specifi c Ames strain of the 2001 anthrax letter attack and the resultant medical 
cases, a relative paucity of information has been brought out regarding the chemical 
and physical properties of the substance contained in the mail envelopes, namely 
the anthrax spore powder. Primarily its provenance has not yet been deciphered. 
This peculiar powder certainly refl ects an outstanding assortment of different dis-
ciplines: micro biological, technological, medical, political, and strategic. Con-
nectedly, it still poses, in parallel, an enigmatic, extremely complex intelligence 
issue that ought to be elucidated, for numerous reasons. Although the anthrax 
germs used for this act of bioterrorism have been fully identifi ed to be indistin-
guishable from the strain Ames—a remarkably virulent strain initially isolated in 
1981 in Texas but later shared with laboratories outside the United States—it is still 
not even known whether the anthrax powder contained in the envelopes has been 
structured in the United States or elsewhere [221]. Various indications point at 
Al-Qaeda together with Iraq as being the perpetrators [80].

Overall, dozens of buildings were contaminated with anthrax as a result of the 
fi ve mailings, which contained, altogether, about 18 gr. of the sabotage spore powder. 
The decontamination of the Brentwood postal facility took 26 months (and cost 
US$130 million). The Hamilton, NJ postal facility remained closed for 41 months 
(its cleanup cost US$65 million). The Environmental Protection Agency spent 
US$41.7 million to clean up government buildings in Washington, D.C. [222]. One 
FBI document said the total damage exceeded US$1 billion [223].



13.4.18 THE RICIN COURSE

Various traits making ricin the toxin of choice for bioterrorism purposes are dis-
cussed. The actual outcome of that appeal, as shown, has for long been relapsing 
episodes involving ricin, worldwide. Clear tendency emerges of al-Qaeda and 
affi liated groups, at the least, to persist in deploying ricin, and is doubtfully 
controllable.

Ricin molecules contain a heterodimeric type 2 ribosome-inactivating enzyme 
(32 kDa), also known as the A chain. It is a very potent cytotoxic RNA N-glycosi-
dase that inactivates eukaryotic ribosomes. It is linked by a disulfi de bond to the 
galactose/N-acetylgalactosamine-binding lectin (34 kDa), also called the B chain. 
Weakness, fever, cough and pulmonary edema occur 18–24 hours after inhalation 
exposure, followed by severe respiratory distress and death from hypoxemia in 
36–72 hours. Direct administration into the blood system brings about a similar 
picture, whereas food poisoning is basically slower, certainly dose-dependent 
[224].

This protein plant toxin may be regarded, foremost, as the prime toxin for bio-
terrorism, owing to the integral formed by several different characteristics, 
altogether:

 a. High toxicity
 b. Atypical symptomatology
 c. Effective contraction through respiratory and alimentary tract
 d. Effectual administration through blood stream
 e. Availability of the raw material (castor beans)
 f. Typical dual usability of the raw material
 g. Easiness of manufacturing

Ricin’s properties have been known since ancient times, and it has a long history 
of accidental and intentional intoxication [225]. Ricin was studied as a possible 
weapon in World War I, and the United States, Canada, and the United Kingdom 
developed it as a fi eld weapon during World War II, also known as Agent W [226]. 
The World War II effort led to refi ned ricin in a crystalline form, although it was 
the amorphous form that was used in high-explosive bombs and shells and in more 
specialized delivery systems, such as plastic containers and cluster bombs. Attain-
ing effective particle sizes with ricin powder is diffi cult, and use of the material in 
water or suspended in glycerol or carbon tetrachloride is more effective [227]. The 
agent is diffi cult to detect. It is fairly stable in clear, dry weather, persisting in 
the soil or environment for up to 3 days [228].

But the perfect usability of ricin-oriented for sabotage acts, in parallel, has not 
at all been ignored. The course of ricin oriented sabotage began long before 1978; 
yet its in-effect emergence took place in that year. It was the successful ricin-based 
assassination of the Bulgarian anticommunist reporter Georgi Markov that then 
occurred in London (full details given above). Two years later, an assassination of 
CIA agent Boris Korczak occurred in McLean, Virginia, Tyson’s Corner, ricin 
being used as weapon, possibly repeatedly in umbrella confi guration [76].
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The attractiveness of ricin did not diminish because it found new grounds in the 
United States. In 1983, the FBI obtained one ounce of ricin oriented in a 35-mm 
fi lm canister from an individual in Springfi eld, Massachusetts, who had manu-
factured it himself. This is believed to be one of several confi scations of ricin [76]. 
In 1993, an Arkansas man with survivalist group connections attempted to smug-
gle 130 g of ricin from Alaska into Canada to use as a weapon [164]. Later, in 1995 
two members of the Minnesota Patriots Council were convicted of conspiracy to 
assassinate a deputy U.S. Marshal and International Revenue Service agents by 
ricin [127].

Syria and Iran acquired ricin as a weapon during the 1990s. Also, the Iraqi 
Survey Group concluded that the Iraqi Intelligence Service produced ricin contem-
porarily, and tested it on political prisoners. The toxin subsequently became an 
agent of increasing interest within some Muslim terrorist organizations. Thus, in 
August 2001, the FSB (Russian Federal Security Service) claimed it had inter-
cepted a recorded conversation between two Chechen fi eld commanders about 
instructions on the “homemade production of poison” for use against Russian sol-
diers. Russian authorities reportedly then seized materials, including confi scated 
papers also containing instructions on how to produce ricin from castor beans. The 
Russian response did not take place too late, employing the lethal castor molecule. 
In March 2002 the FSB apparently continued its long tradition of poisoning, while 
killing Chechen rebel Amir Khattab, by sending him a letter impregnated with 
ricin [229].

al-Qaeda got into action. Traces of ricin and instructions on its use were dis-
covered in 2002 in an al-Qaeda house in Afghanistan [230]. The head of an al-
Qaeda affi liate network, Abu Massab al-Zarqawi, was trained in the use of ricin 
in Afghanistan before he relocated to Iraq in 2002. It was regarded to be an ideal 
bioterrorism weapon for terrorists. An al-Qaeda suspect arrested in Italy before 
the 2003 Iraq War told his interrogators that members of the al-Zarqawi network 
had purchased toxins from Iraq [231]. Ricin, botulinum, and gas-gangrene toxins 
were the main toxins possessed by Iraq.

And, indeed, in August 2002 reports have emerged that Ansar al-Islam, an 
al-Qaeda affi liate active in Iraqi, has been involved in testing poisons and chemicals 
including ricin. The toxin powder has been tested as an aerosol on animals such as 
donkeys and chickens, perhaps even on an unwitting human subject.

The outcome has fi rst surfaced in London, marking the ricin route from Asia 
onto Europe: London, 5 January 2003. British authorities arrested six men sus-
pected of producing ricin in their north London apartment. All six, including two 
teenaged asylum seekers and four individuals in their twenties and thirties, are 
believed to be Arabs from Algeria or other North African countries. On 8 January, 
a seventh man, age 33, was also arrested in connection with the case [232]. The 
next day sources in Whitehall indicated that at least one of these seven men had 
attended an al-Qaeda training camp in Afghanistan, whereas others appear to have 
received terrorist training in Chechnya and the Pankisi Gorge region of the Newly 
Independent State of Georgia [233–235].

In the apartment where the six original arrestees resided, the authorities found 
several castor oil beans and equipment that could be used to process those beans. 
The toxin has not been detected. Five other locales were sub sequently searched in 
conjunction with this incident, and on 13 January, Scotland Yard offi cials arrested 



fi ve more men and a woman in Bournemouth. One day later, another Islamist who 
was being arrested by Manchester police attacked them with a knife, killing one 
offi cer and wounding four others [236]. British antiterrorist investigators soon 
identifi ed this same 27-year-old Algerian, “Kamel Bourgass” (also known as Nadir 
Habra), as “a very senior player” in the network thought to be behind the ricin plot 
[237].

These events occurred after a series of arrests of other Islamist radicals in Rome, 
Paris, and London. Because some of these individuals, particularly those in the 
Rome case, were allegedly planning to carry out terrorist attacks using poisons, 
the most recent incident in London raised several potentially worrisome questions 
[238]. One is whether the arrestees actually intended to employ the deadly toxin 
as an assassination or mass casualty weapon. A second is whether they were linked 
to components of the al-Qaeda network, such as the Groupe Salafi ste pour la 
Predication et le Combat (GSPC: Salafi st Group for Preaching and Fighting—see 
footnote) in Algeria, or were instead affi liated with some other Islamist terrorist 
organization such as the Algerian Groupe Islamique Armée (GIA: Armed Islamic 
Group). A third is whether certain states that have previously produced and tested 
ricin as a potential weapon played any role at all in transmitting their technical 
expertise or unused stocks of ricin to violent anti-Western Islamist groups. Iran, 
Syria, and Iraq (until occupied, if not later) are known to possess ricin.

Still in Europe, ricin was then discovered in Paris, two months later. Traces of 
the toxin have been found at a railway station in Paris, according to the French 
interior ministry. Two vials of the potentially deadly substance were found inside 
a locker at the Gare de Lyon, according to ministry offi cials. The locker contained 
two vials with a powder, a bottle fi lled with a liquid and two smaller bottles also 
containing a liquid. The two smaller bottles contained traces of ricin in a mixture 
that turned out to be a highly toxic [218].

The United States was repeatedly the next station of the ricin course, chronologi-
cally, although apparently involving but domestic American perpetrators questing 
to achieve infl uence. In October 2003, a metallic container was discovered at a 
Greenville, SC postal facility with ricin in it. The small container was in an enve-
lope along with a threatening note. Authorities did not believe this was a terrorism-
related incident. The note expressed anger against regulations overseeing the 
trucking industry. But one month later, the target was the White House.

The U.S. Secret Service intercepted a letter addressed to the White House in 
November 2003 that contained sparkled ricin powder, but it never revealed the 
incident publicly and delayed telling the FBI and other agencies; the affair was 
disclosed in February 2004. It was addressed to the U.S. Department of Transpor-
tation. The letter—signed by “Fallen Angel” and containing complaints about 
trucking regulations—was nearly identical to one discovered in October 2003 at a 
Greenville, SC, mail-sorting facility. But the existence of a similar letter sent to the 
White House was not disclosed until yesterday, and then only by law enforcement 
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offi cials who asked not to be identifi ed by name. Until then, the whole thing was 
absolutely kept under wraps on a national security basis.

Although seemingly—at the least—purely domestic, Secret Service spokes-
woman declined to comment on details of the case or why it was kept secret, citing 
the ongoing investigation. He also declined to comment as to whether workers at the 
mail facility were tested or underwent decontamination procedures, and said the 
facility’s location was kept secret for security reasons. Offi cials have previously 
noted that one mail facility used by the White House is located at Bolling Air Force 
Base. The letter is believed to have been sent from the Chattanooga area as it passed 
through a mail facility there [240]. The subsequent and last link in the United States, 
for now, has been a ricin-containing postal enveloped mailed in Feb. 2004 to the U.S. 
Senate offi ce of the Majority Leader. Federal investigators have examined about 
20,000 pieces of mail in hopes of fi nding the source of the ricin discovered on Capitol 
Hill, but so far they have turned up nothing to lead them to a suspect in the case 
[241].

One month later, possibly by sheer coincidence, FBI agents searching Miron 
Tereshchuk’s home in March 2004 found fi recrackers, chemicals, recipes for ricin, 
and a postcard with the message “Here is your poison—enjoy,” according to docu-
ments fi led in the Virginia court. Back to Iraq, the same month, the U.S. Army 
staged raids in Baghdad, uncovering evidence of an attempt to produce ricin, so as 
to put some in mortar rounds [242]. And again, in the United States, in November 
2005, plans for producing ricin, along with bomb materials and diagrams were 
found in the home of Sergio Maldonado, a 20-year-old man known as a criminal 
[243].

In a markedly similar event (June 2006), a jar containing ricin derived form 
castor beans, along with ricin residue in a bowl, gun silencers, pipe bombs and 
bomb-making materials, were found in a shed in Nashville, Tennessee [244].

Most probably, the ricin course did not reach an endpoint.

13.4.19 THE SMALLPOX COMPLEX

The unique properties and particular importance of smallpox virus are discussed, 
both as a bioterrorism threat and as a major biohazard in general. It appears to 
pose, potentially, a colossal menace, which ought to be intensely coped with. The 
issues of renewed vaccination and ongoing research are then addressed, showing 
the complexity related to that singular pathogen.

The virus causing smallpox appears to be, objectively, the most devastating 
pathogen ever faced—as far as known—by humanity. Presumably, many billions 
of people lost their life due to smallpox during human history (an estimated 300-
million people worldwide in the twentieth century alone). The virus has been 
effectively used for bioterrorism purposes (details given above). It has successfully 
been eradicated worldwide, primarily thanks to the fact that it is infective toward 
man only, hence not having the capacity to endure within any other creature. This 
plainly means that the absence of this pathogen from human populations signifi es 
for its fi nal elimination, except for persisting in the frozen state in laboratories or, 
perhaps, in nature. Moreover, the lacking of alternative hosts, apart from man, 
considerably restricts—both quantitatively and qualitatively—the overall gene pool 



of this virus and, therefore, its ability to markedly evolve and give rise to novel 
variants capable of evading human herd immunity, which has extremely been forti-
fi ed in the past by mass inoculations. Resultantly, the magnitude of susceptible 
unvaccinated segments of human populations was, at the time, too small to sustain 
the virus. Consequently, the virus vanished.

Furthermore, the genetic distance between Variola major, the virus that gener-
ates smallpox, and the monkey-pox virus, which is sometimes regarded as a possible 
future reproducer of a new variant of human pox, is still appreciable. But the 
genetic distance from certain viral strains held in some laboratories over the world 
is zero. And, at the same time, human herd immunity against smallpox is steadily 
diminishing, since inoculations were stopped (around 1980). The temporal equa-
tion thus formed seems to be formidable. Moreover, the sound, natural equilibrium 
between the spatial distribution of immunized and nonimmunized segments of 
human populations worldwide has substantially been impaired as a result of vacci-
nations, particularly since the elimination of the virus (as a natural selection factor) 
from the wild. Objectively, favoring for a moment an authentic natural perspective, 
this seems to be, then, a sort of anomaly. Such circumstances may immensely 
increase the vulnerability of mankind to the impact of an act of bioterrorism involv-
ing the smallpox virus.

If not held in some laboratories until now, it would apparently be, then, a non-
revivable creature. But in actuality, things are different. The story begins in that 
there are no clear data as to the overall local attempts to isolate—and, hence, pre-
serve—the virus during the occurrences of natural smallpox epidemics over many 
countries worldwide throughout the twentieth century, until the last 1972 epidemic. 
Still, even if assuming the total and complete destruction of this virus worldwide, 
it is apt to be recreated, based on the knowledge attained on its full genome.

Smallpox (also known by the Latin names Variola or Variola vera) is a highly 
contagious disease unique to humans. The causative virus has two variants called 
Variola major and Variola minor. V. major is the more deadly form, with a typical 
mortality of 20–40% of those infected. The other type, V. minor, only kills 1% of 
its victims. Many survivors are left blind in one or both eyes from corneal ulcer-
ations, and persistent skin scarring—pockmarks—is nearly universal. Smallpox 
was responsible for an estimated 300–500 million deaths in the twentieth century. 
In 1967, for instance, still prevailing worldwide in spite of massive inoculations, the 
WHO estimated that 15 million people contracted the disease and that 2 million 
died in that year [245].

Transmission is by droplets, and infection in the natural disease will be via the 
lungs. The incubation period for obvious disease is around 12 days. In the initial 
growth phase, the virus seems to move from cell to cell, but around the twelfth day, 
lysis of many infected cells occurs and the virus will be found in the bloodstream 
in large numbers. The initial or prodromal symptoms are essentially similar to 
other viral diseases such as infl uenza and the common cold—fevers, muscle pain, 
stomach aches, etc. The digestive tract is commonly involved, leading to vomiting. 
Most cases will be prostrated.

The smallpox virus preferentially attacks skin cells, and by days 14–15, smallpox 
infection becomes obvious. The attack on skin cells causes the characteristic 
pimples associated with the disease. The pimples tend to erupt fi rst in the mouth, 
then the arms and the hands, and later the rest of the body. At that point, the 
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pimples, called macules, should still be fairly small. At this stage, the victim is most 
contagious.

By days 15–16 the condition worsens; at this point, the disease can take two 
vastly different courses. The fi rst form is of classic ordinary smallpox, in which the 
pimples grow into pauples, and then fi ll up with pus (turning them into pustules). 
Ordinary smallpox generally takes one of two basic courses. In discrete ordinary 
smallpox, the pustules stand out on the skin separately—there is a greater chance 
of surviving this form. In confl uent ordinary smallpox, the blisters merge together 
into sheets that begin to detach the outer layers of skin from the underlying 
fl esh—this form is usually fatal. If a victim of ordinary smallpox survives for the 
course of the disease, the pustules will defl ate in time (the duration is variable), 
and will start to dry up, usually beginning on day 28. Eventually the pustules will 
completely dry and start to fl ake off. Once all of the pustules fl ake off, the patient 
is considered cured.

In the other form of smallpox, known as hemorrhagic smallpox, an entirely dif-
ferent set of symptoms starts to develop. The skin does not blister, but it remains 
smooth. Instead, bleeding will occur under the skin, making the skin look charred 
and black (this is known as black pox). The eyes will also hemorrhage, making the 
whites of the eyes turn deep red (and, if the victim lives long enough, eventually 
black). At the same time, bleeding begins in the organs. Death may occur from 
bleeding (fatal loss of blood or by other causes such as brain hemorrhage), or from 
loss of fl uid. The entry of other infectious organisms, because the skin and the intes-
tine are no longer a barrier, can also lead to multiorgan failure. This form of small-
pox occurs in anywhere from 3% to 25% of fatal cases (depending on the virulence 
of the smallpox strain).

Edward Jenner developed a smallpox vaccine by using cowpox fl uid (hence the 
name vaccination, from the Latin vacca, cow); his fi rst inoculation occurred on 
May 14, 1796. After independent confi rmation, this practice of vaccination against 
smallpox spread quickly in Europe. The fi rst smallpox vaccination in North America 
occurred on June 2, 1800. National laws requiring vaccination began appearing as 
early as 1805 [245]. The cowpox virus is still the immunogenic tool, dismissing, 
fortunately, the need to use the smallpox virus itself for vaccine preparation, as is 
the case with many pathogens. Compulsory vaccinations were increased, and the 
virus has been wiped out globally.

The last case of wild smallpox occurred on September 11, 1977. One last victim 
was claimed by the disease in the United Kingdom in September 1978, when Janet 
Parker, a medical photographer in the University of Birmingham Medical School, 
contracted the disease and died, and the Professor responsible for the unit killed 
himself. A research project on smallpox was being conducted in the building at the 
time, although the exact route by which Ms. Parker became infected has never been 
fully elucidated.

After successful vaccination campaigns, the WHO in 1979 declared the eradica-
tion of smallpox, although cultures of the virus were kept by the Centers for 
Disease Control and Prevention (CDC) in the United States and at the Vector 
Institute in Koltsovo, Novosibirsk in Siberia, Russia, where a regiment of troops 
guard it. Under such tight control, smallpox would, it was thought, never be let out 
again. All other known stocks of smallpox were ostensibly destroyed. Smallpox 
vaccination was discontinued in most countries in the late 1970s; the risks of 
vaccination include death (∼1 per million), among other serious side effects.



Nonetheless, after the 2001 anthrax attacks took place in the United States, 
concerns about smallpox have resurfaced as a possible agent for bioterrorism. As 
a result, there has been increased concern about the availability of vaccine stocks. 
Moreover, President George W. Bush has ordered all American military personnel 
to be vaccinated against smallpox and has implemented a voluntary program for 
vaccinating emergency medical personnel. Vaccination is seriously being reconsid-
ered over many countries. It is also feared that additional stocks of the virus may 
exist in research collections, the product of the accumulatory nature of microbiolo-
gists. Additional collections of the virus almost certainly exist as the result of 
certain military and biologicol warfare programs, particularly in Russia. Iran, 
Syria, Israel, China, North Korea, and Cuba have been mentioned as current pos-
sessors, as well. The possibility that the virus is currently being held by a terrorist 
organization has not been excluded.

In light of those circumstances, and considering the extremely undesirable pos-
session of this virus by various countries—hence its expected migration to terror 
elements, as well—the fi nal and complete destruction of virus stocks held any-
where, and particularly in the CDC and Vector, was ordered in 1993, 1994, 1995, 
and 1996, but they have not yet been destroyed in those two facilities. Yet the con-
tinuation of this actuality has been approved. The World Health Assembly has 
passed resolutions (WHA52.10) (WHA 55.15) authorizing temporary retention of 
the existing stocks of variola virus for the purpose of further essential research 
[246].

The program of research is overseen by the WHO Advisory Committee on 
Variola Virus Research, composed of members from all WHO regions and advised 
by some 10 scientifi c academic experts from such areas as public health, fundamen-
tal applied research, and regulatory agencies. Current reports are submitted to the 
World Health Assembly and are worth detailing due to the uniqueness of the topic 
at large, as follows.

Articles summarizing recent research overseen by the WHO Advisory 
Committee on Variola Virus Research

• Exploring the potential of variola virus infection of cynomolgus macaques as 
a model for human smallpox [pdf 564 kb] [247]

• The host response to smallpox: Analysis of the gene expression program in 
peripheral blood cells in a nonhuman primate model [pdf 897 kb] [248]

Abstracts summarizing recent research overseen by the WHO Advisory Commit-
tee on Variola Virus Research—2004

• Diagnostic Development at the CDC: Update 2004
• Inferring the Phylogeny of Variola from Genomic SNPs Analysis
• Variola Morphogenesis effected by an erb-B Tyrosine Kinase Inhibitor: Pos-

sible therapeutic functions
• The WHO Collaborating Center for Smallpox and other Poxviruses at the 

Centers for Disease Control and Prevention Atlanta: 2004 report on the variola 
repository [249]
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Abstracts summarizing recent research overseen by the WHO Advisory 
Committee on Variola Virus Research—2003

• Analysis of Nucleotide Sequences of Individual Orthopoxvirus Genes
• Comparative restriction analysis of genomic DNAs of the variola virus strains 

from the Russian collection
• Human Combinatorial Antibodies against Orthopoxviruses
• Update on variola and orthopoxvirus diagnostic development and use
• Update on search for antivirals against human-pathogenic orthopoxviruses
• Viability estimation of variola virus isolates from the Russian collection 

[250]

Abstracts summarizing recent research overseen by the WHO Advisory 
Committee on Variola Virus Research—2002

• Capillary-electrophoresis restriction fragement length polymorphism. A new 
method for poxvirus fi ngerprinting [251]

• Cidofovir Treatment of Variola (Smallpox) in the Hemorrhagic Smallpox 
Primate Model and the IV Monkeypox Primate Model [252]

• Genome-wide analysis of the host response to variola infection [253, 254]
• Lethal infection of primates with variola virus as a model for human smallpox 

[255]
• New PCR assays for identifi cation of smallpox virus [232]
• Variola virus genomics [256]

So far, so reasonable, perhaps. But a dangerous shift might have taken place. 
American scientists are now awaiting World Health Assembly approval to begin 
experiments to genetically modify the smallpox virus. Researchers have already 
been given the go-ahead by a technical committee (WHO Advisory Committee on 
Variola Virus Research), which accepts the argument that the research could bring 
new vaccines and treatments for smallpox closer. Still, in the debate during the full 
assembly of the WHO, whose representatives from 192 member states met from 16 
to 25 May 2005, WHO said it will ensure that any research will only be conducted 
after detailed proposals have been thoroughly examined on a case-by-case basis 
by the Advisory Committee, paying particular attention to biosafety and bio-
security issues [257].

Some 200 tons of smallpox virus have been produced by the USSR as a weapon 
and inherited by Russia. Their fate is unclear. However, details of the development 
of smallpox as a weapon by the Soviets became available. A report was elicited 
from General Prof. Peter Burgasov, former Chief Sanitary Physician of the Soviet 
Army and a senior researcher within the BWP. Admitting that development of BW 
by the Soviets did take place, in the form of live fi eld tests, he described a “smallpox 
incident” that happened in the 1970s, and was then hashed up: “On Vozrazhdenie 
Island in the Aral Sea, the strongest recipes of smallpox were tested. Suddenly I 
was informed that there were mysterious cases of mortalities in Aralsk. A research 
ship of the Aral fl eet came 15 km away from the island (it was forbidden to come 



any closer than 40 km). The lab technician of this ship took samples of plankton 
twice a day from the top deck. The smallpox formulation—400 gr. of which was 
exploded on the island—‘got her’ and she became infected. After returning home 
to Aralsk, she infected several people including children. All of them died. I sus-
pected the reason for this and called the Chief of General Staff of Ministry of 
Defense and requested to forbid the stop of the Alma-Ata—Moscow train in 
Aralsk. As a result, the epidemic around the country was prevented. I called 
Andropov, who at that time was Chief of KGB, and informed him of the exclusive 
recipe of smallpox obtained on Vozrazhdenie Island” [258].

Actually, it was a new lethal strain of smallpox that traveled far and away from 
the island-based BW testing facility in the Aral Sea, to infect people downwind on 
a ship. Most of the adults exposed to the strain contracted smallpox despite being 
immunized. Promptly, remarkably extensive countermeasures, including vaccina-
tion, disinfection, and quarantining were conducted [259].

In March 2003, smallpox scabs were found tucked inside an envelope in a book 
on Civil War medicine in Santa Fe, New Mexico [260]. The envelope was labeled 
as containing the scabs and listed the names of the patients that were vaccinated 
with them. Assuming the contents could be dangerous, the librarian who found 
them did not open the envelope. This was fortunate, as unlike bacteria (with the 
exception of those that produce spores), viruses can theoretically survive for many 
years. The scabs ended up with employees from the National Center for Disease 
Control, who responded quickly once in-formed of the discovery. The discovery 
raised concerns that smallpox DNA could be extracted from these and other scabs 
and used for a bioterrorism attack.

Nevertheless, the chances of successfully doing that seem to be slim, for now. 
Notably, Ramses V, who lived some 3000 years ago, is the earliest known victim of 
smallpox, based on an analysis of his mummy [261]. Many virus-like particles were 
revealed by electron microscopy and identifi ed serologically as smallpox virus in a 
400-year-old mummy from Italy. The antigenic structure of the particles was well 
preserved [262]. The virions in the mummy’s skin had lost their viability. Viral 
antigen was not be detected by EIA or RPHA, and its DNA was not detected by 
molecular hybridization [263]. Attempts to recover the virus from the frozen bodies 
of persons who died of smallpox continue in Arctic sites in Siberia [264], and in 
Canada [265].

The Variola major virus is very stable and survives in exudates from patients for 
many months. The virus is unlikely to survive in dried crusts for more than a year 
[266]. Yet, it can be preserved in sealed ampules at 4°C for many years, and indefi -
nitely by freeze-drying. This leads to the presumption that the virus still may be 
preserved alive within bodies of victims buried in permafrost. Much more feasible, 
however, the practical employment of smallpox virus for bioterrorism purposes is 
remarkably worrisome and reckoned to be a prime threat.

The current, perpetual phase along the smallpox virus course is facilitated, in 
effect, by an informal Russian–American status quo, one that has virtually been 
established lately, acknowledging the nontermination of BWs, for the time being. 
In a sense, the cardinal, unsolved issue of the smallpox virus constitutes an illustra-
tive refl ection of that much broader, not as yet untied, tangle. Sheltered by seem-
ingly acceptable justifi cations of essential ongoing research into the most dreadful 
pathogen of mankind is thus still being kept in Russia, the United States, and most 
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likely, some other places. It perfectly symbolizes the bivalent potential of further, 
extremely ominous pathogens held, militarily, by Russia and additional states. In 
Russia, it is retained, probably, as a stockpiled weapon, alongside with an arsenal 
of various pathogens and toxins. The argument that full acquaintances with patho-
gens reckoned as BWA—and, likewise, with their aggressive attributes, in terms of 
bioterrorism threats—are necessary for achieving effective protection, is a very 
reasonable one, and may hardly be debated. It is therefore, objectively, a salient 
dual-purpose factor; particularly as engineered pathogens and bioterrorism 
menaces are becoming common. Concurrently, and perhaps genuinely, this attitude 
is applied within the U.S. Army as defensively oriented “bioprofi ling” [202]. At 
any rate, the U.S. Army Medical Research Institute of Infectious Diseases, at Fort 
Detrick, has accumulated “credible evidence” that several terrorist groups and 
nations have obtained, or are trying to obtain, clandestine stocks of smallpox and 
are actively trying to produce weaponized armaments based on the virus [267].

Connectedly, an international exercise in dealing with a series of international 
terrorist attacks involving smallpox virus has shown that the impact would be cata-
strophic for almost the entire world, and that the lives of millions of people could 
be lost. This outcome of the “Atlantic Storm” session seems all the more alarming 
given all the measures taken to combat bioterrorism since the 2001 anthrax letters 
attacks [268]. The fi ctitious scenario of “Atlantic Storm” centered on a wave of 
attacks with the smallpox virus. The exercise was held at a hotel in Washington, 
D.C., with some 150 observers present to see how 11 former government offi cials 
and leaders of inter-governmental organizations, all with the necessary experience, 
would deal with such a calamity.

13.4.20 AGROTERRORISM

The essence and characteristics of agricultural terrorism (agroterrorism) are pre-
sented. Reference is here made to infective agents only, meaning pathogens of farm 
animals and cultivars. Mention is not made here of bioterrorism warfare agents 
common to man and animals, such as anthrax (those are discussed above). Accord-
ingly, various episodes of agroterrorism that took place since WWII are reveiwed.

Agroterrorism is the deliberate introduction of pathogens or chemicals (toxic/
radioactive), either against livestock or crops, for the purpose of causing economic 
losses, undermining stability and/or generating fear. The direct impacts are 
economical, logistical, and demographical (up to hunger). Agroterrorism may be 
conducted in the form of state-sponsored or nonstate-sponsored acts. The out-
comes show in the form of epizootics (animal epidemics) or epiphytotics (plant 
epidemics).

The United States, the USSR, Germany, Iraq, and Iran. foremost, are known to 
have had programs that included potential agroterrorism pathogens (in Russia and 
Iran, at least, this inheritance presently persists), as follows:

United States: The viruses causing fowl plague (epizootic avian infl uenza), rin-
derpest (cattle plague), hog cholera (swine contagion), and Newcastle disease 
(poultry contagion), plus late blight of potato fungus, were explored by the 
United States as candidates for agroterrorism. Weaponized have been the 



fungal causative agents of wheat rust and rice blast [269], making the former, 
explored ones, of no less importance. A wealth of British scientifi c experience 
has thereupon been exploited by the US. One salient fi nding has been in that 
3 g of the rice blast fungi per hectare could infect between 50% and 90% of 
the crops exposed [270]. Other fungal agents evaluated—in that case against 
drug crops, mainly poppy and coca fi elds—were Fusarium oxysporum and 
Pleospora papaveracea.

Germany: Explored: foot and mouth disease, potato beetle, potato stalk rot, 
potato tuber decay, wheat fungus, turnip weevils and antler moths.

USSR: Explored: African swine fever virus, rinderpest virus, and the fungi 
casing wheat stem rust and rice blast [271]. An uncertain part of those patho-
gens have been weaponized, plus, apparently, cow pox and sheep pox viruses 
[272].

Iraq: Explored: sheep pox, goat pox, camel pox, and foot-and-mouth disease 
viruses; wheat smut and cereal rust fungi. Weaponization of the fungus 
causing weat smut has been evidenced [30].

Iran: Rinderpest and foot-and-mouth disease viruses, as well as crop fungal 
pathogens apparently have been explored and possibly weaponized [273].

Those lists exhibit, basically, the severity of agroterrorism, although principally the 
spectrum of potential agents is much broader. Thus, mention should be made, in 
addition, of some further examples. For instance, a 2005 GAO report accentuates 
the special signifi cance of Asian soybean rust [274]. In an experts meeting “Bio-
systems and Bioterrorism: Can Arthropods Be Used as Agents of Destruction,” 
the immense importance of arthropods as disease disseminators has been pointed 
at, with reference being made, among other, to the glassy-winged sharpshooter 
scare, the Mediterranean fruit fl y and the potential for Tsetse and Trypanosomosis 
reinfestation or establishment in free areas [275].

Illustratively, the devastating New World screwworm fl y, regarded to be the most 
serious insect pest of cattle in the New World, appeared for the fi rst time in the 
Old World in Libya, during 1988. It aroused, justifi ably, great fear, and the coun-
termeasure conducted was an act of biological warfare in itself, namely the sterile 
male technique: from December 1990 and until October 1991, sterile male fl ies at 
the rates of 3.5 building up to 40 million per week were released so as to suppress 
the fertile male invaders [276]. The release of sterile fl ies was terminated 6 months 
after the last detected case of screwworm myiasis in Libya. Notably, Libya accused 
the United States of intentionally delivering the initial, reproductive pest, although 
it was the Mexican-American Commission for Eradication of Screwworms that 
thereafter carried out the eradication campaign.

Peculiarly, an outstanding agroterrorism-related interface evolved between 
Cuba and the United States. Cuba has blamed the United States for attacking 
Cuban crops and livestock on as many as 21 different occasions. According to 
Raymond Zilinskas, of the few incidents for which information is available, agents 
include Newcastle Disease (1962), African wine sever (1971, 1979–1980), Tobacco 
Blue Mold Disease (1979–1980), Sugarcane Rust Disease (1978), and Thrips insect 
infestation (1997). Only in the case of the Thrips did Cuba make a formal com-
plaint. According to the Cuban account, the United States fl ew a crop-duster 
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operated by the State Department over Cuba and released the insects. The United 
States has denied the allegation, and while U.S. agriculture experts discount Cuban 
claims, the United Nations has undertaken an investigation. Considering the above-
mentioned information on the U.S. programs as presented in this section and the 
Section 13.4.15.3, there is support for some Cuban allegations. Yet, according to 
Zilinskas, the most likely explanation for all these incidents was nature or acciden-
tal human transmittal through commerce [5]. Connectedly, a Florida university 
professor informed the CIA that a Florida citrus canker outbreak was the result of 
a Cuban bioterrorism weapons program. Although the CIA could not substantiate 
the claim, it did investigate the case. During that same time period, Cuba claimed 
that an outbreak of Thrips Palmi disease on the island was bioterrorism warfare 
introduced by the United States [277]. Apparently, no fi nal conclusion can be 
reached concerning those issues.

At any rate, the Cuban fi le was not the only one within the context of agroter-
rorism affairs. Since 1915, a variety of agroterrorism-related incidents have taken 
place, worldwide [278], and included, mostly, the following events involving animal 
and plant pathogens/toxins:

Richard Ford, a prominent British naturalist, has made the accusation that 
Germany dropped Colorado Potato Beetles on the United Kingdom during WWII, 
accounting for their unusual appearance in parts of the United Kingdom. Accord-
ing to Ford the bombs were made of cardboard and contained 50 to 100 beetles. 
The allegation has not been verifi ed or refuted.

In a Ministry of Forestry report dated June 15, 1950, the East German govern-
ment accused the United States of scattering Colorado Potato beetles over potato 
crops in May and June of 1950 [279, 280].

The Mau Mau, a nationalist liberation movement, poisoned some 33 steers at a 
British mission station, using what is believed to be a local toxic plant known as 
“African milk bush” [281–285].

Ken Alibek, First Deputy Chief of the Russian Biopreparat system, alleged he 
was informed by a senior Soviet military offi cer that the Soviet Union attacked the 
Afghan Mujaheddin with glanders on at least one occasion. According to Alibek, 
this would have the dual effect of sickening the Mujaheddin and killing their horses, 
their main mode of transportation [120, 280, 286].

Sometime from 1983 to 1987, a Tamil militant group threatened to use 
bioterrorism agents against Sinhalese and crops in Sri Lanka. The communiqu’ 
threatened to introduce foreign diseases into the local tea crop and to use Leaf 
Curl to infect rubber trees [287–290].

Queensland’s State Premier received a letter threatening to infect wild pigs with 
foot-and-mouth disease (FMD), which was feared might spread to cattle and sheep, 
unless prison reforms were implemented within 12 weeks. Ultimately, this incident 
proved to be a hoax as the perpetrator turned out to be a 37-year-old murderer 
serving a life sentence in a local jail. In December 1984, Queensland’s premier 
received a similar letter from an unidentifi ed individual [120, 280, 286].

An outstanding pattern emerged regarding the spread of the Mediterranean 
fruit fl y, a major threat to agriculture in California, in 1989. Despite heroic attempts 
to eradicate this insect, new infestations repeatedly appeared in odd and unex-
pected places. Concomitantly, the Mayor of Los Angeles received several letters 
from a group calling itself The Breeders, which claimed to be spreading the insect 
to protest California’s agricultural practices [287–290].



In 2003, Israel has been blamed for spreading foot-and-mouth disease in the 
Palestinian Authority territory [291, 292].

It so happened that the majority of antihuman bioterrorism agents are basically 
and currently pathogens of animals, making them zoonotic. The sense lying in that 
phenomenon is in that, naturally, those pathogens rarely infect humans; hence 
human herd immunity against them is marginal, bringing about considerable vul-
nerability. Some of those zoonotic pathogens are important as both antihuman and 
anti-animal agents, like Rift Valley fever, epiornithic avian infl uenza (“fowl-
plague”), glanders, anthrax, and brucellosis. They are potentially usable for both 
agro-and bioterrorism. But another class of pathogens includes specifi cally livestock 
attackers. The FMD virus is seemingly their best representative. It is, indeed a for-
midable agroterrorism agent.

It was again, thus, a viral epidemic—rather an epizootic—this time belonging 
to the category of livestock attacking agents, which exhibited the aggressiveness of 
an agroterrorism-patterned course, in that case—the FMD virus. Although very 
rarely infective toward humans, it is extremely contagious and virulent for mam-
malian farm animals. It is therefore a prime candidate for agricultural bioterrorism 
and a very effective one.

Great Britain was the arena, 2001. Despite a single outbreak of FMD in cattle on 
the Isle of Wight, Hampshire in 1981, there had been no outbreaks of FMD in Great 
Britain since 1968, until 2001. On 20 February 2001 an outbreak of FMD caused 
by the O1 Pan Asia strain of virus was confi rmed in pigs in an abattoir in Essex. 
The source of the infection was traced to a pig unit in northeast England where 
disease was believed to have been introduced at the beginning of February. The 
provenance of the causative agent could not be identifi ed. Deliberate introduction 
has not been ruled out. Sheep on a neighboring holding became infected by airborne 
spread from the pig unit. These sheep were subsequently moved through markets in 
Northumberland and Cumbria between 13 and 22 February 2001. Disease was then 
disseminated to many other parts of Great Britain and Northern Ireland as a result 
of movements through markets and dealers before the existence of disease in the 
country was recognized. Notably, between 20 February and 30 September 2001, a 
total of 2025 apparently resultant FMD outbreaks were confi rmed in Great Britain; 
a further 4 were confi rmed in Northern Ireland. Over 4 million animals were killed 
as part of the FMD control program. The epidemic was essentially sheep based, 
other classes of livestock becoming infected through direct contact with infected 
sheep or through the movements of people, vehicles, and fomites [293].

The impact of the epidemic was colossal. The overall economic costs in the food 
and farming sectors of the U.K. economy totaled an estimated £5 billion, roughly 
$10 billion [9]. This fi gure compares with an annual gross output of the entire 
U.K. agricultural sector of £25 billion [10]. The U.K. economy suffered other eco-
nomic costs associated with the outbreak of FMD. Outside the agricultural sector 
costs, the United Kingdom endured additional losses to the leisure and tourism 
sector of the economy. The U.K. Department of Environmental Food and Rural 
Affairs estimated that the leisure and tourism sector of the economy lost £5–6 
billion pounds as a result of the outbreak of FMD in 2001 [11].

Finally, an image of a list of livestock diseases found in a cave in Afghanistan 
was used as evidence that terrorists are considering attacks on agriculture. It has 
been accentuated, in connection, that there are many operatives that were planning 
such acts [180].
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13.4.21 NARCOTERRORISM

The nature and specifi c features of narcoterrorism are discussed. Various connota-
tions of narcoterrorism, which are compatible or concerned with biosabotage-
related activities, are presented. The main terrorist organizations involved in 
narcoterrorism worldwide are outlined.

Primarily, narcoterrorism is a term coined by former President Belaunde Terry 
of Peru in 1983, when describing terrorist-type attacks against his nation’s antinar-
cotics police. In the original context, narcoterrorism is understood to mean the 
attempts of narcotics—actually, recreational drugs—traffi ckers to infl uence the 
policies of government, the enforcement of the law, and the administration of 
justice by the systematic threat or use of violence. Pablo Escobar’s ruthless dealings 
with the Colombian government is probably the best known and best documented 
example of narcoterrorism [296].

The term has become a subject of controversy, and it is being increasingly used 
for known terrorist organizations that engage in drug traffi cking activity to fund 
their operations and gain recruits and expertise. Such organizations include, mainly, 
FARC, ELN, and AUC in Colombia, Hezbollah in Lebanon, and al-Qaeda through-
out the Middle East, Europe, and Central Asia. Although al-Qaeda is often said 
to fi nance its activities through drug traf fi cking, the 9/11 Commission Report notes 
that “While the drug trade was a source of income for the Taliban, it did not serve 
the same purpose for al Qaeda, and there is no reliable evidence that Bin Laden 
was involved in or made his money through drug traffi cking.”

Although fi nancial considerations seem to be the leading ones, narcoterrorism 
is often marked, substantially, by a constant attempt to sustain and enlarge the 
proportion of drug consumers in a given target population, hence weakening the 
latter physically, mentally, and economically. In that sense, it is indeed a sort of 
terrorism. But beyond the direct effects of narcoterrorism, it is very meaningful, 
although secondarily, in that it greatly facilitates the ongoing spread of blood-
transmitted pathogens, such as AIDS and hepatitis, having their own signifi cant 
and demographic attritional impact.

Moreover, usually the drugs consumed by narcomans are in fact psychotropic 
plant toxins: heroin, cocaine, opium, hashish, marijuana, and so on. Narcoterrorism 
is often based on massive cultivars of the related plants that are currently being 
overseen by the concerned terror organization, namely self-production of the 
involved hallucinogenic phytotoxins thereafter consumed by narcomans. In addi-
tion, the terrorists engaged in producing those phytotoxins accumulate the know-
how and experience needed, basically, for the manufacturing of typical plant toxins, 
such as ricin, aconitine, and other potent ones. Chemical refi nement is often 
essential. Also, the fi nancial, technical, and logistical infrastructures involved in 
drug trading may be appreciably supportive of narcoterrorism, bioterrorism, and 
agroterrorism altogether. Like agroterrorism, narcoterrorism may be regarded, 
thus, as an additional variant of bioterrorism, although rather of a different 
sphere.

Most (more than half, certainly) of drug consumption worldwide is fueled by 
directed narcoterrorism. Some terrorist groups, like Colombia’s FARC, collect 
taxes from people who cultivate or process illicit drugs on lands that it controls; 
others, including Hezbollah and Colombia’s AUC, traffi c in drugs themselves. 



Moreover, some terrorist groups are supported by states funded by the drug trade; 
Afghanistan’s former Taliban rulers, for instance, earned an estimated $40 million 
to $50 million per year from taxes related to opium. The drug trade is also a sig-
nifi cant part of the economies of Syria—which has funded terrorist organizations 
such as Hezbollah, the Popular Front for the Liberation of Palestine-General 
Command, and Palestinian Islamic Jihad—and Lebanon, a haven for numerous 
terrorist groups including Hezbollah and Hamas [297].

The drug trade is extremely lucrative. Heroin, cocaine, and marijuana are 
uncomplicated and cheap to produce, but because they are illegal and therefore 
risky to supply, they can earn more than their weight in gold on the vast inter-
national black market. The United Nations estimated that the illicit drug 
business generates about $400 billion per year. Also, because the drug trade is 
secretive, terrorists can amass large sums of cash without being detected by 
authorities.

The terror organizations involved in narcoterrorism at large are mostly the fol-
lowing ones [298]:

• The Revolutionary Armed Forces of Colombia (FARC), a Colombian leftist 
group, which raises funds by taxing coca farmers in the Switzerland-sized zone 
of the country it controls. Experts say FARC may force peasant farmers to 
grow the coca used to make cocaine. It also makes money by protecting 
cocaine laboratories and clandestine airstrips and by traffi cking in drugs 
locally.

• The National Liberation Army (ELN), another Colombian leftist group, taxes 
growers of marijuana and opium poppies and protects drug-lab operations. 
But it generates far less of its funding from drugs than does FARC.

• The United Self-Defense Forces of Colombia (AUC), which includes several 
right-wing paramilitary groups, says it gets 70% of its income from processing 
and exporting cocaine. It claims to be leaving the drug business, but experts 
doubt that all of its members will comply.

• Remnants of Shining Path, a Peruvian leftist group, fi nance some operations 
by “protecting” cocaine smugglers in jungle areas under its control and by 
taxing the coca trade.

• Some members of the Liberation Tigers of Tamil Eelam, a Sri Lankan separat-
ist group, traffi c in heroin, and the group reportedly has close ties to drug-
traffi cking networks in nearby Burma.

• Hezbollah smuggles Latin American cocaine to Europe and the Middle East 
and has smuggled opiates out of Lebanon’s Bekaa Valley, although poppy 
cultivation there is declining.

• The Kurdistan Workers’ Party (PKK), a Marxist separatist group based in 
Turkey, taxes ethnic Kurdish drug traffi ckers, and individual PKK cells traffi c 
in heroin.

• The Real IRA, an Irish Republican Army (IRA) splinter group that opposes 
the peace process in Northern Ireland, is suspected of traffi cking drugs, 
although the extent of its involvement is unclear.

• Basque Fatherland and Liberty (ETA), a separatist group in Spain, is report-
edly involved in drug traffi cking.
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• al-Qaeda does not appear to have direct links to the drug trade. But its former 
protector in Afghanistan, the Taliban, supported itself in part through opium 
poppy production and traffi cking.

Chaotic countries constitute warm nests for narcoterrorism. Drug traffi ckers and 
terrorists tend to thrive in failed states with ineffective governments that have been 
destabilized by war and internal confl ict, experts say. For example, Colombia—a 
large, fragmented country in the throes of a decades-long confl ict over power and 
resources—produces 80% of the world’s cocaine and 70% of the U.S. heroin 
supply. Lebanon has been plagued by drug traffi ckers and terrorist groups since its 
own harrowing 15-year civil war began in 1975. In Afghanistan, the 1990 retreat 
by occupying Soviet troops left the econom ically devastated country vulnerable to 
control by warlords and Islamist extremists. Furthermore, by promoting violence, 
tax evasion, and lawlessness, terrorists and drug traffi ckers make it harder for a 
weakened state to form a stable central government. All in all, the magnitude of 
narcoterrorism is a remarkable one, and coping with it is diffi cult and complicated. 
Narcoterrorism is, in a sense, a long-term attritional mode of terrorism. It is unlikely 
to diminish, and the main way to effectively struggle against it is expediently to 
remove the drug producing cultivars themselves. Signifi cant achievements were 
thus reached by mass employment of fungi that specifi cally attack those cultivars: 
cocaine plantations in Columbia and opium plantations in Uzbekistan—a sensible 
mode of biological warfare by itself.

Paradoxically—yet sensibly, by all means—vast narcoterrorism cultivars were 
eliminated by agroterrorism-like warfare launched in the last decade, including the 
effective use of specifi c fungi capable of destroying poppy fi elds in Uzbekistan and 
coca fi elds in Columbia.

13.4.22 NOVEL AGENTS

Novel biological agents constitute a category of enormous interest, in many senses. 
It is apt to chiefl y be pronounced in terms of paradigmatic combat power multi-
pliers on the one hand, and plain bioterrorism parameters, on the other hand. 
Reference is made, however, to the inability of terrorist organizations to develop or 
acquire novel bioterrorism agents, unless extraneously assisted.

A combat power multiplier is defi ned, primarily, as a warfare element suffi cient 
enough to balance a quantitative inferiority of troops. This concept bears, however, 
a broader meaning in the context of strategy and military affaires. In these areas, 
the power multipliers have greater and more complex implications, starting with 
terror attacks and ending in an overall geopolitical power balance at its highest 
level, such as international pacts as we saw in the rivalry between NATO and the 
Warsaw pact.

The future battle fi eld is absorbing, tentatively, a variety of multifunctional 
technologies. So, the sheer importance of these power multipliers is less in balanc-
ing the quantity disadvantage and more as a pragmatic method to decrease the 
number of the fi ghting corps (order of battle). Connectedly, a unique range of 
action is dedicated to biological, chemical, and radiological guerilla warfare tech-



nologies, both terrorism-oriented and military-oriented. This section will discuss 
these technologies and their ramifi cations at the macrolevel, within the biological 
sphere, synthetic biology being, thereby, the chief platform.

13.4.22.1 Anti-Organism Power Multipliers

Anti-organism power multipliers are based on technologies designed to harm 
humans, farm animals, or cultivars, whether during offensive, defensive, or calm 
situations. Although the new generation of these power multipliers is characterized 
by nonlethal (or sublethal) weaponry, some of them are dis tinctively lethal.

This new generation include:

• Novel toxins
• Bacteria and viruses in a supremely engineered condition

Toxins are being upgraded as power multipliers. This being the case, through the 
following biotechnological featuring:

• Molecular design, avoiding or decreasing the body ability to activate an immu-
nological response

• Molecular design that reinforces their toxicity
• Embedding coded genes (regarding protein toxins) in noncontagious bacteria 

and turning these into “production lines”
• Embedding coded genes in contagious bacteria and viruses and making these 

even more harmful

The range of toxins designed to perform as power multipliers is vast. Here are two 
examples, representing both ends of the spectrum: The Pepper spray and the group 
of agents called “Prions.”

The Oleoresin Capsicum (OC) called “the Pepper spray” can be naturally found 
in hot chilies. The OC has been recently found as more effi cient than the common 
police incapacitating agents, because it causes a faster and longer lasting reaction. 
The spray can be used for on-spot or wider purposes. Simultaneously, the “Pepper 
gel” was also developed. This gel is launched from its container by air-pressure; 
when contact occurs, the gel clings to any surface (if it touches the face, it may 
cause temporary blindness). The gel formula contains 10% of OC mixed with the 
gel. The gel is not fl ammable [299].

Prions, on the other hand, are extremely destructive protein molecules. They 
are the cause of “Mad Cow Disease” (Creutzfeldt–Jacob Disease). The prions are 
infectious molecules, which means their penetration to the body brings about nor-
mally functioning proteins that turn into abnormal proteins like themselves. The 
infection-like condition they cause is developing slowly but deadly. They are host-
specifi c. The research of prions, chemically and biologically, is in progressive 
process and some see them as one of the future measures designed to target a spe-
cifi c civil population for long-term infl uence. Some prions harm a variety of farm 
animals [300].
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13.4.22.2 Supremely Engineered Bacteria and Viruses

Genetic engineering is intruding this fi eld, in two main ways:

• The probability of fi nding gene fragments of highly virulent extinct pathogens 
is more likely than fi nding the complete genome and succeeding to revive it. 
At any rate, an intervention of genetic engineering is necessary to reconstruct 
and assemble the genome so it can imitate the natural pathogen as a living-
reproducing system. In that manner, the polio virus has been recently pro-
duced, out of the blue, in laboratories. Similarly, the devastating 1918 “Swine 
Flu” virus has lately been reconstructed and resurrected.

• The ability of the defender to immunize its population even against the most 
virulent variants forces the offender to engineer them so immunity will turn 
out as ineffective.

Genetic engineering is covering far more than those two just mentioned, by creating 
different and sophisticated power multipliers. The current front in genetic research 
is promising great achievements for the medical treatments of humans, animals, 
and plants disease by what is referred to as gene therapy. But, a military aspect of 
this research also exists. This aspect permits a new form of bioterrorism warfare 
to take place—genetic warfare. An unavoidable outcome is the discussion on 
how to use these methods of genetic treatment as a weapon: how to deploy 
these weapons of genetic warfare and how it is possible to expose the deployment 
of these weapons [301].

In his futuristic–realistic article, Mark Willis predicts the appearance of the 
biological genetic-engineered warfare agents according to the following criteria 
[302]:

• Synthetic viruses
• Cellular pathogens bearing unusual virulence
• Cell-like synthetic entities that cannot reproduce, as vectors of biochemical 

warfare agents
• Dormant and secret pathogens
• Pathogens specifi c to farm animals and agricultural vegetation
• Pathogens specifi c to ethnic groups
• Long-lasting or delayed-effect biological warfare agents
• Ethnic pathogens that can cause autoimmune diseases such as infertility

In practice, at the last decade, we saw the use of specifi c fungus able to destroy 
poppy fi elds in Uzbekistan and coca fi elds in Columbia. In future perspective, there 
is no doubt that this is just the tip of the iceberg.

13.4.22.3 Anti-Inanimate Object Power Multipliers

Anti-inanimate object power multipliers are derived from technologies aimed to 
harm, disrupt, or jam weapon systems or other valuable assets. They can be imple-
mented during times of offense, defense, and calm. In this context, power multi-



pliers designed to contaminate water or food sources will not be regarded as an 
anti-inanimate object power multiplier because water and food are used, in that 
case, to attack humans, serving as vehicles. To our discussion, mention is made, 
then, of bacteria that can be fed from key materials, naturally or genetically engi-
neered. That includes [303]:

• Plastic, like polyurethane (for example, digesting and removing the special 
cover enables specifi c aircrafts to reduce their radar signatures, and by that 
allowing their detection)

• Rubber, steel, and paint used in strategic and logistic facilities
• Asphalt used in runways
• Crude oil and petrol

13.4.22.4 Bioengineering Availability

This ethical–technological entanglement has begat a discussion, both locally and 
globally, concerning increasing or reducing bioengineering availability of the power 
multipliers being discussed. That, while the freedom of information principle, uni-
versal communication interfaces, and the natural curiosity of different scientifi c 
circles are taking their place and diverting the reality toward a constant increasing 
technology availability at large. The fact that a lot of these novel agents are defi ned 
as nonlethal (ethical, so to speak) and antiriot countermeasures is contributing to 
this trend. This trend is also encouraged by the involvement of a university’s labo-
ratories in the military R&D process. Those universities, especially in Western 
countries, mostly get the publication they want.

The latest developments in the fi elds of political and strategic thinking regarding 
the use of existing or developing weapon systems (including nonlethal biological 
weapons) and the ramifi cations over the operational doctrine in the context of the 
contemporary trends in the international relations are very signifi cant [304]. This 
last publication maintains that the alleged revolution of the military-technology 
affairs has to be considered in light of discussions on military use of nonlethal 
weapons in existing and future confl icts. The issue is presented from a political-
strategic point of view, criticizing the revolution in military affairs as a starting 
point in the discussion on the use of nonlethal weapons during confl icts. These 
issues are presented to politicians and strategic analysts asked to formulate a tech-
nology-based policy that may be used in future political/social confl icts. The danger 
of neglecting other important dimensions in politics and strategy, emphasizing the 
“force to force” aspect, are considered.

Most of the scientifi c and technological developments mentioned here are openly 
reported and documented in the United States, which is probably the world leader 
on these subjects. Russia is, probably, not far behind, but seems to lessen the pub-
lishing of this domain. The Russian BWs are very advanced [305], and Russia also 
puts a lot of effort in biological espionage, trying to get its hands on relevant knowl-
edge and technological means [306].

At large, the global research for upgrading biological power multipliers is striv-
ing to develop:
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• New measures: both new categories and new means included in already known 
categories.

• Measures that although they are known, the enemy will not be able to detect, 
identify, and handle. That may happen due to objective-inherent technological 
limitations (in such case, then, measures that have to be activated from a far, 
with no offender presence) or by using a known technological weakness the 
enemy suffers from.

• Measures that will complicate the enemy’s ability—military demogrophical, 
or econom ical—signifi cantly and even decisive, although known by the 
enemy.

• Specifi c measures designed against a given rival, affecting his military forces, 
population, or assets uniquely.

The range covered by these new agents is amazing by both its extent and its inten-
sity, starting with incapacitating agents like Pepper spray and ending, hypotheti-
cally for now, with ethnical weapons, targeting specifi c races only. Not in vain, these 
two examples represent, even if superfi cially, derivatives of two powerful, inex-
haustible technologies—molecular biology and genetic engineering. So, the Pepper 
spray is becoming a more favorable substitute to the regular tear-gases, being a 
molecular copy of the biological extract in the hot Mexican chile. So, the biologi-
cal-ethnic weapons—whose mechanism is using specifi c genetic elements in the 
target race or nationality—are conceivably prone to be the unavoidable outcome 
of highly complex genetic mechanisms, being deciphered by man.

Toxins can be produced in three alternative methods:

• Extracting it from a natural source (the classic mode)
• Chemically synthesizing the biological molecule, after its full and accurate 

identifi cation
• Producing it by a gene able to code for it (when it is a protein molecule)

The range of scenarios, where the novel agents discussed can be used is vast, in 
any parameter:

• Activation by state or terror organization, if only by an individual (that can 
also be sent by state)

• Activation in a concealed or open manner
• Activation in order to achieve an affect in the short, medium, or long range
• Activation during a military confl ict or during an international nonmilitary 

confl ict
• Activation against humans, animals, plants, or still objects
• Activation at times of offense, defense, or at calm

Any combination of the parameters or the subparameters is possible.
Today and in the near future it is not expected that the availability of sophisti-

cated biologically engineered power multipliers will proliferate. It will probably be 
an asset of few supremely qualifi ed laboratories. However, with time they will 



become more and more accessible, presumably. With no connection to the BW 
agents that the Iraqi government has produced in its time (undoubtedly, industrial 
amounts), it is appropriate to mention two agents refl ecting an unusual way of 
thinking suiting aspects aforementioned, although on an embryonic level [30]:

• Camel poxvirus—a pathogen that can attack humans, but not those who live 
next to camels and so are naturally immune. The Iraqis have also used this 
virus as a model to the small pox virus.

• The fungal toxin afl atoxin, which generates terrible diseases, but only on the 
long term (was apparently destined to be used against the Kurds in Iraq).

In Russia, or elsewhere, chimeras of VEE-smallpox virus, Ebola-smallpox virus, 
and snake-toxin-gene-bearing infl uenza virus have possibly been developed suc-
cessfully, but this has not been verifi ed or refuted.

Furthermore, it was recently argued that advances in nanotechnology could be 
used in the development of new types of biological (and chemical) weapons, based 
on the dual-use application of nanotechnology in the fi elds of biotechnology and 
medicine, which can be used for offensive purposes. Such a potential military 
application of nanotechnolgoy could undermine existing international laws that 
ban biological weapons [307].

To sum, the technological absorbability (of a country) is indeed the cardinal 
factor, but it is not suffi cient for these frontline technologies to be adopted (even 
more so—for their upgrading) by one. But mention is made of the option that 
hostile countries or organizations can get their hands on standardized, instantly 
usable, weapons. The discussed novel agents are very sophisticated, and so trans-
ferring, maintaining, and operating them may be very complicated. However, it is 
possible that hostile elements will get extraneous assistance at these aspects as well. 
Particularly, a great deal of these weapons includes, so-called, nonlethal and anti-
inanimate agents, hence more obtainable.

Referring to the increasing threat of novel bioagents, Steven Block, former 
president of the Biophysical Society, was quite pessimistic: “The biological weapons 
threat is multiplying and will do so regardless of the countermeasures we try to 
take. You can’t stop it, any more than you can stop the progress of mankind. You 
just have to hope that your collective brainpower can muster more resources than 
your adversaries [308].”

13.4.23 EXPLOITABILITY OF BIOTECHNOLOGY 
AND BIOMEDICINE

The vast space inevitably formed by biotechnology and biomedicine, in terms of 
dual usability, is briefl y presented. Its affi nity to bioterrorism-oriented activities is 
shown, with regard to both pathogens and toxins. Two prominent toxins—botuli-
num and ricin—are thereby visited, to accentuate the scarcely observable border-
line lying in between legitimacy and illegitimacy.

Apparently, the dual usability marking the fi elds of biotechnology and biomedi-
cine, namely their capacity to serve for desirable and undesirable purposes at the 
same time, is the most extreme one, comparing with almost any other scientifi c 
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domain. A relatively simple instance of this: the undisputable need to thoroughly 
understand the mechanisms underlying the above-described alternating profi le of 
drug resistance of Vibrio cholerae potentially enables, in parallel, the creation of 
a multistable pathogen. The shift is fairly slight, if any.

Fundamentally, all categories of biomedicine targeted at infectious diseases—
antibacterial and antiviral drugs, vaccines, and antisera—as well as gene therapy 
are apt to be exploited for improper development, parallel to their impressive, 
invaluable advancements. Moreover, regretfully, a principle of “amplifi ed revers-
ibility” underlies the undesired, yet inevitable, usability of biomedicine and bio-
engineering resources for the purpose of bioterrorism. That is to say, although most 
pathogens and toxins have found a way to become harmless and benefi cial, thanks 
to the scientifi c comprehension gained from their usefulness in various respects, 
that very paved course may readily be reciprocal; in particular their road back to 
pathogenicity and virulence—often appreciably amplifi ed, artifi cially—may take 
place in the form of accidental leakage or bioterrorism acts.

In pragmatic terms, two dimensions of exploitability can be observed: One is 
the general modularity of equipment and materials that can equally be employed 
for innocent or bioterrorism-oriented activities. The other one is the various 
untainted activities currently engaging specifi c pathogens and toxins that are reck-
oned, at the same time, as potential agents for bioterrorism; hence, they are prone 
to undergo, in principle, a turnover at the level of intentions and practice of their 
possessors. Thus, the harvest of a seed virus propagated for subsequent production 
of a vaccine by attenuation may equally be kept as is, before attenuation takes place, 
serving as a weapon. In actuality, the two courses are not in contrast with each 
other; hence, they may expediently be applied in parallel, in whatever proportions 
the possessor chooses, so as to attain effective camoufl age.

The principle is fairly plain, even an old one. In 1939, the active ingredient of 
curare—an ancient plant toxin weapon still in use by Indians—was isolated for the 
fi rst time. In 1943, it was introduced successfully into anesthesiology. Curare pro-
vided adequate muscle relaxation without the depressant effect of deep anesthesia 
induced by ether or chloroform. Over the last 20 years, physicians have used curare 
to ease the stiffened muscles caused by polio and to treat such diverse conditions 
as lockjaw, epilepsy, and cholea (a nervous disorder characterized by uncontrollable 
muscle movements). Eventually, more effective treatments were found for these 
illnesses, but the active ingredient of curare, d-tubocurarine, led to the skeletal 
muscle relaxant Intocostrin, which has been used in surgery ever since. Synthetic 
analogs of d-tubocurarine are used tens of thousands of times per day in the oper-
ating room [309].

Tubocurarines refl ect, yet, but one, relatively marginal example of the dual 
exploitability of biotechnology and biomedicine. Ricin toxin and botulinum toxin 
are more actual agents, as shown. Global castor seed production for civilian pur-
poses is around 1 million tons per year. The beans are widely used for the produc-
tion of castor oil, making their control impossible, practically. The castor oil 
manufacturer may readily use the remains of the beans for obtaining ricin. More-
over, ricin in itself is typically a dual-use substance.

Because of its cytotoxic potency, modifi ed ricin is being used for the selective 
killing of unwanted cells and for the toxigenic ablation of cell lineages in transgenic 
organisms. Ricin is the most commonly used toxin in conjugates for selective cell 



killing, so-called targeted toxins. Benefi cial uses of ricin include, potentially the 
treatment of cancer and AIDS. Recently, there is, indeed, increasing interest in the 
medicinal applications of ricin as immunotoxin, which have been successfully 
applied in several human diseases. In addition, the mole-cule of ricin in itself is the 
precursor for the preparation of toxoid and anti-serum.

Ricin can be targeted to specifi c cells, such as cancer cells, by conjugating the 
RTA subunit to antibodies or growth factors that preferentially bind the unwanted 
cells. These immunotoxins have worked very well for in vitro applications, e.g., 
bone marrow transplants. Although they have not worked very well in many in 
vivo situations, progress in this area of research shows promise for the future. In 
bone marrow transplant procedures, RTA-immunotoxins have been used success-
fully to destroy T lymphocytes in bone marrow taken from histocompatible donors. 
This reduces rejection of the donor bone marrow, a problem called “graft-vs-
host disease” (GVHD). In steroid-resistant, acute GVDH situations, RTA-
immunotoxins helped alleviate the condition. Also, in autologous bone marrow 
transplantation, a sample of the patients own bone marrow is treated with anti-T-
cell immunotoxins to destroy malignant T cells in T-cell leukemias and lymphomas 
[310]:

For the in vivo treatment of solid tumors, considerable problems can arise due 
to poor access of the immunotoxin to the tumor mass, lack of immunotoxin speci-
fi city, and further disadvantages. Still, research efforts to expand and develop 
immunotoxins and therapies for clinical use in cancer and AIDS are continuing 
with strategies using recombinant DNA technology [311]. On the whole, the fol-
lowing examples of recent studies may be noted: Oncologic applications: Immuno-
toxin treatment of brain tumors; cytotoxins directed at Interleukin-4 receptors as 
therapy for human brain tumors; bispecifi c monoclonal antibodies for the targeting 
of type I ribosome-inactivating proteins against hematological malignancies; tyro-
sine kinase inhibitors against EGF receptor-positive malignancies; targeting tumor 
vasculature using VEGF-toxin conjugates; and gene therapy with immunotoxins. 
Alternative applications: effects of selective immunotoxic lesions on learning and 
memory; targeting toxins to neural antigens and receptors; in vivo testing of anti-
HIV immunotoxins. All in all promising, apparently, but yet legitimating the access 
to purifi ed ricin.

Botulinum toxin constitutes another notable case. The most poisonous molecule 
ever identifi ed, compared with any other natural or synthetic molecule, could not 
gain, apparently, a title better then “A Bug with Beauty and Weapon [312].” 

The germ Clostridium botulinum, a gram-positive, anaerobic spore-forming 
bacterium, is distinguished by its signifi cant clinical applications as well as its 
potential to be used as a producer of a singular bioterror agent. Growing cells 
secrete botulinum neurotoxin, a multitype protein bearing exceptional toxicity. 
Although botulinum toxin is the causative agent of deadly neuroparalytic botulism, 
it also permits a remarkably effective treatment for involuntary muscle disorders 
such as torticollus, dystonia blepharospasm, strabismus, hemifacial spasm, certain 
types of spasticity in children, and other ailments. It is also used for “off label” 
indications such as migraine headaches. Furthermore, this extraordinarily potent 
toxin is also used in cosmetology for the treatment of glabellar lines and is well-
known as the active component of the anti-aging medications Botox and Dysport. 
In addition, recent reports show that botulinum neurotoxin can be used as a tool 
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for pharmaceutical drug delivery. However, botulinum toxin remains the deadliest 
of all toxins and is a potent agent of bioterrorism. Among seven serotypes, C. botu-
linum type A is responsible for the highest mortality rate in botulism, and thus it 
has the greatest potential to act as a bioterrorism weapon. Genome sequencing of 
C. botulinum type A Hall strain (ATCC 3502) has been completed. It may readily 
serve to dually engineer the related molecule in terms of toxicity, antigenicity, and 
stability.

The availability of medicinal Botox is not likely to contribute to a terrorist attack 
as the vials contain dilute toxin: approximately 0.3% of the lethal inhalational dose 
estimate and 0.005% of the lethal oral dose estimate. Yet if available right before 
being diluted, it would certainly be an attractive object. Obviously, the toxin is 
needed for producing a toxoid and an antiserum.

Finally, the next two examples may tentatively illustrate an entire scope of the 
exploitability of biomedicine and biotechnology through its two edges, namely the 
rudimentary one as against the sophisticated one. The former can be demonstrated, 
then, by crude fermentation of various fungi for the manufacturing of antibiotics 
or mycotoxins (a dual-use biotechnology largely adopted by the then USSR), 
whereas the latter one is the usage—for now experimental—recently made of 
viruses as drug delivery systems, owing to their unique capacity to inwardly parasit-
ize host cells. This biomedical horizon appears to be fascinating, and a far reaching 
one, in both a desirable and an undesirable fashion.

13.4.24 PREVENTIVE AND COUNTERMEASURE

Having been recognized as a prime threat with global potentiality, different 
approaches and schools confi gured to fi ght bioterrorism are here discussed, rather 
exhibiting the absence of adequate preparedness. Moreover, various factors, some 
inherent, may hinder the effectual establishment of future preparedness and are 
considered. Much progress has though been achieved and is reviewed, particularly 
in the United States. An endeavor is taking place in Europe and Russia. All over, 
the efforts are doctrinal, scientifi c, and logistical, both preventive and reactive.

Aiming to defy any sort of assistance lent by (or from) states to terrorists within 
the entire context of biological, chemical, or nuclear weapons, the UN Security 
Council formulated in 2004 a resolution saying that “.  .  .  All States shall refrain 
from providing any form of support to non-state actors that attempt to develop, 
acquire, manufacture, possess, transport, transfer or use nuclear, chemical or bio-
logical weapons and their means of delivery. All States, in accordance with their 
national procedures, shall adopt and enforce appropriate effective laws which pro-
hibit any non-state actor to manufacture, acquire, possess, develop, transport, 
transfer or use nuclear, chemical or biological weapons and their means of delivery, 
in particular for terrorist purposes, as well as attempts to engage in any of the 
foregoing activities, participate in them as an accomplice, assist or fi nance them  .  .  .” 
[313].

Globally, apart from many national frameworks, various international initiatives 
have been founded, aimed at the prevention of, and coping with, possible bioter-
rorism scenarios. In 2006, the U.N. General Assembly released its new counterter-
rorism strategy. It recommends development of a “biological incidents” database 



by the United Nations and its member countries, in order to fi ght the threat of 
bioterrorism [314].

In Europe, much progress was achieved during 2004–2006, owing to the New 
Dedence Agenda (NDA) (later on renamed as Security and Defence Angenda—
SDA)—a regular professional discussion forum involving NATO, the EU, and the 
World Health Organization plus national ministries, industry fi gures, and journal-
ists, to debate safety and defense issues. It aims to raise awareness in Europe of 
the bioterrorism threat and to defi ne a set of recommendations for EU policy 
makers to prevent and protect against attacks.

The 2004 NDA conference outlined that security awareness at epidemiology 
research laboratories across the industrialized world is lagging behind the growing 
threat of bioterrorism. Tighter cooperation is needed among laboratories, interna-
tional customs, and transport authorities, and NATO could provide important 
logistical and communications support in the event of a bioterror attack in Europe. 
Notably, Roger Roffey, research director of the Swedish Defense Ministry’s Depart-
ment of International and Security Affairs, accentuated that “The risk of bioter-
rorism is on the rise, and one of the defi ciencies we all face concerns the control 
of bioterrorism agents within laboratories and their transfer beyond, especially at 
labs across the former Soviet Union. We should expect bioterrorists to go beyond 
an attack by aerosol delivery into product-tampering of crops and animals, into our 
very food and water supplies. We need new multilateral initiatives to improve bio-
security facilities [315].”

The 2005 NDA conference was an example of excellent EU–U.S. collaboration 
in the context of bioterrorism. If there was one conclusion that could be drawn 
from the conference, it was that such teamwork had to be duplicated in the actual 
fi ght against bioterrorism. Not that the event lacked ideas, as these were ever 
present. But there were few signs of real cooperation, and the specter of different 
“threat perceptions” was forever hovering in the background [316]. This line 
strengthened in the 2006 SDA conference.

The Interpol and the European Homeland Security Association pay much atten-
tion to bioterrorism threats. Interpol President Jackie Selebi recently observed that 
“Major panic, temporary paralysis of government functions and private businesses 
and even civil disorder are all likely outcomes of a bioterrorism attack. In fact, 
bioterrorism appears particularly well suited to the small, well-informed groups. A 
bioterrorist’s lab could well be the size of a household kitchen and the weapon built 
there could be smaller than a toaster, and the range of options available to terror-
ists will continue to grow.” Furthermore, he warned of bioterror attacks on 
livestock or the food chain [317].

Interpol Secretary General Ronald Noble added that “There is no criminal 
threat with greater potential danger to all countries, regions and people in the world 
than the threat of bioterrorism. There is no crime area where police have as little 
training than in preventing—or responding to—bioterrorist attacks. Terrorists do 
want to use biological weapons. The threat is worthy of immediate preparation” 
[318].

French Interior Minister Dominique de Villepin called for creation of a UN-
affi liated organization to track potential biowarfare agents and keep them away 
from terrorists. He did not propose giving inspection powers to such an agency, but 
said that biotechnology companies, laboratories, hospitals, and universities need to 
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better monitor themselves on issues of hiring, pathogen work, and access to sensi-
tive areas [317]. Connectedly, in Britain, MI5 offi cials recently warned British labo-
ratories that Islamist terrorists—chiefl y al-Qaeda, through recruited university 
students—may try to steal deadly pathogens. Scientists and lab staff handing bio-
logical agents such as samples of avian fl u, tuberculosis, rabies and polio, have been 
told their security measures will be vetted by police [319]. In consequence, police 
is supposed to conduct background checks on scientists and others who work with 
restricted materials at universities, hospitals and pharmaceutical fi rms [320]. Gov-
ernment offi cials are intended to inspect such laboratories, and regular audits are 
planned of agent inventories. The idea is that it will be up to scientists to prove 
they have good reason for using the materials in their work, according to a senior 
of the British National Institute for Biological Standards and Controls.

During 2006, cooperation between prominent European states and Russia con-
siderably strengthened. Thus, in Kyiv, Russia, the highly qualifi ed Interpol Work-
shop on Preventing Bioterrorism took place. Also, a fairly thorough “Strategic 
Study on Bioterrorism” produced by 20 high level bio-experts from the Russian 
Federation and other European countries, was released by the Center for Strategic 
and International Studies.

In Israel, much concern was raised that regular microbiological laboratories—
particularly those located in the Palestinian-occupied territories—may be used as 
minifactories for producing bioterrorism agents. It has therefore been decided that 
the National Security Council—in coordination with the General Security Service, 
Ministry of Health, academic institutions, and industrial bodies—will oversee such 
laboratories [84]. The Israeli Parliament building and facilities are expected to be 
reviewed for potential vulnerabilities to biological (and chemical) terrorism. Air 
conditioning and other ducts are expected to be examined to determine any entry 
point for airborne agents [321].

In some Muslim states, professional forums intended to fi ght bioterrorism have 
been formed. In Iran, parallel to its ongoing, progressing BW program—which 
includes, among other things, guerilla means for applying bioterrorism warfare—
The First Conference on [the] Campaign Against Bioterrorism was held in Tehran. 
The conference, which was a joint project of the Iranian Red Crescent Society 
(IRCS) and the infectious diseases department of the Tehran Medical Science 
University examined the health risks posed by bioterrorism and attempts to develop 
an action plan for use by relief workers in the event of a bioterror event. Over 300 
IRCS relief instructors attended the event along with IRCS managers and students 
from the University [322].

In Saudi Arabia, where there are still elements in support of al-Qaeda, the 
Center of Studies and Research at Naif Arab University for Security Sciences in 
Saudi Arabia held a seminar on bioterrorism. Experts participating in the seminar 
were from Saudi Arabia, Jordan, Bahrain, Comoros, Sudan, Syria, Palestine, Qatar, 
Iraq, Kuwait, Lebanon, and Egypt [323].

Beyond comparison, however, is the effort against bioterrorism made by the 
United States. The preventive and countermeasures taken by the United States 
against bioterrorism are indeed the most impressive ones, in terms of concept, 
thoroughness, and scope. They are nourished by fundamentals that preceded the 
2001 anthrax attack, which means, dually, that on the one hand the need for pre-
emptive preparedness was soberly recognized in advance, and on the other hand, 



that the saboteurs succeeded to carry out their attack plan despite the defensive 
preparedness already established, then, by the United States.

In principle, a variety of ways in which the U.S. agencies were implementing 
President George W. Bush’s April 2004 Biodefense for the 21st Century initia-
tive, organized around the four “pillars” of awareness, prevention, detection, and 
response [324]. Project Bioshield Presidential law refl ects the genuine national 
American incentive to get prepared toward the bioterrorism threat. In this fashion, 
lately (2004), the President of the United States signed a new law to implement a 
$7.8-billion (estimated) project aimed to develop advanced vaccines. This law 
permits the government to use, in case of national emergency, medications and 
treatment not yet approved by the FDA. President Bush said this step will help the 
country to be better prepared in case of a terror attack. Also, said Bush: “It sends 
a message about our direction in the war on terror. We refuse to remain idle while 
modern technology might be turned against us.” The President also added: “We 
will rally the great promise of American science and innovation to confront the 
greatest danger of our time [325].”

The U.S. Homeland Security Subcommittee on Prevention of Nuclear and Bio-
terrorism Attack handles the bioterrorism threat. It pointed out that the United 
States must seek the proper balance between agility of response and countermea-
sure stockpiling in defending against bioterrorism. Moreover, the United States is 
pursuing multiple avenues of defense against a possible terrorist attack using bio-
engineered pathogens [326]. Top leaders such as the Homeland Security Secretary 
have stepped up calls for greater use of terrorist threat information in setting a 
hierarchy of planning and spending priorities. Witnesses warned the Government 
Reform National Security, Emerging Threats and International Relations Subcom-
mittee, though, about limits to what can be known about potential engineered 
threats. They stressed the need for maintaining a broad, fl exible array of counter-
measures [327]. Homeland Security and the Health and Human Services Depart-
ment have developed a strategy to address the potential for a bioengineered attack, 
a document that highlights monitoring of scientifi c research around the world, as 
well as broad countermeasure development to give the United States fl exibility 
when confronting an unknown pathogen. Complementarily, two annexes of the new 
U.S. National Response Plan are particularly relevant to bioterrorism: Emergency 
Support Function 8 (Public Health and Medical Services) and the Biological Inci-
dent Annex. These annexes describe specialized application of the NRP to the 
delivery of public health and medical services and biological incidents [328].

Within that colossal program, the Bush administration’s fi scal 2006 budget plans 
for civilian bioterrorism defense measures total at least $5.1 billion, according to a 
new nongovernmental analysis. The amount brings the total requested since 2001 
to at least $27.7 billion. The budget request includes increases for protecting national 
food and water supplies and a signifi cant decrease for funding state and local public 
health departments, compared with requested spending last year [329].

Further budgetary and organizational details are worth mentioning, then, as 
presented in that publication [330]. The fi scal 2006 budgeting, an aggregate of 
spending across numerous agencies, refl ects as much as a $2.5 billion drop from 
what was sought for fi scal 2005, but the decrease results mostly from the absence 
of a one-time appropriation last year for drug and vaccine purchases through 2008 
as part of the Project Bioshield law. “Civilian biodefense spending, not including 
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the Bioshield bill, has reached a consistent level of about $5 billion from fi scal 2003 
to fi scal 2006,” the article says. The fi scal 2006 total in the study does not include 
Defense Department budgeting for civilian bioterrorism defenses, as do previous 
years’ fi gures, because the Pentagon “was unable to furnish numbers for the req-
uisite programs,” the study says.

Military bioterrorism defense spending for civilians in the previous two fi scal 
years averaged about $200 million. The analysis says, though, that those fi gures do 
not truly account for all Pentagon funding for civilian bioterrorism defense mea-
sures. “Some DOD research has direct civilian benefi t, but because the majority 
of these funds are primarily military in application, these lines were excluded from 
calculation of total DOD expenditures,” it says.

As in previous years, the largest amount of money—$4.1 billion according to 
the article—was budgeted for the Health and Human Services Department, which 
funds the National Institutes of Health, the Food and Drug Administration, and 
the Centers for Disease Control and Prevention. The article describes a planned 
$130 million cut to CDC funding for state and local public health departments, 
bringing the total CDC budget request down to $797 million. Another substantial 
cut is a $119 million reduction from the National Institute of Allergy and Infectious 
Diseases’ budget for research facility construction, down to $30 million, and 
intended to “offset the increase in research funding,” the analysis says. The Home-
land Security Department’s $362 million budget is roughly the same as for fi scal 
2005—except for the $2.5 billion drop refl ecting the advanced purchase for fi scal 
2005 under the Bioshield law.

The Agriculture Department was budgeted $354 million, a 26% increase, for 
bioterrorism defense activities, the State Department $71.8 million, and the National 
Science Foundation $31.3 million, particularly, in accordance with Homeland 
Security Presidential Directive 9 (HSPD-9), Defense of United States agriculture 
and food, January 30, 2004. Finally, the Environmental Protection Agency received 
an 87% increase to $185 million, primarily for decontamination capabilities, to 
protect water and food supplies, and for training, the study says.

Apart from doctrinal and laboratory studies conducted by those agencies, fi eld 
studies are being carried out as well. Scientists from several agencies released two 
tracer gases in a 2-km2 area of midtown Manhattan. In a series of experiments, 
they are tracking how harmful particles might disperse through street canyons, 
subway tunnels, and buildings. Dubbed the “Urban Dispersion Project,” this 
Department of Homeland Security-sponsored effort aims to produce a computer 
model of airfl ow patterns that could help state and local offi cials better respond to 
an emergency or to a bioterrorism act [331]. The studies are intended to conclude 
in 2007.

Overall, a possible counterproductive outcome has been assessed, naturally, as 
some scientists are concerned that the increase in the number of researchers 
working in the United States to counter bioterrorism elevates, potentially, the risk 
of an attack and the accidental release of biological agents [332]. More than 300 
institutions and 12,000 individuals have access to weaponizable biological agents, 
said Richard Ebright, a Rutgers University molecular biologist and critic of the 
expansion in biodefense since the anthrax attacks of 2001. Biodefense watchdog, 
the Sunshine Project, claims that 97% of principal investigators who received 
grants from the U.S. National Institute for Allergy and Infectious Diseases from 



2001 to 2005 to study six biological agents had not previously conducted similar 
work. The explosion of “NIAID newbies” increases the likelihood of accidents, 
said Edward Hammond, U.S. director for the Sunshine Project. Jeanne Guillemin, 
a senior fellow at the Security Studies Program at the Massachusetts Institute of 
Technology, has the view that increasing access to pathogens heightens the chances 
that rogue scientists could use them in an attack. “What [NIAID Director Anthony 
Fauci] and others haven’t thought through is the particular kind of expertise, from 
basic bench work to aerosolization, that comes with defensive biological weapons 
programs” [332].

Furthermore, the extreme, objective complexity of implementing bioterrorism-
defense measures aroused, unavoidably, critics saying that despite substantial 
funding on bioterrorism defenses since the Sept. 11 terror attacks, the country 
remains substantially unprepared for a mass-casualty bioterrorism attack [330]. A 
variety of concrete steps and moves has been conducted, however, as follows.

Nonetheless, a large bioterrorism research network has been established in 
the United States. The U.S. National Institute of Allergy and Infectious Diseases 
supports 11 academic institutions throughout the United States, which operate 
as Regional Centers of Excellence for Biodefense and Emerging Infectious Dis-
eases Research. The new network is working diligently to uncover new knowledge 
and create preventive, therapeutic, and diagnostic tools that will leave us far less 
vulnerable to bioterrorism, and is regarded as a key element of a U.S. strategic plan 
to counter bioterrorism and emerging infectious diseases. Each Center for Excel-
lence leads a group of local universities to conduct research on next-generation 
treatments for anthrax, smallpox, plague, and other diseases. The consortiums 
encourage bioterrorism research, train personnel, maintain support resources, 
push for research on the development of new countermeasures, open facilities to 
researchers from academia and the business world, and provide support for fi rst 
responders [333]. Within that framework, an 83,154-square foot Biosafety Level 3 
laboratory is to be constructed as part of George Mason University National Center 
for Biodefense and Infectious Diseases. Personnel at the facility will conduct 
research on development of techniques and products to combat bioterrorism and 
treat natural infectious disease outbreaks. Researchers will focus on bioterror 
threats identifi ed by the U.S. government, such as anthrax, tularemia, and plague, 
along with diseases such as SARS, West Nile virus, and infl uenza [334]. In addition, 
Army Medical Research and Materiel Commander Eric Schoomaker focused on 
the coming benefi ts of interagency cooperation at the planned National Interagency 
Biodefense Campus at Fort Detrick, MD. The Defense, Health and Human 
Services and Homeland Security departments are participating in the campus 
project.

At the same time, the multiplicity of pathogen holding research facilities is dis-
advantageous in that they are vulnerable to technical intelligence assaults, thefts 
and sabotage acts which may serve bioterrorism. This applies, in principle, to a 
variety of biotechnological resources at large, and thereby propelled, for example, 
the Congressional Seminar on Preventing Terrorist Exploitation of the Biotechnol-
ogy Revolution, (June 5, 2006). Connectedly, perhaps, an FBI secrecy initiative 
formed with key bio-facilities such as the Public Health Research Institute (PHRI) 
in Newark, New Jersey, so as to refrain from “publicly disclose which specifi c select 
agent pathogens and/or strains are stored at PHRI [335].”
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In practical terms, early detection systems of various pathogens gained high 
priority. BioWatch—a Department of Homeland Security’s effort to collect air 
samples form dozens of cities around the country to detect biological agents—bio-
sensors have been deployed in more than 30 urban areas (at a cost of $79 million 
for 2006). Air is thus monitored air 24 hours a day and samples are collected daily 
and taken to labs that are part of the Centers for Disease Control and Prevention 
Laboratory Response Network. The results are provided within 12 to 36 hours 
[336].

Connectedly, the U.S. Postal Service has installed more than 1000 biological 
agents—anthrax plus two undisclosed agents—detectors at 271 mail processing 
facilities since the 2001 anthrax mailings. Moreover, President Bush has staked out 
the right of the U.S. government to open citizens’ mail without fi rst obtaining a 
warrant [337].

A further methodology, mass spectrometry based “fi nger print” data base, has 
been developed by the Food and Drug Administration (FDA) National Center of 
Toxicological Research (NCTR), for immediate differentiation between biological 
contaminants, toxins and other, nontoxic substances. Although the concerned 
device cannot distinguish between living and dead cells, it is highly advantageous 
in terms of instant fi ndings [338].

Also, nanotechnology could signifi cantly increase the speed of detection of an 
act of bioterrorism or a natural outbreak. Using a diagnostic test, researchers can 
measure the frequency change of a nearinfrared laser while it scatters a virus’ DNA 
or RNA. The change in frequency is distinct [339].

Beyond, the most advanced biodetectors are the Triangulation Identifi cation for 
Genetic Evaluation of Risks—the fi rst multi-purpose diagnostic system that can 
work with samples of various materials. It can simultaneously identify all pathogens 
in a soil, water, air or blood samples within four hours, and roughly fi ve such devices 
are now being used in the US by the US Army and Agriculture Department [340]. 
In connection, a comprehensive national surveillance network—Project Tripwire—
aimed at detecting diseases in wildlife that may be linked to bioterrorism, is being 
developed by the Wildlife Center of Virginia [341].

Coping with specifi c pathogens is complicated, naturally, though the very 
fact that a certain pathogen is being referred to removes a lot of vagueness. 
Illustratively, the optional adoption of a pre-attack line of defense, as against a 
post-attack one, is indeed an intriguing one. Researchers from United States and 
Canada said post-attack anthrax immunization and antibiotic therapy is more effec-
tive than pre-attack vaccination [342]. Still, this is doubtfully the correct strategy 
concerning smallpox, for instance, particularly considering the irrelevance of anti-
biotic drugs.

Currently, cities and counties throughout the United States are creating stock-
piles of anthrax countermeasures that mirror the drugs available in the Strategic 
National Stockpile [343]. The distributed stockpiles are necessary because it would 
take too long to distribute countermeasures from the National Stockpile. The 
drugs, given to cities to prepare for a terrorist attack, are meant to immediately 
treat fi rst responders in the event of an anthrax attack without having to wait for 
drugs from the National Stockpile.

The 2001 anthrax letters sabotage was at any rate a cardinal turning point. Using 
those attacks as a case study, a group of U.S. researchers have developed a risk-



based decision-making system that they believe will allow governments to make 
better judgments following a bioterrorism attack [344]. In “Bayes, Bugs and Bioter-
rorists: Lesson Learned from the Anthrax Attacks,” Kimberly Thompson, Robert 
Armstrong, and Donald Thompson argue that governments must develop “decision 
trees,” or methods for evaluating several courses of action, following a bioterrorism 
attack. They claim this would improve the evaluation of costs, risks, and benefi ts 
and would create more effective policy development [344].

“Using this type of approach, the government can better characterize the costs, 
risks and benefi ts of different policy options and ensure the integration of policy 
development,” the report states. “Additionally, confi rmed use and refi nement of 
decision trees during exercises will provide analysis of the long-term consequences 
of decisions made during an event and give policymakers insights to improve initial 
decisions.” The study, dated April 2005 and published by the National Defense 
University’s Center for Technology and National Security Policy, says poor plan-
ning prior to the fall 2001 bioterrorism attacks in which anthrax was sent to U.S. 
Senate offi ce buildings through the mail led to improper allocation of resources 
after the attack [345]. The report estimates the direct costs to the Postal Service 
could exceed $3 billion, with additional expenditures of over $1 billion for unneces-
sary countermeasures.

Despite the attack, coordination between U.S. agencies has made development 
of a comprehensive response plan diffi cult. To remedy the problem, the report urges 
establishing a decision tree so that multiple paths of action can be evaluated at 
once, making individual agency’s responsibility more clear. “With this approach, 
analysts can quickly communicate with decision makers about the implications of 
combinations of options,” the report says. “We emphasize that this approach of 
focusing on decisions provides a means to cross interdisciplinary and other bound-
aries  .  .  .  and consequently it provides a useful organization and com munication 
tool to promote effective management.” The report adds that decisions should be 
separated into different categories, including who should be immunized, what 
response should be, how to allocate Strategic National Stockpile resources, how to 
contain biological agents, and how much information should be made public. The 
Health and Human Services Department should head the effort to form the deci-
sion tree, drawing on the expertise of other agencies when necessary.

The 2001 anthrax attacks clearly demonstrated the need for a better decision-
making process, the report says. Lack of investment in the public health infrastruc-
ture, a poor understanding of the disease caused by anthrax, inadequate training 
of fi rst responders, and poor communication are just a few of the problems that 
plagued the response to the attack. The report argues that a decision tree would 
have vastly improved response, allowing for a better understanding of who should 
be vaccinated, how relevant agencies should have responded, a better plan for 
containment, and improved information management. The report is careful to 
say that it is not critical of the 2001 response. However, researchers believe a 
decision tree would have prevented panic and yielded a more appropriate response. 
Researchers hope decision trees can guide policy discussions as a comprehensive 
response plan is formulated. “Given our recent experience with anthrax, the spe-
cifi c decision trees for anthrax are offered, as an analytical tool to aid future policy 
decisions,” the report says. “Indeed, the lessons learned from the 2001 attack 
should facilitate the use of these trees.”
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Plague has been visited as well, when a wide-scale drill took place in the United 
States in November 2003. The drill was an effort to follow up on weaknesses in 
federal emergency response plans identifi ed in a simulated pneumonic plague bio-
terrorism attack. That exercise, called Top Off 2, was organized by the Department 
of Homeland Security and involved 8000 local, state, and federal offi cials. It simu-
lated a pneumonic plague attack on Chicago (and a radiological attack on Seattle) 
[219].

As for smallpox, the United States intends to acquire up to 80 million doses of 
the modifi ed virus Ankara smallpox vaccine, as part of its defense against the 
threat of smallpox virus being used for bioterrorism purposes. It would be useful 
for people who could suffer reactions to the existing vaccine. That includes patients 
with suppressed immune systems or those with the skin condition eczema. The 
vaccine contract could be worth more than $1 billion [346]. President George W. 
Bush has ordered all American military personnel to be vaccinated against small-
pox and has implemented a voluntary program for vaccinating emergency medical 
personnel. Stockpiling and vaccination is seriously being reconsidered over many 
countries. Japan is a recent example; after announcing in 2001 that it would begin 
stockpiling enough vaccine for 3 million people, a governmental panel of experts 
recommended—in July 2005—the stockpiling of smallpox vaccine for 56 million 
people in preparation for a possible bioterrorism attack [347]. Russia, with its effi -
cient oral—plus aerosol—vaccines, does not lag far behind. Lately, an international 
exercise—the “Atlantic Storm Scenario” in dealing with a series of international 
terrorist attacks involving smallpox virus has shown that the impact would be cata-
strophic for almost the entire world, and that the lives of millions of people could 
be lost. This outcome of the “Atlantic Storm” session seems all the more alarming 
given all the measures taken to combat bioterrorism since 11 September 2001 [268]. 
The Atlantic Storm Scenario has been preceded by “Exercise Global Mercury,” 
which was the fi rst worldwide simulation project modeling a smallpox bioterrorism 
attack [348].

Considering infl uenza virus to be the most powerful potential bioterrorism 
weapon, Madjid et al. proposed several steps to address the threat of infl uenza as 
a terrorist weapon, including the following [349]:

• The Centers for Disease Control and Prevention should classify infl uenza virus 
as a “critical agent” for bioterrorism.

• Immunization should be expanded, possibly by requiring it for all medical 
personnel.

• Laboratories that work with infl uenza virus should strengthen their security.
• Antiviral drugs should be stockpiled, and vaccine-making capacity should be 

increased.
• The government should consider a gene-sequencing and vaccine development 

program.
• Surveillance efforts should be increased and should include incentives for 

reporting of clinical cases.
• The fi tting of ventilation systems with virus detection and inactivation.

A super-fl u virus, particularly a pandemic derivative of the current H5N1 avian fl u, 
would presumably kill 200,000 and up to 1.9 million Americans, plus many millions 



sickened, according to recent estimates. A government’s plan to fi ght such conta-
gion designates not just who cares for the diseased, but who will keep the country 
running amid the chaos. Specifi c countermeasures include stockpiling of both the 
anti-fl u drug Tamifl u as well as avian fl u vaccine [350]. Still, the protean nature of 
infl uenza type A virus at large may be defying. Experts in Hong Kong observed 
that the human H5N1 strain that surfaced in northern Vietnam during 2005 had 
proved to be resistant to Tamifl u [351]. Also, the present antigenic quality of the 
H5N1 may undesirably alter. Also, the present intact strain of avian fl u, as isolated 
from its human victims, and although not yet a contagious pathogen, is a putative 
bioterrorism agent itself, due to its respiratory infectivity, lethality, and panic-
causing nature.

In general, then, ideally—although seemingly impractically—a complete genetic 
inventory of all pathogenic strains found worldwide could provide the proper basis 
for initial, rather essential, inquiry into bioterrorism acts. It may facilitate, as well, 
controlling the registration of culture collection so as to hamper theft of dangerous 
pathogens. Thus oriented, the United States is making an effort to fully catalog 
and selectively to obtain prioritized pathogenic strains such as those then included 
in the Soviet BW program. Within that context, Kazakhstan, Azerbaijan, Ukraine, 
and Georgia are appreciably cooperative.

Consequently, more than 60 pathogens—including anthrax and plague strains—
from the former Soviet Union’s Azerbaijan-based biological weapons program plus 
epidemiological system arrived at Dover Air Force Base in Delaware [352]. In 
Azerbaijan—largely a Muslim country—several facilities—including fi eld-test 
site—were engaged in the then USSR BW development program plus epidemic 
control. The samples were transferred as part of the Cooperative Threat Reduction 
program with Azerbaijan, aimed at getting the U.S. help to improve security for 
pathogens.

Moving to Russia, a different picture emerges with regard to a country fully 
acknowledging the essentiality of anti-bioterrorism moves, while still possessing an 
inventory of BWs and an active BW program [305]. The anti-bioterrorism outline 
and legislative base that were established in Russia—so as to deny possible access 
by terrorist states and terrorist groups to dual-use biotechnologies, plus materi-
als—have been described by Vorobiev. He thereupon pointed at potential interna-
tional cooperative efforts to be implemented, accordingly [353]. Eventually, in 
2001, a commitment was achieved between Russian and U.S. Presidents, Vladimir 
V. Putin and George W. Bush, to pursue cooperation to counter the threat of 
bioterrorism, including a focus on health-related measures.

American assistance to Russia within the “Reduce the Common (WMD) 
Threats” program fared much. In the bioterrorism sphere, a chief course of that 
program for conversion has been the anti-bioterrorism one. The Novosibirsk-based 
Biopreparat-affi liated Vector microbiological center has been a pioneering facility, 
within that context. A long time before others, Vector’s Director, Academician 
Sandakhchiev, started to cooperate with international institutions, and already in 
the early 1990s focused on issues related to monitoring and prevention of bioter-
rorism [354]. In addition, there are plenty of microbiological laboratories all over 
Russia eager—for fi nancial, professional, or even ideological reasons—to save for-
bidden strains, toxins, equipment, and information. On the other hand, with time 
the Americans became more attentive to Russian arguments about development 
of anti-terror measures.
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Consequently, The Russian-U.S. BioIndustry Initiative (BII) began in 2002, 
constituting the newest proliferation threat reduction program. It aims to counter 
bioterrorism through targeted reconfi guration of large-scale, formerly Soviet BW 
research, development, and production facilities for civilian purposes, by creating 
Russian-U.S. research partnerships [355]. Collaboration has then been established 
in 2003 between the International Science and Technology Center (ISTC), Moscow, 
and the Boston-based Center for Integration of Medicine and Innovative Technol-
ogy (CIMIT), to implement the BII. Conversion is thus intended to take place 
through formation of systems in Russia to link scientists, physicians, and engineers 
to solve medical and scientifi c problems, and to identify innovative technologies 
and commerciali zation opportunities [356]. Also, the U.S. Defense Department 
has been increasingly engaged in efforts to secure from proliferation dozens of 
former Soviet pathogen collection and research facilities included within the “anti-
plague system,” widespread across 11 former Soviet states (excluding Russia). 
Apparently, many of those facilities lack suffi cient safety and security and their 
scientists on average are poorly paid [357]. The concerned, so called Anti-Plague 
Institutes, are thus being turned into controllable “central reference laboratories”  
[358].

13.4.25 PROJECTIONS AND PROGNOSIS

Built-in limitations, which interfere with comprehending and foreseeing the course 
of bioterrorism, are outlined and discussed, together with objective constrains that 
restrict the scope of countering it. Nonetheless, the conjunction of methodological 
intelligence monitoring, systematic biosecurity globali zation, and creative scientifi c 
research may furnish a crucial tool for effectively fi ghting bioterrorism.

The very supremacy of mankind, in terms of know-how and technology, may 
possibly make it prone, paradoxically, to self-destruction, in various manners. Bio-
terrorism is one main way to materialize that undesirable predisposition. Appar-
ently, an outstanding conjunction marked the recent decade, bringing about the 
prominence of bioterrorism as a colossal issue, including:

• Internet-contained unclassifi ed and declassifi ed information.
• The outcomes of the birth of the formerly Soviet republics—particularly the 

Muslim and semi-Muslim ones—with their Soviet BW inheritance, namely 
highly qualifi ed, equipped facilities, culture collections, and many unemployed 
experts, plus partial Islamic orientation.

• The accelerated augmentation of international terrorism, at large.
• The rise and persistence of al-Qaeda with its radical philosophy and unlimited 

fi nancial resources.
• The global strengthening of Islam and its fundamentalistic inclination.
• Extremely meaningful breakthroughs made in life sciences and apparatus 

engineering.
• The increasing emergence and reemergence of infectious diseases 

worldwide.



Altogether, the ongoing integration of those various, interacting factors will prob-
ably shape, both conceptually and practically, the future of bioterrorism, one way 
or another. If a new breed of anarchistic multinational terrorists—not necessarily 
connected with al-Qaeda—is currently sprouting up, as at times claimed, the 
outcome may be unforeseeably catastrophic.

The outlining—let alone structuring—of a defensive alignment that would fully 
address the bioterrorism threat is, objectively, an impossible mission. Even while 
referring, primarily, to natural (nonengineered) pathogens and toxins, and assum-
ing a consensus prioritizing anthrax, smallpox, plague, infl uenza, ricin, and botu-
linum, one can hardly face the two main resultant questions:

 a. How to be best prepared toward each of those agents?
 b.  Should other potential bioterrorism agents be totally ignored, and if not—

what ought to be the respecting mode of preparedness?

And, beyond, of course—what about potential engineered pathogens and toxins? 
Is it unfeasible, for instance, to form an anthrax germ resistant to the antibiotic 
Ciprofl axin? Overall, the immeasurable complexity thus formed seems to be insol-
uble even if budgetary aspects are ignored. Although frustrating, those issues can 
and should in part be practically administrated by bioterrorism-strategic planners, 
provided they are fully aware of and acknowledging the concurrent constraints and 
limitations.

Increasing success of acts of so-called conventional terrorism is not regarded to 
decrease the potentiality and potency of bioterrorism (or other WMD-terrorism). 
Recurrent operations of conventional sabotage—even if fully effective—may inten-
sify a perpetrator’s daring quest for escalation and resonance through varitype 
means and modes of terrorism. Perhaps the most signifi cant feature of bioterrorism, 
the ratio between the low probability of threat realization on the one hand, as 
against the high impact generated in case of threat realization on the other hand, 
is an extremely problematic factor for the defender. Let alone, that bioterrorism 
act that took place—the enthrax letters—in effect looks, in part, successful. In a 
sense, the very fact that the anthrax letter attack—apparently the most signifi cant 
bioterrorism act ever conducted—has not been deciphered since 2001 is no less 
meaningful and important than this unprecedented act of bioterrorism itself.

Apparently, the prime and ultimate apparatus to cope with the bioterrorism 
threat is effective monitoring by intelligence sources, at least in that if adequately 
structured it would expediently shape the real and concrete needs and deeds of 
defense, in whatever sense. Therefore, intelligence ought to be supremely priori-
tized. All defensive measures have to actually form as derivatives of the intelligence 
picture, which may certainly be dynamic, though, in itself. The defense planner 
would not like that dynamics, in case the latter is not a plainly evolving one, but 
this is an inherent disadvantage. Conversely, yet, or rather complementarily, the 
defense planner may rely on his own considerations, as long as they can objectively 
be fi gured out. The signifi cance of intelligence has been accentuated by the U.S. 
House of Representatives Homeland Security Subcommittee on Prevention of 
Nuclear and Biological Attack Chairman John Linder, who called for better co-
ordination between intelligence and disease-fi ghting agencies. “Science, tools, 
reagents and technology may be ubiquitous. Scientists, however, are not,” Linder 
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said. “We have to do a better job of keeping track of those individuals with skill 
sets that are attractive to potential terrorists [359].”

In conjunction, it has been accentuated that a harmonized international regime 
that enhances biosecurity is essential for reducing the risk of bioterrorism [360]. 
Presumably, like other security regimes, this will entail mutually reinforcing strands, 
which need to include enactment of legally binding control of access to dangerous 
pathogens, transparency for sanctioned biodefense programs, technology transfer, 
and assistance to developing countries to jointly advance biosafety and biosecurity, 
global awareness of the dual-use dilemma and the potential misuse of science by 
terrorists, and development of a global ethic of compliance. To work, this effort 
must be undertaken collectively, using the international and regional institutions 
that already have a role to play in providing safety and security.

To those two essential elements—methodological intelligence monitoring and 
systematic international endeavor—should be added the dimension of creative sci-
entifi c research. Apparently, the prospects for attaining a breakthrough in upgrad-
ing preparedness lie in the integral formed, then, by those three different spheres 
(beyond the self-evident readiness achieved by means of doctrine-structuring and 
medical stockpiling). The scientifi c sphere seems to bear enormous potential. Spe-
cifi c immunoglobulins may constitute a good example of a not yet adequately 
developed defensive tool, which potentially can be very effi cient against pathogens 
and protein toxins, both for instant prophylaxis and treatment for as well as detec-
tion. This tool may be valid against both recognized and future engineered agents, 
provided that biotechnological processes will allow for at once production of fully 
specifi c immuno globulins against a given agent.

Seemingly, to the least, this direction is worth elaborating on. Unlike vaccines 
and antibiotics, which are largely prioritized, antisera are less noticed, apparently 
unjustifi ably. Antisera could constitute an optimal means for treatment, provided 
that instant and specifi c ethiological diagnosis is available. Studies and case reports 
evaluating convalescent plasma as therapy (or prophylaxis) of infectious diseases 
showed to be fairly promising. In the event of a bioterrorism attack, the usefulness 
of active immunization may be limited. Vaccine effi cacy often requires time, multi-
ple doses, and a competent immune system. Prophylactic immunization might 
provide an effective defense against bioterrorism agents but has the disadvantage 
that many individuals would have to be vaccinated to protect against an attack that 
might never occur. In this situation, even a small number of vaccine-related side 
effects would be unacceptable. In addition, vaccines do not induce protective 
immunity in all recipients, especially immunocompromised individuals [361]. Such 
inadequacies should carefully be considered. Yet in contrast, passive immunization 
involves the administration of preformed antibody to provide a state of immediate 
immunity. The two modes of immunization are used together in certain circum-
stances, such as rabies prophylaxis following possible exposure, where a passive 
antibody provides immediate protection and a vaccine elicits a protective immune 
response.

A protective antibody suitable for passive immunization could be used in concert 
with vaccines and drugs to provide a multilayered defense against attacks with 
biological agents. It should be possible to create a strategic reserve of immuno-
globulins against the major biological warfare agents that can be rapidly adminis-
tered to exposed individuals in the event of an attack. The availability of a strategic 



reserve of specifi c antibody preparations would have a signifi cant deterrent value, 
as aggressors would be aware that the lethality of their weapon could potentially 
be counteracted by prompt administration of antibody to susceptible individuals. 
As antibody can be administered intramuscularly, immunoglobulin preparations 
could be packaged in self-injectable, disposable, single-use containers. Self-
administration of antidote would avoid taxing the health-care system with the need 
for intravenous administration. Given the stability of immunoglobulin prepara-
tions, it should be possible to store antibody for many years. Developing, producing, 
and stockpiling antibody reagents for defense against bioterrorism agents is a sen-
sible strategy that needs to be considered as steps are taken to prepare against the 
threat of bioterrorism [336]. On the whole, so it seems, the practicality of antisera 
should rather equalize that of vaccines and drugs, if not beyond. Connectedly, it 
has been highlighted that, in the U.S. National Institute of Allergy and Infectious 
Diseases work on boosting the human innate immune system, a strategy is formed 
that could lead to countermeasures that would be useful against a wide variety of 
different agents [359].

Such strategy may become vital, owing to the considerably diminishing useful-
ness of antibiotics against bacterial pathogens, as predicted by Prof George Poste, 
Director of the Biodesign Institute at Arizona State University and an advisor to 
the U.S. President: “Frankly, most governments are asleep at the switch”; he pre-
dicts that from 2010 to 2015 will be a “window of vulnerability” when the toll of 
the super-bug will reach its peak as a result of naturally augmenting antibiotic 
resistance [362]. Antibiotics may therefore be appreciably replaced by other protec-
tive agents, such as antibodles, receptor decoys, dominant-negative inhibitors of 
translocation, small-molecule inhibitors, and substrate analogues [363].

A new horizon may be gained through the Neugene antisense technology. 
Neugene antisense “rapid response therapeutics” are synthetic compounds that 
mirror a critical portion of a disease-causing organism’s genetic code and bind to 
specifi c portions of the target genetic sequence. Like a key in a lock, Neugene 
antisense compounds are designed to match up perfectly with a specifi c gene 
sequence, blocking the function of the target gene [364]. Resultant antisense prepa-
rations have been able to block the cellular mechanisms used by the causative 
agents of anthrax, Ebola and Marburg, during pathogenesis. Another variant has 
been reported to block ricin toxin as well [365].

Relying on a similar principle, a novel drug has lately been developed that could 
expectedly be used to treat people exposed to anthrax bacteria specifi cally engi-
neered to overcome antibiotics, due to an increasing concern that therapeutics 
developed for bioterrorism agents may be rendered ineffective if the microbial 
target is altered intentionally. This problem could be overcome, however, by design-
ing inhibitors that block host proteins used by pathogens or their toxins to cause 
disease [366].

Thus, although the bioterrorism threat stemming from nonengineered patho-
gens and toxins is more or less characterized, in terms of expected impacts (although 
not in terms of likelihood, timing, and locality), the vagueness marking the threat 
posed by engineered pathogens and toxins is intriguing. Synthetic biology may be 
a key arena. Security experts fear that scientists building synthetic biochemical 
compounds could create a pathogen with no natural countermeasures, hence the 
possibility of making an unprecedented deadly bioterrorism weapon [367]. 
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Synthetic biologists are combining existing chemical components of DNA or RNA 
taken from cells and viruses to form compounds that do not occur naturally. Sci-
entists hope to use this technology to produce computers, medicines, and energy 
sources. The fi eld is attracting attention from investors and prominent biologists; 
yet some biologists and security experts warn that these new compounds could be 
used to develop a biological weapon. “There are certainly a lot of national security 
implications with synthetic biology.”

Concerns were played down that a new agent could exterminate the human race 
but warned that the threat of new, engineered pathogens remains serious [368]. 
Scientists are already exploring ways to self-police synthetic biological research, 
including requiring reports of sales of materials that could be used to create a tai-
lored biological-weapon. “There are now tens of thousands of people, worldwide, 
who could engineer drug-resistant anthrax,” said Professor Kenneth Alibek, who 
as a consultant to the U.S. government has received numerous briefi ngs on U.S. 
and Soviet biological weapon programs.

A testimony prepared to the House of Representatives Homeland Security Sub-
committee on Prevention of Nuclear and Biological Attack may well illustrate the 
issue of bioengineered agents. Addressing it, National Institute of Allergy and 
Infectious Diseases Director Anthony Fauci contented that agents could be made 
more virulent through “resistance to one or more antibiotic or antiviral drugs, 
increased infectiousness or pathogenicity or, in the somewhat longer term, a new 
virulent pathogen made by combining genes from more than one organism. As the 
power of biological science and technology continues to grow, it will become 
increasingly possible that we will face an attack with a pathogen that has been 
deliberately engineered for increased virulence.” Fauci added, however, that creat-
ing an agent whose transmissibility could be sustained on such a scale, even as 
authorities worked to counter it, would be a daunting task. “Would you end up with 
a microbe that functionally will  .  .  .  essentially wipe out everyone from the face of 
the Earth?  .  .  .  It would be very, very diffi cult to do that,” he said.

Centers for Disease Control and Prevention Director Julie Gerberding said a 
deadly agent could be engineered with relative ease that could spread throughout 
the world if left unchecked, but that the outbreak would be unlikely to defeat 
countries’ detection and response systems. “The technical obstacles are really 
trivial,” Gerberding said. “What’s diffi cult is the distribution of agents in ways that 
would bypass our capacity to recognize and intervene effectively.”

Today, the CDC’s list of pathogens that must be reviewed comprises more than 
60 agents. Each of them may completely be explored, so as to become fully man-
ageable. But the catch is in that the existent pathogens are recognized—hence 
controllable—yet currently available for the potential attacker, whereas the 
unknown future engineered pathogens will scarcely be available, yet hardly con-
trollable. The dichotomic menace thus emerging is an extremely challenging 
one. Possibly, as mentioned, immunoglobulins, polyvalent inhibitors, and other 
opproaches, may furnish a solution.

All in all, the threat of bioterrorism is indeed a challenging one and bears, 
potentially, overwhelming, somewhat enigmatic impacts. Henry Crumpton, the US 
State Department Coordinator for Counter-Terrorism, described a biological attack 
on West “simply a matter of time”, adding that such an attack could pose an even 
greater menace to security than a nuclear strike [369].
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U.N. Secretary General Kofi  Annan, in the General Assembly, laid emphasis on 
the hazardous conjunction of bioterrorism and biotechnology:

“The international community must give a higher priority to developing new 
strategies against bioterrorism. Biotechnology has value in the fi ght against disease, 
but scientifi c advances could also “bring incalculable harm if put to destructive use 
by those who seek to develop designer drugs and pathogens. Soon, tens of thou-
sands of laboratories worldwide will be operating in a multibillion-dollar industry,” 
Annan said, according to the Associated Press. “Even students working in small 
laboratories will be able to carry out gene manipulation. U.N. nations should con-
sider organizing of forum of governmental offi cials and science and public health 
experts to develop a strategy “to ensure that biotechnology’s advances are used for 
the public good and that the benefi ts are shared equitably around the world 
[370].”

Finally, perhaps most plainly forwarded by the head of the Interpol, Ronald 
Noble, the bioterrorism treat has been featured as a global, severe, unprecedented 
menace: “The world is ill prepared for the looming threat of a bioterrorism attack. 
The danger of an al-Qaeda attack has not diminished since the 9/11 strikes on the 
US. The potential cost of a bioterrorism attack left no room for complacency. When 
you talk about bioterrorism, that’s one crime we can’t try to solve after it happens 
because the harm will be too great. How could we ever forgive ourselves if millions 
or hundreds  .  .  .  or tens of thousands of people were killed simply because our pri-
orities did not include bioterrorism?” Noble acknowledged that governments and 
security agencies were better organized against the threat than ever before, but 
“none of us can let our guards down and assume that the problem has been 
addressed”. Were al-Qaeda to launch a “spectacular bioterrorism attack which 
could cause contagious disease to be spread, no entity in the world is prepared for 
it,” he said. “Not the US, not Europe, not Asia, not Africa [371].” He may possibly 
be right.
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